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A B S T R A C T   

The sensitivity of electron scattering to sample temperature (T) as a function of the scattering angle in scanning 
transmission electron microscopy (STEM) is investigated. Thermal vibration of atoms in crystal lattice results in 
attenuated Bragg reflections and a diffuse background in electron diffraction patterns, which have direct im
plications on STEM images. The scattering intensities at higher angle are known to be dominated by thermal 
diffuse scattering (TDS) and the column intensity is expected to have a negative correlation with increasing T 
because of the disrupted channeling, but the T susceptivity of the scattering intensity at smaller angles is less 
known. Our experiment shows that the T dependency of annular averaged diffraction intensity inverts its sign 
two times outside the direct beam, and the T sensitivity varies significantly as a function of scattering angle. The 
intensity shows a positive correlation with increasing T at the low to intermediate angular ranges before it 
returns to the negative correlation at the higher angle range. A reasonable agreement is found between the 
experimental data and multislice simulation data. Absorptive model is used to provide theoretical insights into 
the observed trends. Similar inversions of T dependency of column intensities are also observed in experimental 
and simulated atomic-resolution STEM images. The findings provide an important implication to the precise 
quantification of local T at high spatial resolution by optimizing the collection angles in STEM.   

1. Introduction 

Phonons can actively interact with incoming radiations and 
contribute to different kinds of scattering experiments, such as in Raman 
[1,2], X-ray [3,4], neutron [5,6], and electron [7–11] scatterings. Each 
of the techniques corresponds to a distinct part of the phonon spectrum 
and has been applied to study phonon characteristics in many scenarios 
[12]. Regardless of the type of radiations, their interactions with pho
nons are inelastic, meaning both the energy and momentum are changed 
after the scattering events. The same context applies to (scanning) 
transmission electron microscopy (S/TEM) where the incoming elec
trons are scattered by vibrating atoms, or lattices if the material is 
crystalline. Such inelastic interactions generally deplete the intensity of 
sharply peaked Bragg reflections from the periodic structure of the 
crystal and result in a diffuse background in between Bragg reflections, 
which is commonly known as the thermal diffuse scattering (TDS). The 
overall intensity of TDS is typically much lower than that of Bragg 
diffraction at lower scattering angles, and, therefore, it can be dis
regarded for general structure determination by diffraction indexing. 

However, TDS has to be considered accurately in quantitative analysis of 
STEM images [13–15], or diffraction patterns for subtle information, 
such as the determination of charge-density distribution [16]. 

Various frameworks were developed to understand the complicated 
details in real space images or diffraction patterns induced by phonon 
scattering, including the absorptive TDS model [10,17], frozen phonon 
model [18], and quantum excitation of phonon (QEP) model [19]. Based 
on the evolution of theoretical understanding, TDS has been extensively 
studied in S/TEM. For example, absorptive potential has been numeri
cally evaluated for different Bloch waves [20] and has proven its validity 
in quantitative interpretation of contrast in large-angle convergent beam 
electron diffraction patterns (CBED) [21]. Stobbs factor, the discrepancy 
in image contrast between theoretical and experimental data, could find 
its partial origination in TDS [22]. Kikuchi bands, arisen from inelastic 
scattering, have been demonstrated successfully in simulation using the 
frozen phonon model [7,18]. The sensitivity of electron scattering to 
phonons has also motivated many efforts in temperature (T) measure
ments using electron-energy loss spectroscopy (EELS) [23] and diffrac
tion patterns [11,24] in S/TEM. 
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The advances mentioned above have made it possible to pursue the 
characterization of local T and thermal properties of materials at the 
length scales much smaller than what other large area diffraction, op
tical, or spectroscopic methods could achieve. However, challenges 
remain in probing the thermal scattering at the nanoscale, or even down 
to the atomic scale using high-precision S/TEM thermometry. EELS and 
diffraction analyses have pushed the spatial limit (and energy limit, in 
case of spectroscopy) of nano-thermometry, yet they still show limita
tions in spatial resolution and T precision, especially when it comes to 
determining how nanoscale structure affects the local thermal proper
ties. In the case of STEM-EELS, for example, the intrinsic limit of spatial 
resolution is set by the plasmons delocalization length, which is sample 
dependent and typically on the scale of a few nanometers. Longer 
collection time or spatial averaging over tens of square nanometers [23] 
of the spectrums is sometimes necessary to get enough counts. A so
phisticated curve fitting to the spectrums is also required to detect the 
minute shift of peaks, which is critical to the precision of T measure
ments. However, the peak positions in the EELS spectrum could be 
shifted by the presence of any non-uniformity, e.g., defects, grain 
boundaries, or any interfaces included within the averaged area, which 
can substantially affect the precision of the measurement. 

The attenuation of Bragg peaks and amplification of diffuse back
ground in diffraction patterns was also explored to measure local T. The 
T dependency of the background was experimentally demonstrated in 
TEM mode, by measuring Bragg intensity [8] or performing TDS-EELS 
[25], but the spatial resolution is limited by the size of selective area 
aperture. Recently, the TDS background in between Bragg disks has also 
been evaluated using energy-filtered STEM-CBED patterns to measure 
local T [11] at length scale of about 5 nm. To achieve atomic resolution 

in T determination, a convergence angle of around 10 mrad or larger 
should be used. Such a high convergence angle typically results in 
overlapping of the diffraction disks, leaving the intensity as an interplay 
between the peak attenuation and increase in the TDS background. The 
high angle annular dark field (HAADF) signals are known to be domi
nated by TDS [7,18,26], and expected to decrease with increasing T [27, 
28] due to the disrupted channeling condition by atom vibrations. 
However, more detailed understanding of how the T sensitivity of 
electron scattering changes as a function of the scattering angle (in other 
words, T sensitivity of different STEM imaging modes), as well as optical 
parameters, is missing, which hinders the development of nanoscale 
thermometry to achieve even higher resolution and precision. 

In this paper, we attempt to fill the gap by studying the use of a 
highly converged electron probe in STEM to measure T at the length 
scale of a unit cell level and atomic resolution with high T precision. 
Along with other recent advances in STEM, such as high brightness 
electron source and low drift stage, the important technical advantage 
that we utilize is the four-dimensional STEM (4D-STEM, 2D diffraction 
patterns from the 2D real space) [29–31]. With the advent of fast 
pixelated detector, the diffraction pattern up to high scattering angles at 
each probe position can be recorded in 4D-STEM experiments, unlike 
conventional STEM imaging, which only outputs the summation of 
electrons scattered to a certain range in diffraction space. Consequently, 
in 4D-STEM, the changes in low [32–34] and high [35–37] angle elec
tron scatterings as a function of materials’ characteristics or experi
mental conditions can be studied selectively or conjointly to reveal 
important properties. The detector we used is electron microscopy pixel 
array detector (EMPAD) from Thermofisher Scientific [38], which fea
tures high dynamic range (32 bit) and fast read-out speed. The linear 

Fig. 1. HAADF image (a) at the start of 
the experiment and (b) at the end of the 
experiment. Scale bars in (a) and (b) 
corresponds to 2 nm. (c) Intensity line 
scan along columns indicated by the 
arrows in (a) and (b). Intensity are raw 
count readings from 16-bit image 
(0–65,536). Two profiles are offset on 
purpose for better visibility. Represen
tative diffraction patterns, (d) at one 
probe position on Au, and (e) at one 
probe position on a-SiNx. (f) Experi
mental PACBED pattern averaged over 
the area inside the white box shown in 
(a) and (b). Left half is collected at 300 
K and right half at 700 K. (g) Simulated 
counterpart of (f). Fig. (d)–(g) are dis
played on log scale for better virtuali
zation of signals at higher angles, and 
the scale bars correspond to 3 Å

−1
. The 

white arrows in (f) and (g) indicate the 
location of HOLZ line. The color bar 
applies to (d)–(g).   
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relationship between recorded intensity and the number of electrons 
ensures true quantification, therefore, the T dependency of electrons 
scattered to different angular ranges can be studied. In the following 
sections, we first show the annular averaged intensity of position aver
aged CBED (PACBED) acquired from the 4D-STEM data, which displays 
two inversions of the T dependency as a function of the scattering angle. 
The intensity shows a negative correlation with increasing T within the 
zero beam; then switches to a positive correlation in the low to inter
mediate angular range; and finally returns to a negative correlation in 
high angular range. The highest sensitivity is detected in a moderate 
scattering angle instead of high angles. Reasonable agreement with 
theoretical prediction is then demonstrated using QEP model, and the 
explanation of the inversion behavior is offered based on QEP and 
absorptive models. Such agreement shows the potential to quantitively 
measure T at unit cell resolution by PACBED pattern matching. Then, we 
advance the study to atomic scale by showing the T sensitivity of column 
intensity of images reconstructed from 4D-STEM data as a function of 
inner and outer collection angles. The good agreement between the 
simulated and experimental results shows the potential of T measure
ment at the atomic resolution using STEM images and provides guide for 
choosing the optimal collection angle with the highest T sensitivity. 

2. Experimental data 

2.1. 4D-STEM collection and processing of CBED patterns 

Experimental data is collected using aberration-corrected Thermo
fisher Scientific Themis Z S/TEM operated under an acceleration voltage 
of 300 kV. The measured semi-convergence angle of the STEM probe is 
18 mrad, giving a sub-angstrom probe size at Scherzer defocus. Beam 
current is limited to 40 pA with a pixel size of ~0.33 A2 (dose rate ~ 8 ×

108 e/A2sec) to give enough signals and prevent extra phonon excita
tions induced by beam heating [39]. EMPAD with 128 × 128 pixels is 
used to collect the CBEDs, with a real-space sampling of 256 × 256 probe 
positions over a ~14 × 14 nm region and a dwell time of 1 ms. Gold (Au) 
nanoparticles from Ted Pella, Inc. with a nominal size of 10 nm are used, 
because the simple crystal structure and oxide-free surface reduces un
known variables in the analysis. The 4D-STEM data is spatially averaged 
over an area of several unit cells (white box in Fig. 1a and b) to acquire 
PACBED patterns (Fig. 1f) for analysis. In-situ heating of the sample is 
performed using DENS Solutions Wildfire holder and dedicated 
nano-chips, which features localized, fast, and low-drift heating. Each 
chip has a Joule spiral heater and electron transparent windows with 
about 30 nm thick of amorphous SiNx (a- SiNx) membrane as substrate. T 
read-out is based on the resistivity of spiral heater and is pre-calibrated 
by the manufacturer to ensure high accuracy. 

Au nanoparticles are distributed sparsely on the a-SiNx membrane. 
4D-STEM datasets are collected from the exact same particle for each T 
starting at 700 K down to 300 K with a decreasing step size of 100 K. The 
HAADF images collected before and after the experiment (Fig. 1a and b) 
do not show any significant change in particle size caused by sublima
tion or beam radiation, except for the shrunk width along the vertical 
direction by about 1 nm. The asymmetric shape change along one di
rection can be understood as the sublimation at high T driven by low 
activation energy of certain facets [40–42]. Similar effects are less 
pronounced for the region of interest at the center of the particle (re
gions within the white boxes of Fig 1a and b), which is evidenced by the 
column intensities profiles (Fig. 1c) acquired along the arrows in Fig. 1a 
and b. The region in the white box is assumed to have a uniform 
thickness, and approximately 60 × 60 CBED patterns collected within 
this region are averaged to generate PACBED patterns for later analysis. 
The thickness measured independently using PACBED [32] before and 
after the experiment remains consistently at ~7 ± 0.5 nm, which further 
confirms the negligible effect of sublimation or beam damage on the 
region of interest. 

Two example CBED patterns collected at different probe positions 

(one from Au particle and the other from a-SiNx) are shown in Fig. 1d 
and e, respectively. Two representative PACBED patterns collected at 
300 and 700 K are shown in Fig. 1f along with the simulated counter
parts (see Section 3.1 for details) in Fig. 1g. The effect of increasing T can 
already be identified from more diffuse background and blurrier Kikuchi 
lines at 700 K. Despite the overall good match between the experiment 
and simulation, some discrepancies can still be observed, such as the 
higher intensity right outside the zero beam and the missing high order 
Laue zone (HOLZ) line in the experimental data (white arrows in Fig. 1f 
vs. 1g). The discrepancy can be attributed to the following reasons. 
Firstly, the finite dimension and multi-facet shape of the nanoparticle is 
likely the major cause of missing HOLZ line in the experimental data. 
Imperfect crystallinity and inelastic scattering of Au nanoparticles could 
have also broadened the HOLZ line and made it less pronounced. Sec
ondly, several factors are not considered in the simulation: (1) the non- 
uniform thickness of nanoparticle, which may slightly perturb the 
electron trajectory within the sample; (2) the background signal 
generated from the a-SiNx membrane underneath, which is not included 
because there is a significant difference between average atomic 
numbers (~10 for a-SiNx to ~78 for Au), and also because it is expected 
to be offset by itself in the normalization process later (Eq. (1)); (3) the 
incoherence of the source is not treated in Fig. 1g, which is typically 
done by convolving with a gaussian function [15]; (4) other inelastic 
scattering events such as plasmon and electronic excitations [43,44]. 

2.2. Variation of T dependency over scattering angles 

To compare how the diffracted intensity changes with T at different 
diffraction angles, we first take the annular average of the PACBED 
patterns to get a 1D intensity profile as a function of the scattering vector 
magnitude, |s|, as shown in the inset of Fig. 2. The percentage variation 
of intensity at different T is then calculated by normalizing to the profile 
at room temperature (T0) by 

Variation% =
IT,|s| − IT0 ,|s|

IT0 ,|s|

× 100 (1)  

where IT,|s| is the annular averaged diffraction intensity at T and a 
particular |s|. Variation greater than zero indicates that the annular 
averaged PACBED intensity at a given T and |s| increases with respect to 
the corresponding value at room temperature (300 K). 

Fig. 2. Variation (Eq. (1)) calculated for annular averaged intensity of PACBED 
collected experimentally at different T, as a function of the scattering vector 
magnitude, |s|. Positive values of variation indicate that I increases at the given 
temperature as compared to room temperature. Two vertical dashed lines 
approximately indicate where the inversion/crossover occurs. The inset is one 
representative PACBED pattern. The dashed line indicates how the annular 
averaging is done. Two solid circles correspond to the two locations where the 
inversion/crossover occurs. 
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The variation (Eq. (1)) calculated using the experimental data for 
each T (400 to 700 K) is shown in Fig. 2. The profiles show two cross
overs, once at ~1 Å

−1 
(coincides with the convergence angle), the sec

ond at ~ 4 ̊A
−1

. Both are indicated by the vertical dashed lines in Fig. 2, 
as well as the solid circles in the inset. The profiles for all T invert signs 

simultaneously at the first crossover at ~1 Å
−1

, but the inversion from 
positive to negative occurs successively after the second crossover at ~4 

Å
−1

. In regime (1) (|s|⪅1 Å
−1

), the variation has a negative sign indi
cating the intensity (I) decreases with increasing T. This is consistent 
with the general understanding of the attenuated Bragg diffraction by 
phonon scattering, which should occur for both the zero beam and the 
overlapping diffraction disks. In contrast, the positive variation in 

regime (2) (1⪅|s|⪅4 Å
−1

) suggests that I increases with increasing T, 
which agrees with the increasing atomic column intensity that we pre
viously measured using low-angle dark field STEM images from SrTiO3 

[45]. Two peaks can be identified in regime (2), a major one at ~ 2.3 ̊A
−1 

and a minor one at ~ 1.2 Å
−1

. Lastly, in regime (3) (|s|⪆4 Å
−1

), espe

cially beyond HOLZ line (|s|⪆6 Å
−1

), the sign of all profiles again turns 
negative and shows nearly uniform variation independent of |s|. 

The inversion in the sign of variation is important to understand as it 
provides the potential for T measurement with high precision by 
template-matching of PACBED patterns with simulation or using atomic 
resolution images formed by electrons scattered to certain angular 
range. The negative sign of variation in HAADF region [i.e., decrease of 
column intensity in atomic resolution images as T increases, corre
sponding to the regime (3) in Fig. 2] can be more naturally interpreted 
as, thermal vibrations disrupt the electron channeling and result in a less 
intense column in the image. However, the signs of the variation in the 
other two regimes, especially in (2), can be less intuitive. An explanation 
will be given based on QEP and absorptive models in the next section. 

3. Theoretical understanding 

Theoretical calculations based on multislice QEP model, which can 
export thermal and elastic scattered signals separately, are used to 
demonstrate the inversion behavior similar to the experimental results. 
The absorptive model is then used to provide a physical intuition on the 
mechanism of the inversion behavior. 

3.1. QEP multislice model 

In this section, a brief background of frozen phonon and QEP model 
will be given. Simulation based on multislice QEP model [19] with pa
rameters resembling the experimental conditions will then be demon
strated, which shows similar inversion behavior observed in the 
experiment. 

Frozen phonon model is developed based on the premise that each 
electron in the probe is elastically scattered by one vibrational config
uration of the lattice due to the much higher velocity of the probing 
electron comparing to the vibration of atoms [18]. Thus, the final in
tensity is the incoherent summation of intensities scattered by each 
frozen phonon configuration. This model provides a more accurate 
prediction for both elastic and TDS intensity, although the inelastic 
nature of the scattering, i.e., change of energy and momentum, is not 
taken into account [46]. A more rigorous treatment of phonon excitation 
in electron scattering is proposed by solving the wave functions of 
scattered electrons based on Born-Oppenheimer approximation, namely 
quantum excitation of phonons (QEP) model [19,47]. While QEP model 
is proven to generate identical numerical output as frozen phonon model 
[47], the quantum mechanical treatment enables the separated output 
of the contributions from elastic and TDS scattering, which can provide 
more insights about image formation. 

Electron scattering simulation is performed with multislice QEP 
model (muSTEM) [19] to compare with the experimental data. The 
calculation is carried out with a 28.84 × 28.55 Å Au supercell (5 × 7 unit 
cells) along [110] zone axis on a 1025 × 1015 pixel array, giving the 

reciprocal space resolution of ~0.012 Å
−1

. The band width limit of the 
simulation is checked to make sure there is no significant loss of electron 

Fig. 3. (a) Variation (Eq. (1)) calculated for annular averaged intensity of 
PACBED simulated with QEP model with parameters resembling the experi
ment (sample thickness ~7 nm) at different T, as a function of the scattering 
vector magnitude, |s|. Positive values of variation indicate that I increases at the 
given temperature as compared to room temperature. Two vertical dashed lines 
indicate approximately where the inversion/crossover happens. The inset is one 
representative PACBED pattern. The dashed line demonstrates how the annular 
averaging is done. Two solid circles correspond to the two locations where the 
inversion/crossover happens. (b) The ratio between the elastic and TDS con
tributions (ITDS/IElastic) to PACBED pattern at 300 K in QEP model as a function 
of the scattering vector magnitude, |s|. (c) Intensity change (I700 K – I300 K) for 
the elastic (green) and TDS (orange) parts of the total annular averaged PAC
BED intensity (red) (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.). 
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intensity. PACBED pattern is formed by averaging 88 CBED patterns 
sampled in one unit cell. At each probe position, 1000 frozen phonon 
configurations are used to ensure the convergence of the numerical 
result. Debye-Waller factors (DWFs) of Au are retrieved from literature 
[48]. Atomic displacements are assumed to follow the Einstein model. 
The assumption has some drawbacks (which will be addressed in later 
section), but it is shown to be robust enough to predict the phonon 
scatterings [49]. 

Same analysis done on experimental data as discussed in previous 
section is implemented on the calculated PACBED patterns. The simu
lated result in Fig. 3a shows the overall trend and peak/crossover po
sitions that are consistent with the experimental data in Fig. 2. As 
compared to simulation, the experimental data in Fig. 2 is noisier and 
shows some quantitative discrepancies in the amount of variation. In 
addition to the experimental uncertainties mentioned in Section 2.1, the 
finite sampling of EMPAD, which gives an angular resolution of 

0.119 Å
−1

/px as opposed to 0.012 Å
−1

/px in the simulation, could also 
contribute. 

To understand the inversion behavior, it is important to first learn 
the nature of the signal at each regime. The diffraction intensity from the 
QEP model consists of the contributions from both the thermal scat
tering and the elastic scattering. The line profile in Fig. 3b shows the 
ratio between those two parts (Ratio = ITDS/IElastic) for the calculated 
pattern at 300 K. The elastic contribution dominates within the direct 

beam |s|⪅1 Å
−1

. An abrupt increase of the thermal contribution happens 

at |s| ≅ 1 Å
−1 

where the first inversion takes place. The ratio then in
creases with larger |s| and the thermal contribution starts to take over at 

|s| ≅ 2 Å
−1

, where the greatest positive variation appears in Fig. 3a. The 

ratio reaches the maximum (order of ~ 103) at |s| ≅ 4.5 ∼ 5 Å
−1

, which 
roughly coincides with the locations where the positive to negative in
versions happen in Fig. 3a. This observation highlights the role of the 
ITDS/IElastic ratio in the inversion behavior. 

More details of the effects of thermal and elastic contributions on 
PACBED at elevated T can be seen in Fig. 3c. Here, the elastic and 
thermal components of the simulated PACBED intensity were compared 
between 300 and 700 K, along with the total (combined) intensity. The 
y-axis shows the difference of the annular averaged intensity between 
700 and 300 K (Difference = I700K, c − I300K, c, where c denotes elastic, 
thermal, or total contribution). The red profile shows the total intensity 
change, which is equivalent to the summation of the green profile 
(elastic contribution) and the orange profile (thermal contribution). A 
positive value indicates the annular average intensity for the specific |s|

increases at 700 K compared to 300 K. The inversion of T dependency 
can be identified by the alternating sign of the red profile as a function of 

|s|. In the range |s|⪅1 Å
−1

, the total annular averaged intensity decreases 
at 700 K. This is mainly due to the attenuation of elastic reflections (joint 
effects from the zero beam and lower ordered diffraction disks), as 
shown by the larger magnitude of the green profile comparing to the 
orange one. In regime (2), the attenuation of elastic scatterings becomes 
less significant, and an increase in total intensity at higher T is observed 
until the increase of thermal component (i.e., TDS background) at 700 K 
is large enough to offset the attenuation. However, in the range 

1 Å
−1

⪅|s|⪅1.2 Å
−1

, there is a sharp increase in the elastic scattering in 
contrast to the other parts of regime (2), contributing to the minor peak 
at the same |s| observed in Figs. 2 and 3a. A brief investigation with 
multislice simulation implied that this minor peak can be attributed to 
dynamical diffraction, but further investigation is needed to understand 
the details, which may be a subject of future work. In the range 

|s|⪆4.5 Å
−1

, the decrease in total intensity at 700 K results mostly from 
the decrease of thermally scattered signals, except for the region around 

the |s| ≅ 6 Å
−1 

where the intensity shows a small dip due to the 

influence from HOLZ line (which is elastic). The above-mentioned ob
servations will find their explanations in the following section with 
absorptive model. 

To further confirm that the trends observed is Figs. 2 and 3a are due 
to the contribution from T, the effects of other potential variables, such 
as sample thickness and tilt, will be briefly addressed here, as both are 
expected to influence T measurement with Debye-Waller effect [50,51]. 
Simulations are performed with the following conditions respectively: 
(1) ~7 nm thick, 0 mrad tilt, 300 K; (2) ~7 nm, 0 mrad, 700 K; (3) ~6.4 
nm, 0 mrad, 300 K; and (4) ~7 nm, ~5 mrad, 300 K. Annular averaged 
line profiles of pattern (2)–(4) are normalized to (1) using Eq. (1) and the 
result is shown in Fig. 4a. Although 1 mrad tilt can be easily corrected 
using Ronchigram, 5 mrad sample mis-tilt is assumed to exaggerate the 
effect. As compared to the T induced variation (red line, which is the 
same as the red line in Fig. 3a), the variation induced by ~5 mrad tilt 
(orange line in Fig. 4a) appears to be relatively small when |s|⪆1.5 Å

−1
. 

A thinner sample (green line in Fig. 4a), on the other hand, decreases the 

intensity by ~10% when |s|⪆1.5 Å
−1

. A similar effect of thickness is 
observed in experimental data (not shown here). The results demon
strate that, while both the sample tilt and thickness can affect the in
tensity variation, their trends are vastly different from the one induced 
by T. This confirms T is the major source of intensity variations observed 

Fig. 4. (a) Variation (Eq. (1)) calculated for annular averaged intensity of 
PACBED simulated with QEP model as a function of the scattering vector 
magnitude, |s|, under the following conditions. Temperature: ~7 nm, 0 mrad 
tilt, 700 K; Thinner: ~6.4 nm, 0 mrad tilt, 300 K; and Tilted: ~7 nm, ~5 mrad 
tilt, 300 K. (b) Variation (Eq. (1)) calculated for annular averaged intensity of 
PACBED simulated with QEP model at different T as a function of the scattering 
vector magnitude, |s|. The model is 10% thinner (~6.4 nm) comparing to the 
one shown in Fig. 3a (~7 nm). Positive values of variation indicate that I in
creases at the given temperature as compared to room temperature. Two ver
tical dashed lines indicate approximately where the inversion/crossover 
happens (For interpretation of the references to color in this figure, the reader is 
referred to the web version of this article.). 
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in the experiment (Fig. 2). In addition, similar simulation and analysis as 
in Fig. 3a (~7 nm Au model) is done on a ~6.4 nm Au model as shown in 
Fig. 4b. All features preserve except for some intensity redistribution, 
which suggests that the general effect of T on electron scattering could 
be universal for samples dominated by kinematic diffractions. 

3.2. Absorptive model 

To incorporate the TDS contribution to HAADF images, Pennycook 
and Jesson introduced the ADF potential based on the absorptive model 
[26]. Here, we will follow their argument to provide a qualitative un
derstanding of the inversion behavior observed in our experimental 
data, which supplements the interpretation provided using QEP model 
in the section above. 

As transmitting through a perfect crystal, electron beam is scattered 
by the total crystal potential given by [20] 

Vtotal(R) = V(R) + iV ′

(R) (2)  

where R is 2-dimensional position vector in real space, V(R) is the 
projected real lattice potential, V′

(R) is the projected absorptive po
tential. The real lattice potential, V(R), represents the elastic scattering 
cross-section and its magnitude depends on the crystal structure and 
atomic form factors. The absorptive potential, V′

(R), represents the in
elastic scattering cross-section (TDS in this case) and depends on the 
structure as well as absorptive form factors, which account for the in
tensity that should have been elastically scattered to certain angle (|s|)

but is scattered to other angles instead due to the interactions with 
phonon. The magnitude of atomic and absorptive form factor has a 
direct implication on the relative contribution of elastic and thermal 
contribution to the total diffraction intensity. The slower decaying of 
absorptive form factor compared to atomic form factor with increasing 

Fig. 5. (a) The projected real lattice potential is evaluated for Au model as shown in (f) inset based on the atomic form factor (Eqs. A.1 and A.2). Left side of the white 
dashed line is calculated at 300 K and right side at 700 K. Peak positions correspond to the locations of Au atoms. (b) The line profile of projected real lattice potential 
across one Au atom along the arrow in (a). (c) The projected ADF potential for Au with |s| = 2.2 Å

−1 
is evaluated based on the absorptive form factor with integration 

limit from |s′

| = 2.0 Å
−1 

to |s′

| = 2.4 Å
−1 

(Eqs. A.1, A.3 and A.4). (d) The line profile of projected ADF potential with |s| = 2.2 Å
−1 

across one Au atom along the 

arrow in (c). (e) The projected ADF potential for Au with |s| = 6.6 Å
−1

is evaluated based on the absorptive form factor with integration limit from |s′

| = 6.4 Å
−1 

to 

|s′

| = 6.8 Å
−1

. (f) The line profile of projected ADF potential with |s| = 6.6 Å
−1 

across one Au atom along arrow in (e). The inset shows the Au model for potential 
calculation. The a direction shown in the inset corresponds to [1–10] direction in FCC Au cell, b [001] and c [110]. The color bar applies to (a), (c), and (e). 

M. Zhu and J. Hwang                                                                                                                                                                                                                          



Ultramicroscopy 232 (2022) 113419

7

|s| (as explained in the Appendix) agrees with the observation in Fig. 3b 
that TDS plays a more important role comparing to elastic contribution 
as |s| increases. On the other hand, ADF potential, V′

ADF(R), is introduced 
based on the absorptive potential by only evaluating the absorptive form 
factor within the collection angle of ADF detector. Thus, V′

ADF(R) ac
counts for the inelastically scattered intensity that is captured by the 
detector (derivation given in Appendix). In other words, a larger value of 
V′

ADF(R) indicates a stronger thermal background in the detector range. 
Based on the concept, we explain the inversion of variations 

observed in Figs. 2 and 3a. First, the projected real lattice potential for 
Au (model shown in Fig. 5f inset) is evaluated at 300 and 700 K, as 
shown in Fig. 5a. The line profile across one Au column is taken along 
the arrow in Fig. 5a and is shown in Fig. 5b. The real lattice potential 
smears out due to more intense thermal vibrations at higher T, leading to 
attenuation of elastic diffractions. This has a direct implication to the 
regime (1) in Figs. 2 and 3a, where the Bragg diffraction dominates. 

Conversely, in regime (3) where HAADF detector typically locates, 
TDS should play a dominant role while the elastic counterpart is minute. 
To explain the T dependency in this range, V′

ADF(R) is evaluated using 

absorptive form factor in a small range of |s| (6.4 Å
−1

to 6.8 Å
−1

) to 

represent the TDS cross-section for |s| = 6.6 Å
−1

, as shown in Fig. 5e 
(line profile in Fig. 5f). It can be noticed that V′

ADF(R) is more localized 
compared to V(R) and is smeared out by more intense atom vibrations at 
700 K, as expected from previous study [26]. Consequently, the weaker 
potential results in a smaller TDS cross-section, and the annular aver
aged intensity is expected to decrease even though the total absorption 
increased. 

Next, the idea of ADF potential is extended to regime (2), where both 
the TDS and elastically scattered electrons make moderate contributions 
to the total intensity. The ADF potential for |s| = 2.2 Å

−1 
is shown in 

Fig. 5c (line profile in Fig. 5d) based on absorption form factors in the 

range of |s| = 2.0 Å
−1 

to |s| = 2.4 Å
−1

. It can be seen that the magnitude 
of ADF potential increases with higher T, leading to a higher TDS 
background intensity, which agrees with previous observation in STEM- 

CBED pattern with low convergence angle [11]. This is because the total 
absorption increases at elevated T and more intensity is depleted from 
lower ordered Bragg disks into the background. For the specific exper
iment reported here, since convergence angle is large enough for 
diffraction disks to overlap, there will be a competition between the 
amplification of TDS background and the attenuation of Bragg re
flections. In regime (2), Bragg conditions are less satisfied due to the 
larger excitation errors with increasing |s|. Thus, the intensities of Bragg 
reflections become weaker and so do the attenuations of Bragg re
flections at higher T. At the same time, increasing T leads to a stronger 

TDS background. An inversion of T dependency happens at |s|⪆1.2 Å
−1 

when the attenuation of Bragg reflections is small enough to be 
compensated by the increase in TDS background. This argument can also 

explain the observation near the HOLZ line (|s| ≈ 6 Å
−1

) in Fig. 3c. 
Although the total intensity decreases at higher T consistently in regime 
(3), the one near HOLZ line shows a major contribution from attenuation 
of elastic scattering in contrast to TDS contribution of the other parts. 
This is because Bragg condition is perfectly satisfied at HOLZ line due to 
the curvature of Ewald’s sphere, and the attenuation of strongly excited 
Bragg reflection makes an additional contribution to the decreasing in
tensity at higher T. 

As explained above, the absorptive model provides a simple formu
lation and direct insights into the inversion behavior in the experiment 
(Fig. 2), which is also consistent with the observations in the QEP 
simulation result (Fig. 3). It should be noted that both absorptive and 
QEP models employed here assume that each atom vibrates indepen
dently following an Einstein model, and the angular redistribution is not 
evaluated accurately. However, this effect should be minute since the 
presented data is the annular averaged intensity. To apply it for quan
titative thermal imaging in the future, more comprehensive modeling of 
atomic displacements can be used, for example. based on detailed 
phonon dispersion [7]. 

Fig. 6. (a) The inset shows one representative image reconstructed from simulated 4D-STEM data. Such images are reconstructed as a function of inner and outer 
collection angle at 300 K and 700 K, respectively. The intensity variation of the red circled column is taken between 700 and 300 K (Variation% = (I700 K − I300K)

/I300K × 100) and plotted in (a). The two horizontal dashed lines indicate the location where inversion/crossover happens. (b) Similar analysis as in (a) is done on 
experimental data. The inset shows one image reconstructed from experimental data. The column intensity is the average of 5 nearest pixels around local maxima, as 

indicated by the red dashed circles (c) Images are reconstructed from experimental 4D-STEM data with 1.9 − 2.6 Å
−1 

(low angle) and 5.9 − 7.1 Å
−1 

(high angle) 
collection angle for 300 K, 500 K, and 700 K. The collection angles are labeled in (b). The percentage variation of column intensity with respect to 300 K is plotted as 
a function of T. The error bar indicates the standard deviation propagating from the non-uniform intensities measured from numerous columns. The color bar applies 
to (a) and (b). 
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4. Direct imaging of temperature at the atomic scale 

The result in Fig. 2 shows the potential to measure T by matching 
PACBED with simulation. Even though this approach can be immune to 
coherent aberrations [32], the resolution is limited to the unit cell level. 
In this section, we will advance the study of T sensitivity to atomic 
resolution. The intensity of STEM images can be seen as the summation 
of electrons scattered to certain angular ranges in diffraction space at 
each probe position. Thus, similar T dependency in Fig. 2 is also ex
pected in STEM images. However, the conventional scintillator detector 
for STEM imaging typically covers a large angular range. The inversion 
behavior at different diffraction angles, which should also change with 
different material and experimental conditions (e.g., convergence 
angle), makes it essential to use the right camera length to measure T 
with STEM imaging. Otherwise, the T induced intensity change can be 
compensated by the change with opposite sign in other |s| ranges, which 
will reduce the T sensitivity or even reverse the contrast, as seen in some 
previous reports [52,53]. For example, if the detector is placed with 

inner angle at |s| = 3 Å
−1

and outer collection angle at |s| = 15 Å
−1

, 

the positive (3 Å
−1

≤
⃒
⃒s

⃒
⃒⪅4.5 Å

−1
) and negative (4.5 Å

−1
⪅

⃒
⃒s

⃒
⃒ ≤ 15 Å

−1
) 

intensity variation is expected to compensate each other and degrades 
the T sensitivity. 

A guideline for choosing the right collection angle for T measurement 
using atomic resolution STEM images is provided here. Real space image 
is reconstructed by integrating signals scattered to a certain angular 
range at each probe position for both simulated (one example in Fig. 5a 
inset) and experimental (one example in Fig. 5b inset) 4D-STEM data
sets. The T sensitivity of STEM imaging is calculated as the relative 
change of column intensity at 700 K with respect to 300 K [Variation% =

(I700K − I300K)/I300K × 100] and is mapped as a function of inner and 
outer collection angles (y and x axes, respectively). A reasonable 
agreement can be found between experimental (Fig. 6b) and simulated 
(Fig. 6a) results. The maps show that optimal T sensitivity of STEM 
imaging can be achieved via two different settings of detector: first one 

[low angle (LA)] with inner angle ~2 Å
−1 

and outer angle ~3 Å
−1

; 

second one [high angle (HA)] with inner angle ~6 Å
−1

. The outer angle 
for the HA mode does not matter much since the variation of diffraction 

intensity is roughly uniform and independent of |s| as shown in Figs. 2 
and 3a. LA mode shows a higher T sensitivity but also changes 
dramatically as collection varies, therefore, careful calibration of the 
collection angles in simulation is required for quantifying local T. Also, 
the narrow collection range of LA mode is hard to achieve with typical 
scintillator detector. In contrast, HA mode shows a more uniform but 
smaller T sensitivity. Moreover, fewer electrons are scattered to HA, 
leading to a lower SNR. Real space images at 300, 500, and 700 K are 
reconstrued with HA and LA collecting conditions, and the percentage 
change of atomic column intensity with respect to 300 K is plotted in 
Fig. 6c, which shows a more significant variation with the LA mode. 

Conclusion 

Taking advantage of the high dynamic range of EMPAD, diffraction 
patterns at different T are collected up to high scattering angles with 
large convergence angle that is compatible with the atomic resolution 
imaging. The analysis of annular averaged PACBED intensity shows 
notable variation of T susceptivity as a function of scattering angle, 
including two inversions outside the direct beam. Such observations are 
shown to be consistent with QEP multisilce simulation data as well as 
the explanation based on the absorption model. The findings reported 
can lay the ground for T mapping with high resolution and precision via 
(1) matching PACBED maps with simulation data, and (2) atomic res
olution images formed with electrons scattered to properly chosen 
angles. 
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Appendix 

We give the derivation of ADF potential following the idea by Pennycook and Jesson [26]. First, a brief background of the absorptive model will be 
provided. As transmitting through a perfect crystal, electron beam is scattered by the total crystal potential given by [20] 

Vtotal(R) = V(R) + iV
′

(R) =
∑

g

(
Vg + iV ′

g

)
e−ig⋅r, (A.1)  

where R is 2-dimensional position vector in real space, V(R) is the projected real lattice potential, V′

(R) is the projected absorptive potential, and g is 
the reciprocal lattice vector. Vg is the Fourier component of the real lattice potential, which can be expressed as 

Vg = −
ℏ2

2m0

4π
Ω

∑

j
fj(s)e−ig⋅rj e−Mjs2

, (A.2)  

where fj(s) is the atomic form factor of atom j, ℏ is the reduced Planck constant, m0 is electron rest mass, Ω is the unit cell volume, and rj is the real 
space position vector of atom j in the unit cell. The effect of lattice vibration on real lattice potential is simply treated via the e−Mjs2 term, which 
includes the DWF of atom j, Mj, representing the root mean square displacements of atoms due to thermal vibrations [10]. This effectively dampens the 
Coulombic potential via a convolution with a Gaussian function. The formulation in Eq. A.2 neglects any inelastic scattering, which can be included by 
introducing an imaginary potential V′

g, as shown in Eq. A.1. The imaginary potential accounts for the attenuation of elastic reflections by inelastic 
scattering and lays the groundwork for absorptive model [10]. V′

g can include any inelastic events, such as TDS, plasmon, and electronic excitations. 
However, the occurrence of TDS is essentially determined by the elastic scattering cross-section, while the others are controlled by inelastic scattering 
cross-section. The ratio of elastic to inelastic cross-section is large and scales with atomic number [20,54], thus only TDS contribution is considered 
here. V′

g can be represented with the same formulation as Vg in Eq. A.2 but replacing fi(s) with the absorptive form factor f ′

i (s, M): 
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V
′

g = −
ℏ2

2m0

4π
Ω

∑

j
f

′

j (s, M)e−ig⋅rj e−Mjs2
, (A.3) 

and 

f ’
j (s, M) =

2h
m0v

∫

d2s’ fj(|s’|)fj(|s − s’|)
[
1 − e−2Mj(s’2−s⋅s’)

]
, (A.4)  

where v is the speed of electron, and h is the Planck constant. For convenience, the vector geometry becomes symmetric by defining s′

≡
def

s /2 + s′ , as 
shown below, 

f ’
j (s, M) =

2h
m0v

∫

d2s’ fj(|s / 2 + s’|)fj(|s / 2 − s’|)
[
1 − e−2Mj(s’2−s2/4)

]
(A.5) 

The dependence of TDS on elastic scattering cross-section is implied in the term fj(|s /2 + s′

|)fj(|s /2 − s′

|). The implication of the formulation above 
is that as |s| increases, the exponential term, 1 − e−2Mj(s′2−s2/4), increases, leading to slower decrease of the absorptive form factor, f ′

j (s, M), as compared 
to the elastic form factor, fj(s), which is also tabulated in previous work [55]. 

Next, we explain how the ADF potential is related to the formulation above. The value of the integrand, fj(|s /2 + s′

|)fj(|s /2 − s′

|)[1 −

e−2Mj(s′2−s2/4)], in Eq. A.5 can be viewed as the intensity that should have been scattered to s is scattered to s′ due to interactions with phonons. Thus, 
the absorptive form factor, f ’

j (s, M) (Eq. A.5), calculated by integrating over the entire Ewald’s sphere, accounts for the attenuation of the amplitude of 
elastic scattering. Consequently, absorptive model based on potential in Eq. A.1 only evaluates the wavefunctions of elastically scattered electrons, 
while thermal scattered ones are effectively absorbed by the imaginary potential, and their wavefunctions are not calculated. The absorptive model, 
therefore, fails to evaluate the angular redistribution of TDS and underestimates TDS background contribution in comparison to experimental images 
[13]. However, the total electron flux is conserved to a good approximation, meaning that the absorbed intensity is equal to the TDS intensity. The 
distribution of thermal scattered electrons can be inferred to some extent from the integrand of Eq. A.5 by restricting the integration within the ADF 
detector range [26], with the lower limit corresponding to the inner collection angle and the upper to the outer angle. Thus, the ADF potential 
evaluates the thermally scattered electrons that are captured by the detector. A stronger ADF potential indicates a larger cross-section for phonon 
scattering and higher TDS intensity within the detector range. Moreover, due to the nature of V′

g, it has been shown that ADF potential is expected to be 
more localized for high collection angles and prone to the effect of thermal vibrations of atoms [26]. 

The concept of ADF potential is introduced based on the premise that the inelastically scattered electrons are redistributed tangential to the 
detector, and therefore negligible error results from ignoring the radial redistribution since the HAADF detector collects the signals in an annular 
geometry. This premise is also satisfied for the annular averaged data demonstrated here. Thus, we limit the integration to a small range of |s| and use it 

as a representative ADF form factor for the given |s|. For example, the integrand is evaluated for |s| from 6.4 Å
−1

to 6.8 Å
−1 

to calculate the ADF 

potential for |s| = 6.6 Å
−1 

as shown in Fig. 5e (line profile in Fig. 5f). 
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