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Abstract
We establish an algebraic approach to prove the properness of moduli spaces of K-
polystable Fano varieties and reduce the problem to a conjecture on destabilizations of
K-unstable Fano varieties. Specifically, we prove that if the stability threshold of every
K-unstable Fano variety is computed by a divisorial valuation, then such K-moduli
spaces are proper. The argument relies on studying certain optimal destabilizing test
configurations and constructing a�-stratification on themoduli stack of Fanovarieties.
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1 Introduction

A key feature of the K-stability theory for Fano varieties, which was probably once
beyond the imaginationof algebraic geometers, is that it yields a good theory formoduli
spaces. There has been significant progress in the recent years to give a purely algebro-
geometric construction of such moduli spaces, called K-moduli spaces. Specifically,
it has been shown that there is a finite type Artin stack MKss

n,V parametrizing families
of K-semistable Fano varieties of dimension n and volume V and the stack admits a
morphism to a separated good moduli space MKps

n,V whose points parameterize those
that are K-polystable. See [3,8,9,28,52,55].

The remaining major challenge is to show that the moduli space MKps
n,V is proper.

This is known for the component which parametrizes Q-Gorenstein smoothable K-
polystable Fano varieties (see [37]), whose proof essentially relies on analytic results in
[17,48]. In this note, we aim to establish an algebraic strategy to prove the properness.
More precisely, we will show that it is implied by the existence of certain optimal
destabilizing degenerations.

Wewill follow a strategy sometimes calledLangton’s algorithm.Historically, Lang-
ton proved the valuative criterion of properness for the moduli space of polystable
sheaves on a smooth projective variety X of arbitrary dimension (see [34]). Starting
with a semistable sheaf FK on X × Spec(K ), where K is the fraction field of a DVR
R, Langton shows that one can modify any degeneration Fκ of FK on X × Spec(κ),
where κ is the residue field of R, with a sequence of uniquely determined elemen-
tary transformations, so that the ‘instability’ of Fκ decreases. Moreover, he showed
that after finitely many steps this process terminates with the degeneration becom-
ing semistable. This method was adapted to G-bundles on curves in [21] and finally
abstracted in [4], where it is shown that Langton’s algorithm can be carried out on an
Artin stack as long as it admits a �-Stratification (see Definition 2.12).

The notion of a �-stratification was defined in [22] to generalize the Harder–
Narasimhan stratification of the moduli of coherent sheaves on a projective scheme
as well as the Kempf–Ness stratification in GIT. The definition is based on the idea
that (i) the stability of a point x in a stack X is determined by considering maps
f : [A1/Gm] → X such that f (1) = x , (ii) if x is unstable, then there should be
a unique optimal destabilizing map, and (iii) these optimal destabilizations should
satisfy certain properties in families and can be used to stratify the unstable locus of
the stack. When X is the moduli stack of coherent sheaves on a projective scheme
and E a coherent sheaf on that scheme, maps [A1/Gm] → X sending 1 → [E] are
in bijection with filtrations of E , and when E is unstable, the optimal destabilization
is given by the Harder–Narasimhan filtration.

In this paper, we seek to define a�-stratification on the stackMFano
n,V parametrizing

families of Q-Fano varieties of dimension n and volume V . Since maps [A1/Gm] →
MFano

n,V such that f (1) = [X ] are equivalent to special test configurations of X , we
must identify a unique optimal destabilizing test configuration for each K-unstable
Fano variety X .

A natural starting point is to normalize the Futaki invariant of a test configuration
by a norm and hope to find a unique test configuration minimizing the invariant. It is
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expected that if we normalize by the minimum norm, then the infimum

inf
X

Fut(X )

‖X‖m (1.1)

that runs through all non-trivial special test configurations X of X is attainable. This
infimum is closely related to the stability threshold of X , denoted δ(X), defined and
studied in [5,18]. Indeed, by [7], the previous infimum equals δ(X)−1 and is achieved
if and only if a well known conjecture (see Conjecture 1.1) regarding valuations
computing δ(X) holds.

However, unlike the optimal destabilizing degeneration inGeometric Invariant The-
ory [29], a degeneration achieving the infimum (1.1) need not be unique. Thus, only
considering Fut(X )

‖X ‖m is not enough to define a �-stratification. To remedy this, we con-
sider the set of test configurations achieving the above infimum and minimize the
Futaki invariant normalized by the L2 norm among these test configurations. This

amounts to minimizing the bi-valued invariant
(
Fut(X )
‖X ‖m ,

Fut(X )
‖X ‖2

)
with respect to the

lexicographic order on (R ∪ {±∞})2. Assuming Conjecture 1.1 holds, we verify that
there exists a unique special test configuration minimizing this function and that these
minimizing test configurations define a well-ordered �-stratification on MFano

n,V (see
Definition 2.12).

1.1 Main results

Below, we will give a more detailed description of our main results, which are stated
in the more general setting of log Fano pairs, rather than Q-Fano varieties.

For a special test configuration (X ,D) of a log Fano pair (X , D), we set

µ (X ,D) :=
(
Fut(X ,D)

‖X ,D‖m ,
Fut(X ,D)

‖X ,D‖2
)

∈ R2.

When (X , D) is K-unstable, we set

Mµ(X , D) := inf
(X ,D)

µ(X ,D), (1.2)

where the infimum runs through special test configurations of (X , D). Note that by
[7], inf(X ,D)

Fut(X ,D)
‖X ,D‖m is equal to δ(X , D) − 1 and the infimum is a minimum if the

following conjecture holds.

Conjecture 1.1 (Optimal Destabilization) If (X , D) is a K-unstable log Fano pair, then
there exists a divisor E over X computing the infimum

δ(X , D) := inf
E

AX ,D(E)

SX ,D(E)
.
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While the above conjecture remains open, it is known that there exists a quasi-
monomial valuation, rather than divisorial valuation, achieving the infimum (see
[5,8,52]). By [53], Conjecture 1.1 would hold if one knew the finite generation of
the associated graded ring induced by a quasi-monomial valuation which computes
δ(X , D) on the ring

⊕
m∈N H0(−mr(KX + �)) for a sufficiently divisible positive

integer r .
We prove the following result on test configurations achieving the infimum in (1.2).

Theorem 1.2 Let (X , D) be a log Fano pair that is K-unstable.

(1) (Existence) The pair (X , D) satisfies the conclusion of Conjecture 1.1 if and only
if there exists a special test configuration achieving the infimum in (1.2).

(2) (Uniqueness) Any two special test configurations of (X , D) achieving the infimum
in (1.2) are isomorphic after (possible) rescaling.

To prove Theorem 1.2, we use that any two test configurations which minimize
Fut
‖ ‖m can be connected by an equivariant family over A2 following [7]. With this in

hand, we can analyze Fut
‖ ‖2 and conclude the uniqueness result.

By analyzing the properties of these optimal destabilizing test configurations in fam-
ilies, we strengthen the theorem above by showing thatμ determines a�-stratification
on MFano

n,V ,c, which denotes the moduli stack parametrizing families of log Fano pairs
with fixed numerical invariants (see Definition 2.8). We give a direct construction of
this �-stratification, and we also discuss how this follows from the general theory of
�-stability developed in [22].

Theorem 1.3 If Conjecture 1.1 holds, thenµ determines a�-stratification onMFano
n,V ,c.

Now, we consider the open subfunctor MKss
n,V ,c ⊂ MFano

n,V ,c parametrizing families
that have K-semistable fibers, where the openness was shown in [8,52]. By [3,9], we
know MKss

n,V ,c admits a separated good moduli space MKps
n,V ,c (as an algebraic space).

As a corollary of Theorem 1.3 and [4], we conclude the following.

Corollary 1.4 If Conjecture 1.1 holds, then MKps
n,V ,c is proper.

Note that in [54], building on [12], it is shown that the CM line bundle on MKps
n,V ,c is

ample, provided thatMKps
n,V ,c is proper and its points parameterize reduced uniformlyK-

stable log Fano pairs. The latter would follow from a conjecture similar to Conjecture
1.1 (see [54, Conjecture A.12]).

The paper is organized as follows. After providing background in Sect. 2, we collect
information on properties of µ when restricted to 1-parameter subgroups of a torus
acting on a log Fano pair in Sect. 3. We then prove Theorem 1.2 on the existence and
uniqueness of minimizers of µ in Sects. 4 and 5. In Sect. 6, we analyze the behavior
of Mµ in families. Lastly, we prove Theorem 1.3 and Corollary 1.4 in Sect. 7, and
discuss an alternative approach using the general framework of �-stability in Sect. 8.

Postscript remarks. After the first version of this article was posted on the arXiv,
in [40], the third, fourth authors and Zhuang prove that any valuation computing
δ(X ,�) < n+1

n where n = dim(X) has a finitely generated associated graded ring.
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This confirms Conjecture 1.1 in full generality and hence, combined with Theorem
1.3 and Corollary 1.4, leads to proofs of the existence of a�-stratification on the stack
MFano

n,V ,c and the properness of the K-moduli space MKps
n,V ,c.

2 Preliminaries

2.1 Conventions

Throughout, we work over an algebraically closed characteristic 0 field k. We follow
standard terminologies in [30,33].

A pair (X , D) is composed of a normal variety X and an effective Q-divisor D on
X such that KX + D is Q-Cartier. See [33, 2.34] for the definitions of klt and lc pairs.
A pair (X , D) is log Fano if X is projective, (X , D) is klt, and −KX − D is ample. A
variety X is Q-Fano if (X , 0) is log Fano.

Definition 2.1 A family of log Fano pairs f : (X , D) → T over a normal scheme T
is the data of a flat surjective morphism of schemes f : X → T and a Q-divisor D
on X satisfying

(1) T is normal and f has normal fibers (hence, X is normal as well),
(2) Supp(D) does not contain a fiber,
(3) KX/T + D is Q-Cartier, and
(4) (Xt , Dt ) is a log Fano pair for each t ∈ T .

Using [32], this definition can be extended to the case when T is not-necessarily
normal; see Definition 2.8.

2.2 K-stability

2.2.1 Definition

In this section, we recall the definition ofK-stability [15,47]. Following [39], we define
these notions only using special test configurations.

Definition 2.2 Let (X , D) be a log Fano pair. A special test configuration (X ,D) of
(X , D) is the data of

(1) a family of log Fano pairs (X ,D) → A1,
(2) a Gm-action on (X ,D) extending the standard action on A1, and
(3) an isomorphism (X1,D1) � (X , D).

The test configuration is a product if (X ,D) � (X , D) × A1 as a family of log Fano
pairs and trivial if the latter isomorphism is Gm-equivariant with respect to the trivial
action on (X , D) and the standard action on A1.

A special test configuration (X ,D) can be scaled by a positive integer d. Indeed,
the base change of (X ,D) by the map A1 → A1 sending t 	→ td is a special test
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configuration and we denote it by (X (d),D(d)). We call a special test configuration
(X ,D) primitive if it is not a scaling of some other test configuration with d ≥ 2.

A special test configuration (X ,D) has a natural compactification (X ,D) → P1

constructed by gluing X and X × (P1 \ 0) along their respective open sets X \ X0
and X × (A1 \ {0}). The generalized Futaki invariant of a special test configuration
(X ,D) is defined by

Fut(X ,D) := − (−KX /P1
− D)n+1

(n + 1)(−KX − D)n
,

where n is the dimension of X . Note that this definition using the intersection formula
is equivalent to the original definition from [15,47] by [43,49].

Definition 2.3 (K-stability) [15,39,47] A log Fano pair (X , D) is

(1) K-semistable if Fut(X ,D) ≥ 0 for all special test configurations of (X ,D);
(2) K-polystable if it is K-semistable and any special test configuration (X ,D) such

that Fut(X ,D) = 0 is a product.

We call (X , D) K-unstable if it is not K-semistable.

2.3 Further invariants of test configurations

Let (X , D) be a log Fano pair with a Gm-action denoted by ξ . Fix r ∈ Z>0 such that
L := −r(KX + D) is a Cartier divisor and set

R :=
⊕
m∈N

Rm :=
⊕
m∈N

H0(X ,OX (L)).

Note that the Gm-action ξ on X induces a canonical Gm-action on Rm and we write⊕
λ∈Z Rm,λ for the weight decomposition. Set

Nm := dim Rm, wm :=
∑
λ∈Z

λ dim Rm,λ, and qm :=
∑
λ∈Z

λ2 dim Rm,λ.

By general theory (see [10,16]), form � 0, there are Laurent expansions with rational
coefficients such that

wm

mrNm
= F0 + F1m

−1 + F2m
−2 + · · ·

qm
(mr)2Nm

= Q0 + Q1m
−1 + Q2m

−2 + · · · .

The Futaki invariant [15] of (X , D; ξ) is given by

Fut(X , D; ξ) := −F0.
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The L2 norm [16] and minimum norm [14] are defined by

‖X , D; ξ‖m := F0 − λmin and ‖X , D; ξ‖2 :=
√
Q0 − F2

0 ,

where λmin := infm
λmin,m
mr and λmin,m := min{λ ∈ Z | Rm,λ �= 0}.

For a special test configuration (X ,D) of (X , D), write ξ for the inducedGm-action
on (X0,D0). As observed in [43,49], Fut(X ,D) = Fut(X0,D0; ξ). The minimum
norm

and L2 norm of (X ,D) are defined by

‖X ,D‖m := ‖X0,D0; ξ‖m and ‖X ,D‖2 := ‖X0,D0; ξ‖2.

These norms are non-negative and equal zero if and only if (X ,D) is trivial; see [10,
Corollary B] and [14, Theorem 1.3]. We note that the minimum norm agrees with the
non-Archimedian I − J functional in [10] and also has an interpretation in terms of
intersection numbers [14, Remark 3.11] [10, Remark 7.12].

More generally, for p ∈ [1,+∞], one can define the L p normof a test configuration
[16] (see also [23] and [10]*Definition 6.5). Since the minimum norm is equivalent
to the L1 norm by [10]*Remark 7.12 and the L1 norm is less than or equal to the L2

norm, there exists c > 0 such that

‖X ,D‖m ≤ c‖X ,D‖2 (2.1)

for all test configurations (X ,D) of (X , D).
We will frequently use the following elementary fact on the behavior of these

invariants in families.

Lemma 2.4 Let f : (X , D) → T be a family of log Fano pairs admitting a fiberwise
Gm-action ξ . If T is connected, then Fut(Xt , Dt ; ξ), ‖Xt , Dt ; ξ‖m, and ‖Xt , Dt ; ξ‖2
are independent of t ∈ T .

Proof Fix a positive integer r such that L := −r(KX/T + D) is a Cartier divisor.
Since Hi (Xt ,OXt (mLt )) = 0 for all m, i > 0 and t ∈ T by Kawamata-Viehweg
vanishing, f∗OX (mL) is a vector bundle and commutes with base change. Since
ξ induces a fiberwise Gm-action on f∗OX (mL), the vector bundle admits a direct
sum decomposition into weight spaces f∗OX (mL) = ⊕

λ∈Z( f∗OX (mL))λ, where
each ( f∗OX (mL))λ is a vector bundle and commutes with base change. Therefore,
dim(H0(Xt ,OXt (mLt ))λ) is independent of t ∈ T and the result follows. ��

2.4 Stability threshold

Here, we recall the stability threshold of a log Fano pair and its relation to the invariants
in Sect. 2.5.
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2.4.1 Definition

Let (X , D) be a log Fano pair of dimension n. A divisor over X is the data of a prime
divisor E on a normal variety Y with a proper birational morphism π : Y → X . The
log discrepancy of E is defined by AX ,D(E) := coeffE (DY ) + 1, where KY + DY =
π∗(KX + D). The average order of vanishing of −KX − D along E is given by

SX ,D(E) := 1

(−KX − D)n

∫ ∞

0
vol(−π∗(KX + D) − t E) dt .

The stability threshold (also known as the δ-invariant) of (X , D) is given by

δ(X , D) := inf
E

AX ,D(E)

SX ,D(E)
(2.2)

If a divisor E over X achieves the infimum, we say that E computes δ(X , D).
This invariant was originally introduced in [18] using a different definition, which

is equivalent to the latter by [5]. It follows from [19,35], that δ(X , D) ≥ 1 if and only
if (X , D) is K-semistable.

2.4.2 Optimal destabilization conjecture

Conjecture 1.1 predicts that on a K-unstable log Fano pair (X , D), the infimum in
(2.2) is achieved. Partial answers to this conjecture are known.

• When X is smooth and D = 0, the statement follows from [13,44], which rely on
deep analytic results; see [7, Theorem 6.7].

• For anyK-unstable log Fano pair, aweaker version of the conjecture holds inwhich
divisorial valuations are replaced byquasi-monomial valuations. Specifically, there
always exists a quasi-monomial valuation computing the stability threshold by
either [8] or [5,52].

In [53], the conjecture is reduced to the problem of showing that valuations computing
the stability threshold induce finitely generated filtrations of the section ring.

2.4.3 Relation with test configurations

The first and third authors and Zhou previously studied the relationship between Con-
jecture 1.1 and destabilizing test configurations.

Theorem 2.5 ([7]) If (X , D) is a log Fano pair that is K-unstable, then

δ(X , D) − 1 = inf
(X ,D)

Fut(X ,D)

‖X ,D‖m , (2.3)

where the inf runs through non-trivial special test configurations of (X , D). Addition-
ally,
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(1) the infimum in (2.3) is computed if and only if Conjecture 1.1 holds for (X , D);
(2) if (X ,D) computes the infimum, then δ(X , D) = δ(X0,D0).

The results in [7] are stated in terms of twisted K-stability [14], which we do not
use in this paper. To translate results to our setting note that for β ∈ (0, 1],
(i) theβ-twistedFutaki invariant Fut1−β(X ,D) equalsFut(X ,D)−(1−β)‖X ,D‖m

[7, Proposition 3.8.1].
(ii) a log Fano pair is β-twisted K-semistable if and only if Fut1−β(X ,D) ≥ 0 for

all special test configurations (X ,D) of (X , D) [7, Theorem 1.6].

Proof The equality follows from [7, Theorem 1.1]. Statements (1) and (2) follow from
[7, Theorem 1.1]. ��
Remark 2.6 Divisors computing the stability threshold, as well as special test con-
figurations computing inf Fut

‖ ‖m , do not in general give canonical “destabilizations” of
K-unstable log Fano pairs. For example, consider the Q-Fano variety X := P(1, 1,m)

with m > 1. Since X is toric, one can check using [5, Section 7] that X is K-unstable
and there are infinitely many divisors over X computing its stability threshold. For
instance, every ruling corresponding to a section of OX (1) is a divisor computing
δ(X) = 3

m+2 .

2.5 Stability function

In this paper, we introduce a bi-valued function on the set of special test configura-
tions of a log Fano pair. Conjecturally, the function will identify a unique optimal
destabilization of a K-unstable log Fano pair.

For a non-trivial special test configuration (X ,D) of (X , D), we define the invariant

µ (X ,D) := (μ1 (X ,D) , μ2 (X ,D)) ∈ R2,

where

μ1 (X ,D) := Fut(X ,D)

‖X ,D‖m and μ2 (X ,D) := Fut(X ,D)

‖X ,D‖2 .

For a K-unstable log Fano pair (X , D), we set

Mµ(X , D) := (Mµ
1 (X , D), Mµ

2 (X , D)) := inf
(X ,D)

µ(X ,D) ∈ (R ∪ {±∞})2,
(2.4)

where the infimum runs through non-trivial special test configurations of (X , D) and is
taken with respect to the lexicographic ordering on R2. When (X , D) is K-semistable,
we set Mµ(X , D) := 0 ∈ R2.

Observe that if (X , D) is K-unstable, then

Mµ
1 (X , D) = inf

(X ,D)
μ1(X ,D) = δ(X , D) − 1, (2.5)



73 Page 10 of 39 H. Blum et al.

where the second equality is Theorem 2.5. Additionally, if the inf in (2.5) is computed,
then

Mµ
2 (X , D) = inf{μ2(X ,D) | μ1(X ,D) = Mµ

1 (X , D)}.

If not, Mµ
2 (X , D) = +∞. Since (X , D) is K-unstable and δ(X , D) > 0 [5, Theorem

A], Mµ
1 (X , D) ∈ (−1, 0). Using (2.1), we see Mµ

2 (X , D) ∈ R<0 ∪ {+∞}.
Remark 2.7 In the literature, minimizers of μ1 and μ2 have been studied separately.

(1) In [7], properties of minimizers of μ1 are studied using tools from birational
geometry. See Theorem 2.5.

(2) In [16,46,51], optimal destabilizations refer to test configurations that minimize
μ2 and are studied in the more general polarized case.

While (1) has the advantage that birational geometry results can be applied to study
minimizers of μ1, the minimizer of μ1 is in general non-unique (see Remark 2.6).
This can be fixed by leveraging the convexity properties of μ2 and using the above
bi-valued function.

2.6 Moduli spaces of log Fano pairs

To define a moduli functor for log Fano pairs, we need to define families of log Fano
pairs over arbitrary schemes. To have a well behaved moduli theory for the divisors
that appear, we use [32].

Definition 2.8 We call f : (X , D := c�) → T a family of log Fano pairs if

(1) f : X → T is a flat projective morphism of schemes,
(2) � is K-flat family of relative Mumford divisors on X (see [32]),
(3) KX/T + D is Q-Cartier, and
(4) (Xt , Dt ) is a log Fano pair for each t ∈ T .

Furthermore, we call f a family of K-semistable log Fano pairs if in addition
(5) (Xt , Dt ) is K-semistable for each t ∈ T .

Above c ∈ Q>0. Since � has coefficients in N, the coefficients of D lie in {nc | n ∈
N} ∩ [0, 1].

For n ∈ N and V , c ∈ Q>0, we define the moduli functor MFano
n,V ,c that sends

T ∈ Schk to

MFano
n,V ,c(T ) =

{
families of log Fano pairs (X , D := c�) → T

with dim(Xt ) = n and (−KXt − Dt )
n = V for all t ∈ T

}

and subfunctor MKss
n,V ,c defined by

MKss
n,V ,c(T ) =

{
families of K-semistable log Fano pairs (X , D := c�) → T
with dim(Xt ) = n and (−KXt − Dt )

n = V for all t ∈ T

}



On properness of K-moduli spaces and optimal degenerations... Page 11 of 39 73

The next theorem is a consequence of the following recent results: the boundedness
ofMKss

n,V ,c [11,28,36,55], the openness of K-semistability [8,52], and the existence of
a separated good moduli space [3,9]. See [54, Theorem 2.21] for details.

Theorem 2.9 Themoduli functorMKss
n,V ,c is an algebraic stack of finite type over k with

affine diagonal, and it admits a separated good moduli space MKps
n,V ,c whose k-valued

points are in bijection with K-polystable log Fano pairs (X , cD := �) of dimension
n and volume V .

The next result on the invariance of certain Hilbert functions is a consequence of
[31].

Proposition 2.10 Let (X , D := c�) → T be a family of log Fano pairs. If mD is a
Z-divisor, then t 	→ χ(Xt ,OXt (−m(KXt + Dt )) is locally constant.

Proof It suffices to consider the case when T is the spectrum of a DVR. In
this case, OX (−m(KX/T + D)) is flat over T and OX

(−m(KX/T + D)
) |Xt �

OXt

(−m(KXt + Dt )
)
for all t ∈ T by [31, Proposition 2.76.2 and Definition 3.52].

Therefore, the function is constant on T . ��
Let cden denote the denominator of c. The above proposition implies that if [(X , D :=
c�) → T ] ∈ MFano

n,V ,c(T ), then the Hilbert function

h : cdenZ → Z defined by h(m) := χ
(
Xt ,OXt (−m(KXt + Dt ))

)

is independent of t in a fixed connected component of T . For such a Hilbert function
h, let MFano

h,c ⊂ MFano
n,V ,c and MKss

h,c ⊂ MKss
n,V ,c denote the subfunctors parametrizing

families of log Fano pairs (resp., K-semistable log Fano pairs) with Hilbert function
h. Note that

MFano
n,V ,c =

⊔
h

MFano
h,c and MKss

n,V ,c =
⊔
h

MKss
h,c (2.6)

where the union runs through Hilbert functions h of log Fano pairs (X , D := c�) of
dimension n and volume V .

Remark 2.11 When c = 1, MKss
n,V ,1 parametrize families of K-semistable Q-Fano

varieties of dimension n and volume V , since if (X , D) is a log Fano pair and D is aZ-
divisors, then D = 0. Note thatMKss

n,V ,1 differs from the moduli stack of K-semistable

Q-Fano varietiesMKss
n,V considered in [3,9]. Indeed, whileMKss

n,V ,1 parameterizes fam-

ilies satisfying the so called Viehweg’s condition,MKss
n,V considers families satisfying

Kollár’s condition (see [9, §1]). These two conditions in general could be different
(see [1]), though they agree when the base is reduced by [31, Theorem 3.68].

2.7 Theta-stratificaitons

The notion of a �-stratification originated in [22] and generalizes the Harder–
Narasimhan stratification of the moduli of coherent sheaves on a projective scheme as
well as the Kempf–Ness stratification in GIT to more general stacks.
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2.7.1 Filtrations

Let � denote the quotient stack [A1/Gm]. Maps from � into a stack form the basis of
stability notions in [22]. In the case of K-stability, a special test configuration of a log
Fano pair [(X , D)] ∈ MFano

n,V ,c is equivalent to the data of a map f : � → MFano
n,V ,c(k)

with an isomorphism f (1) � [(X , D)].
For a stackX , letMap(�,X ) denote themapping stack parametrizingmorphisms

from � toX and write ev1 and ev0 for the evaluation maps Map(�,X ) → X . We
know that Map(�,X ) is an algebraic stack whenX is a locally finite type algebraic
stack over k with affine stabilizers [25,26]. When X = [X/G] is a quotient stack
where G is an algebraic group acting on a scheme X , the above mapping stack has a
concrete description as follows (see [22, Theorem 1.37]):

Map(�, [X/G]) =
⊔
λ∈�

[Xλ/Pλ].

Here� is the complete set of conjugacy classes of 1-PS’ λ : Gm → G, Xλ is the union
of Bialynicki-Birula strata of X associated to λ which equals {x ∈ X | limt→0 λ(t) ·
x exists} set theoretically, and Pλ = {g ∈ G | limt→0 λ(t)gλ(t)−1 exists}.

2.7.2 Definition

Definition 2.12 1 LetX be an algebraic stack locally of finite type over k with affine
stabilizer groups.

(1) A �-stratum inX is a union of connected componentsS ⊂ Map(�,X ) such
that ev1 : S → X is a closed immersion. Informally, we sometimes identify
S with the closed substack ev1(S ) ⊂ X .

(2) A �-stratification of X indexed by a totally order set � is a cover of X by
open substacks X≥c for c ∈ � such that X≥c′ ⊂ X≥c for c′ > c, along with
a �-stratum Sc ⊂ Map(�,X≥c) in each X≥c whose complement in X≥c is
∪c′>cX≥c′ . We assume that for each x ∈ |X | the subset {c ∈ � | x ∈ X≥c} has
a maximal element. We assume for convenience that � has a maximal element
0 ∈ �.

(3) A �-stratification is well-ordered if for each x ∈ |X |, every nonempty subset of
{c ∈ � | ev1(Sc) ∩ {x} �= ∅} has a maximal element.

Given a �-stratification, we denote by X ss := X≥0 the semistable locus of X . For
any x ∈ X (k) \ X ss(k), the unique stratumSc such that x ∈ ev1(Sc) determines a
canonicalmap f : � → X with f (1) = x . Thismap is referred to as theHN-filtration
of x in [22].

Example 2.13 LetC be a smooth projective curve over a field k, and letX be the stack
of vector bundles on C of rank n and degree d. Then the Harder–Narasimhan–Shatz

1 This definition differs from that in [4,22] by a sign convention to conform to the convention in the
K-stability literature that non-negativity of the Futaki invariant corresponds to semistability.
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stratification of X [27,45] is a �-stratification. For an unstable vector bundle E on
C , the Harder–Narasimhan filtration is the unique filtration 0 � Ep � · · · � E0 = E
such that i th associated graded piece Ei/Ei+1 is semistable and locally free, and the
slope μi := deg(Ei/Ei+1)/rank(Ei/Ei+1) is strictly increasing with i . This encodes
a map f : �k → X as follows:

One considers the graded sheaf ofOC [t]-modulesOC [t±1]⊗OC E . Each Ei defines
a graded submoduleOC [t]⊗OC Ei , and we combine these into the graded submodule

E :=
p∑

i=0

t−n!μi · OC [t] ⊗OC Ei ⊂ E ⊗OC OC [t±1].

The factor of n! guarantees that all of the exponents are integers. One can check that
the Gm-equivariant quasi-coherent sheaf on SpecC (OC [t]) ∼= A1 × C corresponding
to E is locally free. Hence this equivariant sheaf defines a map f : �k → X .

It is shown in [22, Section 6] that the set of maps constructed in this way defines
an open substack S ⊂ Map(�,X ), and ev1 : Map(�,X ) → X identifies each
connected component ofS with the corresponding Harder-Narsimhan-Shatz stratum
inX .

3 Log Fano pairs with torus actions

In this section, we collect basic results on the behaviour of the Futaki invariant, min-
imum norm, and L2 norm for one paramater subgroups of a torus acting on a log
Fano pair. While the results in Sects. 3.1 and 3.2 are well known in the K-stability and
Kähler-Einstein metrics literature (see e.g. [20,46,50]), we provide short algebraic
proofs for the convenience of the reader.

Let (X , D) be an n-dimensional log Fano pair with an action of a d-dimensional
torusT := Gd

m .Wewrite N := Hom(Gm, T) andM := Hom(T, Gm) for the coweight
and weight lattices. The lattices are isomorphic to Zd and admit a perfect pairing
〈 , 〉 : M × N → Z. For K ∈ {Q, R}, write NK := N ⊗Z K and MK := M ⊗Z K for
the corresponding vector spaces.

Fix a positive integer r such that L := −r(KX + D) is a Cartier divisor and write

R(X , L) :=
⊕
m∈N

Rm =
⊕
m∈N

H0 (X ,OX (L))

for the section ring of L . Set Nm := dim Rm for each m ≥ 1.
The T-action on X induces a canonical action on each vector space Rm . This gives

a direct sum decomposition Rm = ⊕
u∈M Rm,u , where

Rm,u := {s ∈ Rm | t · s = u(t)s for all t ∈ T}

is the u-weight space, satisfying Rm,u · Rm′,u′ ⊆ Rm+m′,u+u′ .
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Note that an element v ∈ N := Hom(Gm, T) induces an action of Gm on (X , D)

and hence R. If we write Rm = ⊕
λ∈Z Rm,λ for the weight decomposition with respect

to the Gm-action induced by v, then

Rm,λ =
⊕

u∈M|〈u,v〉=λ

Rm,u . (3.1)

3.1 Moment polytope and barycenter

For each integer m ≥ 1, we set

Pm := conv.hull(u ∈ M | Rm,u �= 0) ⊆ MR.

The moment polytope of (X , D) with respect to T is given by

P := conv.hull
( ⋃
m≥1

1

mr
· Pm

)
.

Since R is a finitely generated algebra, P may be expressed as the convex hull of
finitely many points in MQ. Furthermore, P = 1

mr Pm form ≥ 1 sufficiently divisible.
The weighted barycenter of P is given by

bP := lim
m→∞

1

mrNm

∑
u∈M

dim(Rm,u)u, (3.2)

where the limit is taken in MR.

Lemma 3.1 The above limit exists and lies in MQ. Additionally, for v ∈ N,

Fut(X , D; v) = −〈bP , v〉 and ‖X , D; v‖m = 〈bp, v〉 − min
u∈P

〈u, v〉.

Proof To see that the limit exists and lies in MQ, it suffices to show that, for each
v ∈ N ,

lim
m→∞

1

mrNm

∑
u∈M

dim(Rm,u)〈u, v〉 (3.3)

is a rational number. To prove the latter, fix v ∈ N and write Rm = ⊕
λ∈Z Rm,λ for

the weight decomposition with respect to the Gm-action induced by v. Using (3.1),
we see

lim
m→∞

1

mrNm

∑
u∈M

dim(Rm,u)〈u, v〉= lim
m→∞

1

mrNm

∑
λ∈Z

λ dim(Rm,λ)=−Fut(X , D; v),

which is rational. Therefore, bP ∈ NQ and the formula for the Futaki invariant holds.



On properness of K-moduli spaces and optimal degenerations... Page 15 of 39 73

To deduce the formula for the minimum norm, note that λmin,m = minu∈Pm 〈u, v〉.
Since P = 1

mr Pm for m ≥ 1 sufficiently divisible, λmin = minu∈P 〈u, v〉 and the
formula follows. ��

3.2 Associated quadratic form

The associated quadratic form Q : NR → R of the weight decomposition is defined
by

Q(v) := lim
m→∞

1

(mr)2Nm

∑
u∈M

dim(Rm,u)〈u − mrbP , v〉2

Lemma 3.2 The function Q is a rational non-negative quadratic form (in particular,
the above limit exists). Furthermore, Q(v) = ‖X , D; v‖22 for any v ∈ N.

Proof For each m ≥ 1, consider the function Qm : NR → R defined by

Qm(v) = 1

(mr)2Nm

∑
u∈M

dim(Rm,u)〈u − mrbP , v〉2

is a non-negative rational quadratic form. To see that (Qm)m converges to a non-
negative quadratic form, it suffices to show that limm Qm(v) ∈ Q for each v ∈ N .

To prove the latter, fix v ∈ N and write Rm = ⊕
λ∈Z Rm,λ for the weight decom-

position with respect to the Gm-action induced by v. Note that

Q(v) = lim
m→∞

1

(mr)2Nm

∑
u∈M

(〈u, v〉2 − 2mr〈u, v〉 · 〈bP , v〉 + (mr)2〈bP , v〉2) dim Rm,u

= lim
m→∞

(
1

(mr)2Nm

∑
u∈M

〈u, v〉2 dim Rm,u

)
− 〈bP , v〉2

Using (3.1), the right hand side above equals

lim
m→∞

1

(mr)2Nm

∑
λ∈Z

λ2 dim Rm,λ −
(

lim
m→∞

1

mrNm

∑
λ∈Z

λ dim Rm,λ

)2

which is precisely ‖X , D; v‖22. Since the latter value is rational, the result follows. ��

3.3 Stability function

We consider the three functions NR → R given by

Fut(v) := −〈bP , v〉, ‖v‖m := 〈bP , v〉 − min
u∈P

〈u, v〉, and ‖v‖2 = √
Q(v).



73 Page 16 of 39 H. Blum et al.

By Lemmas 3.1 and 3.2, these agree with the corresponding invariants defined in
Sect. 2.3, when v ∈ N . Observe that (i) Fut( · ) is rational linear, (ii) ‖ · ‖m is rational
piecewise linear (by rational piecewise linear, wemean that there is a decomposition of
NR into rational polyhedral cones, such that on each cone the function is rational linear)
and convex, and (iii) ‖ · ‖22 is a non-negative rational quadratic form. (Note that the
convexity in (ii) follows from the fact that v 	→ 〈bp, v〉 is linear and v 	→ minu∈P 〈u, v〉
is concave, since it is the minimum of a collection of concave functions.)

Lemma 3.3 If the natural mapT → Aut(X , D) has finite kernel, then ‖ · ‖m and ‖ · ‖2
are positive on NR \ 0.

Proof Since T → Aut(X , D) has finite kernel, each v ∈ N \ 0 induces a non-trivial
Gm-action on (X , D). Therefore, ‖v‖m and ‖v‖2 are strictly positive on N \ 0. Using
properties (ii) and (iii) above, it follows that the functionals are also strictly positive
on NR \ 0. ��

WhenT → Aut(X , D)hasfinite kernel,we consider the bi-valued stability function
µ : NR \ 0 → R2 defined by µ(v) := (μ1(v), μ2(v))

μ1(v) := Fut(v)

‖v‖m and μ2(v) := Fut(v)

‖v‖2 .

and endowR2 with the lexicographic order. Sinceμ1 andμ2 are invariant with respect
to scaling by R>0, µ induces a function on �R := (NR \ 0)/R>0.

We note the following quasi-convexity property of µ.

Proposition 3.4 Assume T → Aut(X , D) has finite kernel. Fix points v,w ∈ NR \ 0
with distinct images in �R and t ∈ (0, 1). If Fut(v) and Fut(w) are < 0, then

μi (tv + (1 − t)w) ≤ max{μi (v), μi (w)} for i = 1, 2.

Furthermore, if i = 2, then the inequality is strict.

Proof After scaling v and w by R>0 we may assume Fut(v) = Fut(w) and equals
Fut(tv + (1 − t)w) by linearity. Next, note that ‖ · ‖m is convex and ‖ · ‖22 strictly
convex (since it a quadratic form and positive definite by Lemma 3.3). Therefore, for
the two norms satisfy

‖tv + (1 − t)w‖ ≤ max{‖v‖, ‖w‖}

and the inequality is strict for the L2 norm. This implies the desired inequalities. ��

For a cone σ ⊂ NR, we set �(σ) := (σ \ 0)/R>0 ⊂ �R, and refer to �(σ) as the
image of σ in �. We proceed to describe the geometry of minimizers of µ restricted
to such subsets.
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Proposition 3.5 Assume T → Aut(X , D) has finite kernel. If σ ⊆ NR is a rational
polyhedral cone with σ ∩ {Fut < 0} �= ∅, then the infimum

inf
v∈�(σ)

µ(v). (3.4)

is achieved at a unique point in �(σ) and the point is rational.

Before proving the proposition, we describe the geometry of minimizers of μ1 and
μ2 separately. Note that the rationality of �2 is known; see e.g. [20].

Lemma 3.6 Keep the assumptions of Proposition 3.5 and set

�i := {
v ∈ �σ | μi (v) = inf

v∈�(σ)
μi (v)

}
for i = 1, 2.

Then �1 is the image of a nonempty rational polyhedral cone and �2 is a rational
point.

Proof Since Fut is rational linear and ‖ · ‖m is piecewise rational linear, the value
M1 := inf{μ1(v) | v ∈ �(σ)} is rational. Additionally, M1 < 0, since σ ∩ {Fut <

0} �= ∅.
Now, note that the function g : NR → R defined by

g(v) := Fut(v) − M1‖v‖m.

is non-negative on σ and σ1 := {v ∈ σ | g(v) = 0} has image �1 in �R. Since g is
rational piecewise linear and convex, it follows that σ1 is a rational polyhedral cone,
which completes the i = 1 case.

Next, note that �2 is nonempty, since μ2 is a continuous function and �(σ) is
compact. Furthermore,�2 must be a point, by Lemma 3.4. The rationality of the point
follows from the fact that ‖ ‖22 is a rational quadratic form and a Lagrange multiplier
argument (see the proof of [22, Lemma 4.12]). ��

Proof of Proposition 3.5 By Lemma 3.6, inf{μ1(v) | v ∈ �(σ)} is achieved on a set
�1 ⊂ �R, which is the image of a nonempty rational polyhedral cone. Since R2 is
endowed with the lexicographic order, v ∈ �(σ) achieves inf{µ(v) | v ∈ �(σ)} if
and only if v ∈ �1 and v achieves inf{μ2(v) | v ∈ �1}. Applying Lemma 3.6 again
gives that (3.4) is achieved at a unique point and the point is rational. ��

4 Existence of minimizers and constructibility results

In this section we prove Theorem 1.2.1 on the existence of test configurations com-
puting Mµ. In the process, we also prove a constructibility result for Mµ.
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4.1 Parameter space

Fix c ∈ Q>0 and a Hilbert function h : cdenZ → Z, where cden denotes the denomi-
nator of c. For 0 < ε ≤ 1, letMδ≥ε

h,c ⊆ MFano
h,c denote the subfunctor defined by

Mδ≥ε
h,c (T ) = {[(X , D := c�) → T ] ∈ MFano

h,c (T ) | δ(Xt , Dt ) ≥ ε for all t ∈ T }.

When ε = 1, this is precisely MKss
h,c . In order to parameterize test configurations of

log Fano pairs, we will explicitly describeMδ≥ε
h,c as a quotient stack.

To begin, we note the following boundedness result, which is is known (see [11,
28,36,55]). For the reader’s convenience, we include a proof here.

Theorem 4.1 The moduli functor Mδ≥ε
h,c is bounded.

Proof By [55]*Theorem 1.5, there exists N := N (h, ε) ∈ N such that for any
[(X , D := c�)] ∈ MFano

h,c (k) with δ(X , D) ≥ ε, N · cden(−KX − D) is an ample
Cartier divisor. Then by [24]*Corollary 1.8, we know that the set of such pairs (X ,�)

is bounded. ��
As a consequence of Theorem 4.1, there exists an integer r := r(h, c, ε) such that

if [(X , D := c�)] ∈ |Mδ≥ε
h,c |, then L := −r(KX + D) is a very ample Cartier divisor.

In addition, the set of degrees d := � · Ldim X−1, where [(X , D := c�)] ∈ |Mδ≥ε
h,c |

is finite.
To constructMδ≥ε

h,c as a quotient stack, observe that if [ f : (X , D := c�) → T ] ∈
Mδ≥ε

h,c (T ) and L := −r(KX/T + D), then Hi (Xt ,OXt (Lt )) = 0 for all i > 0 and
t ∈ T by Kawamata-Viehweg vanishing. Therefore, f∗OX (L) is a vector bundle of
rank h(r) and there is an embedding X ↪→ P( f∗OX (L)).

To parametrize such objects, let H := Hilbh(r · )(Pm) denote the Hilbert scheme
parametrizing subschemes X ⊂ Pm with Hilbert polynomial h(r · ), where m :=
h(r) − 1. Write H◦ ⊆ H for the open locus parametrizing normal varieties so that
Hi (X ,OX (1)) = 0 for all i > 0 and X ⊂ Pm is linearly normal. Write XH◦ ⊂ Pm

H◦
for the corresponding universal family. By [32, Theorem 98], there is a separated finite
type H◦-scheme P parametrizing K-flat relative Mumford divisors on XH◦/H◦ of all
possible degrees d as above. Let�P denote the corresponding universal K-flat relative
Mumford divisor on the pullback XP ⊂ Pm

P .
There exists a locally closed subscheme Z ↪→ P such that a morphism S → P

factors through Z if and only if

(a) [ fS : (XS, DS = c�S) → S] ∈ Mδ≥ε
h,c (S) and

(b) OX (−r(KX/S + DS)) ⊗ f ∗
SN � OX (1) for some line bundle N on S.

Indeed, this follows from [54, Proof of Theorem 2.21], with the boundedness given by
Theorem 4.1 and the openness by Theorem 1.1 of [8] (rather than Corollary 1.2 of loc.
cit in [54]). We note that [7, Section 6] has a similar construction of Z which works
over (semi-)normal base schemes. Here, similar to [54], we use K-flatness introduced
in [32] to work over arbitrary base schemes. Now, observe that the S-valued points of
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Z parameterize pairs

(
[ f : (X , D = c�) → S] ∈ Mδ≥ε

h,c (S) ; φ ∈ IsomS(P( f∗OX (L)) � Pm
S )

)

and that the PGL := PGLm+1-action on Pm induces an action on P that restricts
to Z . It follows from the construction that Mδ≥ε

h,c � [Z/PGL]. Furthermore, by the
construction of H and P (see [32, Setion 6] for the latter),

there exists an equivariant embedding P ↪→ P(W ), whereW is a vector space with
a PGL-action.

4.2 1-Parameter subgroups of PGL

For a 1-PS λ : Gm → PGL and a closed point z = [(X , D) ↪→ Pm] ∈ Z , consider
the Gm-equivariant map

A1 \ 0 → Z ↪→ P(W ) defined by t · z 	→ λ(t) · z.

By the valuative criterion for properness, there is a unique extension to a Gm-
equivariant morphism A1 → P(W ). In particular z0 := limt→0 λ(t) · z exists and
is fixed by λ.

If z0 ∈ Z , then z0 corresponds to a log Fano pair [(X0, D0) ↪→ Pm] with a
Gm-action and the pullback of (XP, c�P) by A1 → Z is naturally a special test
configuration of (X , D) that we denote by (Xλ,Dλ). In this case, we set

µ(z, λ) := µ(X0, D0; λ) = µ(Xλ,Dλ) ∈ R2.

If z0 /∈ Z , we set µ(z, λ) := (+∞,+∞).

Proposition 4.2 For z = [(X , D) ↪→ Pm] ∈ Z,

Mµ(X , D) ≤ inf
λ∈Hom(Gm ,PGL)

µ(z, λ).

Furthermore, if (X , D) is K-unstable and satisfies Conjecture 1.1, then the equality
holds.

Proof The first statement is clear, since µ(z, λ) = µ(Xλ,Dλ) for any 1-PS λ such
that limt→0 λ(t) · z ∈ Z . If (X , D) is K-unstable and satisfies Conjecture 1.1, then
Theorem 2.5 implies inf(X ,D) μ1(X ,D) is achieved. Therefore,

inf
(X ,D)

µ(X ,D) = inf
μ1(X ,D)=Mµ

1 (X ,D)
µ(X ,D).

Now, fix a test configuration (X ,D)withμ1(X ,D) = Mµ
1 (X , D). ByTheorem2.5.2,

δ(X0,D0) = δ(X ,D) ≥ ε.
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Therefore, L0 := −r(KX0 + D0) is a very ample Cartier divisor and so is
−r(KX /A1 + D). The latter implies (X ,D) � (Xλ,Dλ) for some 1-PS λ : Gm →
PGLn (see e.g. [10, Section 3.2]) and, hence, µ(X ,D) = µ(z, λ). This shows the
inequality “≥” also holds. ��

Using a standard argument from Geometric Invariant Theory, we will prove prop-
erties of the infimum appearing in Proposition 4.2.

4.3 1-Parameter subgroups of amaximal torus

Fix a maximal torus T ⊂ PGL. Set N := Hom(Gm, T) and M := Hom(T, Gm).
Observe that

inf
λ∈Hom(Gm ,PGL)

µ(z, λ) = inf
g∈PGL inf

v∈N µ(gz, v). (4.1)

Indeed, this is a consequence of the following facts:

(i) µ(z, λ) = µ(gz, gλg−1) for any g ∈ PGL and λ ∈ Hom(Gm,PGL);
(ii) for any λ ∈ Hom(Gm,PGL), there exists g ∈ PGL such that gλg−1 ∈ N .

By (4.1), to study infλ µ(z, λ) it suffices to study infv µ(z, v) as we vary z ∈ Z .

Proposition 4.3 Keep the above notation.

(1) There exists a decomposition of Z = ⊔s
i=1 Zi into locally closed subsets such

that

Zi × N � (z, v) 	→ µ(z, v) is independent of z ∈ Zi .

(2) Fix a point z ∈ Z. If the function µ : N → R2 defined by v 	→ µ(z, v) takes a
value < 0, then it achieves a minimum.

Related results appear in the literature forwhenµ is replaced by the Futaki invariant.
For example, see [42, Lemma 2.10].

Before proving the above result, we recall an explicit description of the relevant
1-parameter degenerations [41, pg. 51]. Since T acts linearly on W , we may choose a
basis {e1, . . . , el} for W and cocharacters u1, . . . , ul ∈ M such that

t · ei = ui (t)ei for each 1 ≤ i ≤ l and t ∈ T.

Hence, if we write a point [w] = [w1 : · · · : wl ] ∈ P(W ) using coordinates in this
basis and fix v ∈ N , then

v(t) · [w] = [t 〈u1,v〉w1 : · · · : t 〈ul ,v〉wl ] for t ∈ Gm .

Therefore, if we set I := {1 ≤ i ≤ l | wi �= 0}, then limt→0 v(t) · [w] = [w′], where

w′
j =

{
w j if 〈u j , v〉 ≤ 〈ui , v〉 for all i ∈ I

0 otherwise
,
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and v fixes [w] if and only if 〈ui , v〉 = 〈u j , v〉 for all i, j ∈ I . Based on this compu-
tation, for each nonempty I ⊂ {1, . . . , l}, we set

UI := {[w] ∈ P(W ) | wi �= 0 iff i ∈ I }.

and, when J ⊂ I , write ϕI ,J : UI → UJ for the projection map.

Proof of Proposition 4.3.1 For each nonempty subset I ⊂ {1, . . . , l}, consider the
locally closed subset ZI := UI ∩ Z ⊂ Z . Next, write ZI = �k Z I ,k as the dis-
joint union of finitely many connected locally closed subschemes such that, for each
J � I , ϕI ,J (ZI ,k) is either contained entirely in Z or in P(W ) \ Z .

To see the decomposition Z = �I ,k Z I ,k satisfies the conclusion of the proposition,
fix a component ZI ,k and v ∈ N . Set

J := { j ∈ I | 〈v, u j 〉 ≤ 〈v, ui 〉 for all i ∈ I } ⊂ I

and note that (i) if z ∈ ZI ,k , then limt→0 v(t) · z = ϕI ,J (z) and (ii) v fixes the points
in Z J . If ϕI ,J (ZI ,k) ⊂ Z , then ϕI ,J (ZI ,k) lies in a connected component of Z J , since
ZI ,k is connected. In this case, µ(z, v) = µ(ϕI ,J (z), v) and the latter is independent
of z ∈ ZI ,k by Lemma 2.4. On the other hand, if ϕI ,J (ZI ,k) ⊂ P(W ) \ Z , then
µ(z, v) = (+∞,+∞) for all z ∈ ZI ,k . Therefore, the decomposition is of the desired
form. ��

Before proving Proposition 4.3.2, we recall how limt→0 v(t) · z changes as we vary
v ∈ N . Fix a point [w] ∈ P(W ) and consider the polytope

Q := conv.hull(ui | wi �= 0) ⊆ MR.

For a face F ⊂ Q, the normal cone to F is given by

σF := {v ∈ NR | 〈u, v〉 ≤ 〈u′, v〉 for all u ∈ F and u′ ∈ Q}

and is a rational polyhedral cone. Note that the cones σF as F varies through faces of
Q form a fan supported on NR. For a face F ⊂ Q, set

wF
j =

{
w j if u j ∈ F

0 otherwise
.

Note that, if v ∈ Int(σF ) ∩ N , then limt→0 v(t) · [w] = [wF ]. Additionally, if v ∈
spanR(σF ) ∩ N , then v fixes [wF ].
Proof of Proposition 4.3.2 Let [w] ∈ P(W ) be a representation of z in coordinates and
consider the polytope Q ⊂ NR as above. Now, fix a face F ⊂ Q. It suffices to show
that if µ takes a value < 0 on Int(σF ) ∩ N , then inf{µ([w], v) | v ∈ σF ∩ N } is a
minimum.
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We claim that

µ([w], v) = µ([wF ], v) for all v ∈ σF ∩ N . (4.2)

Indeed, if v ∈ Int(σF ) ∩ N , then limt→0 v(t) · [w] = [wF ] and the formula holds. On
the other hand, if v ∈ (σF \ Int(σF )) ∩ N , then limt→0 v(t) · [w] = [wG], where G
is the face of Q such that v ∈ Int(σG). Using that any element in N ∩ Int(σF ) gives a
degeneration [wG] � [wF ] and Lemma 2.4, we see

µ(z, [w]) = µ([wG], v) = µ([wF ], v),

which shows (4.2) holds.
Now, consider the subspace NF

R
:= spanR(σF ) ⊂ NR and the lattice NF :=

NF
R

∩ N . Write TF ⊂ T for the subtorus satisfying NF = Hom(Gm, TF ) and note
that TF fixes [wF ]. Applying Proposition 3.5 to the log Fano pair corresponding to
[wF ] with the action by TF , we see inf{µ([wF ], v) | v ∈ σF ∩ N } is a minimum,
which completes the proof. ��

4.4 Existence of minimizers and constructibility results

Using results from Sects. 4.2 and 4.3, we can deduce properties of Mµ(X , D).

Proposition 4.4 Assume Conjecture 1.1 holds and set

� := {
Mµ(X , D) | [(X , D) ↪→ Pm] ∈ Z

}
.

Then the following hold:

(1) The set � is finite and Z≥m := {[(X , D) ↪→ Pm] ∈ Z | Mµ(X , D) ≥ m} is
constructible for each m ∈ �.

(2) If [(X , D) ↪→ Pm] ∈ Z and (X , D) is K-unstable, then the infimum Mµ(X , D)

is attained.

The proof is similar to an argument in [7, §6] that proves a related constructibility
result for Mµ

1 .

Proof By Proposition 4.3.1, there exists a decomposition Z = ⊔s
i=1 Zi such that

each Zi is a locally closed subset and functions µi : N → R2 ∪ {(+∞,+∞)} so that
µi (v) = µ(z, v) for each z ∈ Zi and v ∈ N . Set mi := infv∈N µi . Furthermore,
Proposition 4.3.2 guarantees the existence of vi ∈ N so that mi := µi (vi ) when
mi < 0.

Now, fix z = [(X , D) ↪→ Pm] ∈ Z and recall that

Mµ(X , D) = inf
λ∈Hom(Gm ,PGL)

µ(z, λ) (4.3)
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if (X , D) is K-unstable and the inequality ≤ holds if (X , D) is K-semistable by
Proposition 4.2. To compute the right hand side infimum, note that

inf
λ∈Hom(Gm ,PGL)

µ(z, λ) = inf
g∈PGL inf

v∈N µ(g · z, v)

by (4.1) and inf
v
µ(g · z, v) = inf

v
µ j (v) = mj when g · z ∈ Z j . Therefore,

inf
λ∈Hom(Gm ,PGL)

µ(z, λ) = min{m j |PGL · z ∈ Z j }. (4.4)

Combining (4.3) and (4.4) gives � ⊆ {0} ∪ {m1, . . . ,ms} and, hence, is finite. In
addition, for each m ∈ �,

Z≥m = Z \
⋃

mi<m

PGL · Zi .

Since each set PGL · Zi is constructible by Chevalley’s Theorem, Z≥m is also con-
structible.

To see (2) holds, fix z = [(X , D) ↪→ Pm] ∈ Z with (X , D) K-unstable. By the
previous discussion, wemay choose i ∈ {1, . . . , s} and g ∈ PGL so thatMµ(X , D) =
mi and g · z ∈ Zi . Since mi = µ(g · z, vi ), the action of vi on g · [(X , D) ↪→ Pm]
induces a special test configuration of (X , D) computing Mµ(X , D). ��
Remark 4.5 While the result is stated for closed points of Z , the argument extends
to geometric points. Specifically, morphisms z′ := Spec(k′) → Z , where k′ is an
algebraically closed field, the conclusion of the proposition holds.

Using Proposition 4.4.2, we deduce the following statement.

Proposition 4.6 Let (X , D) be a K-unstable log Fano pair. The following are equiva-
lent:

(1) there exists a test configuration (X ,D) so that Mµ(X ,D) = µ(X ,D);
(2) there exists a test configuration (X ,D) so that Mµ

1 (X ,D) = μ1(X ,D);
(3) the value Mµ

2 (X , D) is finite.

Proof It is clear that (1) ⇒ (2) and (2) ⇔ (3). By Proposition 4.4.2, (2) ⇒ (1) holds.
��

Proof of Theorem 1.2.1 Combining Theorem 2.5.1 and Proposition 4.6 yields the
result. ��

5 Uniqueness of minimizers

In this section, we prove Theorem 1.2.2 on the uniqueness of test configurations
minimizing µ for K-unstable log Fano pairs. The proof uses a result from [7] stating
that any two test configurations minimizing µ can be connected via an equivariant
family over A2 and properties of µ described in Sect. 3.
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5.1 Equivariant degenerations over affine two-space

Let (X , D) be a log Fano pair and g : (X,D) → A2 a family of log Fano pairs with
the data of:

(1) an isomorphism (X1,D1) � (X , D), where 1 := (1, 1) ∈ A2, and
(2) a G2

m-action on (X,D) extending the standard G2
m-action on A2.

The restrictions (X,D)A1×1 and (X,D)1×A1 with Gm-actions given by Gm × 1 and
1 × Gm are naturally special test configurations of (X , D), and we denote them by
(X 1,D1) and (X 2,D2). Families of the above form appear in [7,22,38].

The family (X,D) can be recovered from the data of the test configurations
(X 1,D1) and (X 2,D2). Indeed, fix an integer r > 0 such that L := −r(KX/A2 +D)

is a Cartier divisor. Set Li := −r(KX i/A2 + Di ) and L = −r(KX + �). Write

R(X , L) :=
⊕
m∈Z

Rm =
⊕
m∈Z

H0(X ,OX (mL))

for the section ring of L . The test configurations (X 1,D1) and (X 2,D2) induce
decreasing multiplicative Z-filtrations F• and G• of R(X , L) that recover the data of
the test configuration; see [10, Section 2.5]. In particular, there exists aGm-equivariant
isomorphism of graded k[t]-algebras

⊕
m∈N

H0(X 1,mL1) �
⊕
m∈N

⊕
p∈Z

(F p Rm)t−p,

where the Gm-action on the right hand side algebra is induced by the grading by p,
and a corresponding isomorphism holds for X 2 in terms of the filtration G.
Lemma 5.1 There is a G2

m-equivariant isomorphism of graded k[x, y]-algebras
⊕
m∈N

H0(X,mL) �
⊕
m∈N

⊕

(p,q)∈Z2

(F p Rm ∩ Gq Rm)x−p y−q .

Furthermore,
⊕

m∈N H0(X0,mL0) � ⊕
m

⊕
p,q gr

p,qVm, where

gr p,q Rm := (F p Rm ∩ Gq Rm)/(F p+1Rm ∩ Gq Rm + F p Rm ∩ Gq+1Rm).

Proof Note that g∗OX(mL) is a vector bundle onA2 and commutes with base change,
since Hi

(
Xt ,OXt (mLt )

) = 0 for all i > 0 and t ∈ A2 by Kawamata-Viehweg
vanishing. Therefore,

H0 (X,OX(mL)) � H0
(
A2, g∗OX(mL)

)
� H0

(
A2 \ 0, j∗g∗OX(mL)

)
,

where j : A2 \0 ↪→ A2. To compute the latter module, consider the open immersions

jx : Ux ↪→ A2, jy : Uy ↪→ A2, and jxy : Uxy ↪→ A2,
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given by the loci where x , y, and xy do not vanish. Using that X|Ux � X2 × (A1 \ 0),
X|Uy � X1 × (A1 \ 0), and XUxy � X × (A1 \ 0)2, we see

H0 (
Ux , j

∗
x g∗OX(mL)

) �
⊕

(p,q)∈Z2

(Gq Rm)x−p y−q and H0
(
Uy, j

∗
y g∗OX(mL)

)

�
⊕

(p,q)∈Z2

(F p Rm)x−p y−q ,

and are both contained in

H0
(
Uxy, j

∗
xyg∗OX(mL)

)
�

⊕

(p,q)∈Z2

Rmx
−p y−q .

Using that A2 \ 0 = Ux ∪Uy , we conclude that the first statement holds.
For the second statement, note that H0(X0,mL0) � H0(X,mL)⊗ k[x, y]/(x, y).

Since

(x, y)
( ⊕

p,q

(F p Rm ∩ Gq Rm)x−p y−q) =
⊕
p,q

(F p+1Rm ∩ Gq Rm

+F p Rm ∩ Gq+1Rm)x−p y−q ,

the second statements holds. ��

The following proposition is a special case of a statement regarding maps from
[A2/G2

m] to algebraic stacks [22, Lemma 4.23]. We provide a proof using the previous
lemma.

Proposition 5.2 If ker(G2
m → Aut(X0,D0)) contains {(t, t−1) | t ∈ Gm}, then

(X 1,D1) and (X 2,D2) are isomorphic as test configurations.

Proof Let ρ : Gm → G2
m denote the 1-PS defined by t 	→ (t, t−1). By assumption,

ρ acts trivially on (X0,D0) and, hence, acts trivially on H0(X0,mL0), which is iso-
morphic to ⊕p,qgr p,q Rm by Lemma 5.1. Since ρ acts with weight p− q on gr p,q Rm ,
this means gr p,q Rm = 0 if p − q �= 0.

The latter implies the filtrations F• and G• of Rm are equal. Indeed, by [2, Lemma
3.1], there exists a basis {s1, . . . , sNm } of Rm such that

F p Rm = span〈si | ordF (si ) ≥ p〉 and Gq Rm = span〈si | ordG(si ) ≥ q〉,

where ordF (si ) := max{p | si ∈ F p Rm} and ordG(si ) := max{q|si ∈ Gq Rm}. Since
gr p,q Rm has basis given by {si | ordF (si ) = p and ordG(si ) = q}, the vanishing of
gr p,q Rm for p �= q implies ordF (si ) = ordG(si ) for each i and, hence, F• = G•.
Therefore, (X 1,D1) and (X 2,D2) are isomorphic as test configurations. ��



73 Page 26 of 39 H. Blum et al.

5.2 Proof of Theorem 1.2.2

The proof of Theorem 1.2.2 uses the following result that builds on earlier work from
[38, Proof of Theorem 3.2]).

Theorem 5.3 ( [7, Theorem 5.5]) Let (X 1,D1) and (X 2,D2) be test configurations
of a log Fano pair (X , D) that is K-unstable. If

μ1(X 1,D1) = Mµ
1 (X , D) = μ1(X 2,D2), (5.1)

then there exists G2
m-equivariant family of log Fano pairs g : (X,D) → A2 with the

data of an isomorphism (X1,D1) � (X , D) such that their are isomorphisms of test
configurations

(X 1,D1) � (X,D)1×A1 and (X 2,D2) � (X,D)1×A1 .

Proof of Theorem 1.2.2 Let (X 1,D1) and (X 2,D2) be special test configurations of a
K-unstable log Fano pair (X , D) satisfying

µ(X 1,D1) = Mµ(X , D) = µ(X 2,D2).

Since (X , D) is K-unstable, Fut(X i ,Di ) < 0 for i = 1, 2. Therefore, we may scale
(X 1,D1) and (X 2,D2) such that Fut(X 1,D1) = F = Fut(X 2,D2) for some F < 0.

Using that R2 is endowed with the lexicographic order, (5.1) holds. Let
(X,D) → A2 denote the G2

m-equivariant family of log Fano pairs satisfying the con-
clusion of Theorem 5.3. Consider the inducedG2

m-action on (X,D)0 and the functions
Fut( ) and µ( ) on NR � R2, where N := Hom(Gm, G2

m). Note that

µ(1, 0) = µ(X 1,D1) and µ(0, 1) = µ(X 2,D2),

which are equal to Mµ(X , D) by assumption. Additionally, µ(a, b) ≥ Mµ(X , D)

for all (a, b) ∈ Z2≥0, since pulling back (X,D) → A2 via the map A1 → A2

sending t 	→ (ta, tb) induces a test configurations (X (a,b),D(a,b)) of (X , D) and
µ(a, b) = µ(X (a,b),D(a,b)) ≥ Mµ(X , D). Therefore,

µ : R2≥0 ∩ (N2 \ (0, 0)) → R2

is minimized at both (1, 0) and (0, 1). The previous statement combined with Proposi-
tion 3.5 implies that G2

m → Aut(X , D) has a positive dimensional kernel. Therefore,
there exists (0, 0) �= (a, b) ∈ Z2 such that the 1-PSGm → G2

m defined by t 	→ (ta, tb)
acts trivially on (X,D)0. Since

0 = Fut(a, b) = aFut(1, 0) + bFut(0, 1) = aF + bF,

where the first inequality uses that the action is trivial and the second is the linearity
of Fut, we see a = −b and, hence, {(t, t−1) | t ∈ Gm} ⊂ ker(G2

m → Aut(X , D)).
Applying Proposition 5.2, we conclude (X 1,D1) � (X 2,D2).
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5.3 Equivariant test configurations

The uniqueness of minimizers (Theorem 1.2.2) has the following immediate conse-
quence.

Corollary 5.4 Let (X , D) be a log Fano pair with the action of a group G. If (X , D)

is K-unstable and (X ,D) computes Mµ(X , D), then (X ,D) is G-equivariant.

Recall, a special test configuration (X ,D) isG-equivariant if the inducedG-action
on (X ,D)1 extends to a G-action on (X ,D) that commutes with the Gm-action. For
an alternate characterization, note that, for g ∈ G, postcomposing the isomorphism
(X ,D)1 � (X , D) by g−1 : (X , D) → (X , D) induces a new test configuration of
(X , D), which we denote by (Xg,Dg). The test configuration (X ,D) isG-equivariant
if and only if (Xg,Dg) � (X ,D) as test configurations for all g ∈ G.

Proof Since (X ,D) computes Mµ(X , D), (Xg,Dg) also computes Mµ(X , D) for
any g ∈ G. Using that Fut(X ,D) = Fut(Xg,Dg) < 0, the proof of Theorem 1.2.2
implies (X ,D) and (Xg,Dg) are isomorphic as test configuration. ��

5.4 Behaviour under field extension

Let K ′/K be an extension of characteristic zero fields with K ′ algebraically closed.
Let (X , D) be a log Fano pair defined over K , and set (X ′, D′) = (XK ′ , DK ′).

We seek to compare Mµ of the two log Fano pairs. (We note that while Mµ(X , D)

of log Fano pair was defined in Sect. 2.5 when the base field is algebraically closed, the
definition extends verbatim.) Since any special test configuration of (X , D) induces a
special test configuration of (X ′, D′) via field extension, it is clear that

Mµ(X ′, D′) ≤ Mµ(X , D). (5.2)

Proposition 5.5 The equality Mµ(X ′, D′) = Mµ(X , D) holds.

The proposition is a consequence of the following lemma and [56].

Lemma 5.6 Assume (X ′, D′) is K-unstable. If a special test configuration (X ′,D′)
computes Mµ(X ′, D′), then it descends to a special test configuration of (X , D).

Proof The proof uses the correspondence between test configurations and finitely
generated filtrations of the section ring [10, Section 2.5], which also holds when the
base field is not algebraically closed. Fix r > 0 so that L := −r(KX + D) and
L ′ := −r(KX ′ + D′) are Cartier divisors, and write R(X , L) and R(X ′, L ′) for the
section rings of L and L ′. Note that R(X , L) ⊗ K ′ � R(X ′, L ′).

The test configuration (X ′,D′) induces a finitely generated Z-filtration F ′• of
R(X ′, L ′). Since (X ′, D′) is K-unstable and (X ′,D′) computesMµ(X ′, D′), the proof
of Corollary 5.4 implies (X ′,D′) is invariant with respect to Gal(K ′/K ). Therefore,
the filtration F ′• is invariant with respect to the action of Gal(K ′/K ) on R(X ′, L ′).
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The latter implies there exists a finitely generated Z-filtration F• of R(X , L) so that
F ′• � F• ⊗K ′ (see e.g. the proof of [34, Proposition 3]). Hence,F• induces a special
test configuration (X ,D) of (X , D) so that (X ′,D′) � (X ,D) × Spec(K ). ��
Proof of Proposition 5.5 If (X ′, D′) is K-semistable, then (X , D) is K-semistable by
(5.2). Hence, Mµ(X , D) = 0 = Mµ(X , D).

Now assume (X ′, D′) is K-unstable. By [56, Theorem 1.2], δ(X ′, D′) = δ(X , D).
Using Theorem 2.5.1, we see Mµ

1 (X ′, D′) = Mµ
1 (X , D). If Mµ

2 (X ′, D′) = +∞, then
Mµ

2 (X , D) = +∞ as well by (5.2). If Mµ
2 (X ′, D′) < +∞, then Proposition 4.6 guar-

antees the existence of a special test configuration (X ′,D′) computing Mµ(X ′, D′).
By Lemma 5.6, (X ′,D′) descends to a special test configuration (X ,D) of (X , D).
Since

Mµ(X ′, D′) = µ(X ′,D′) = µ(X ,D) ≥ Mµ(X , D)

and Mµ(X ′, D′) ≤ Mµ(X , D) by (5.2), we conclude Mµ
2 (X ′, D′) = Mµ

2 (X , D). ��

6 Behaviour in families

In this section we describe the behaviour Mµ under specialization.

6.1 Semicontinuity under specialization

Let R be a DVR essentially of finite type over k. Write K and κ for the fraction field
and residue field of R.

Proposition 6.1 If (X , D) → Spec(R) is a family of log Fano pairs, then

Mµ(XK , DK ) ≥ Mµ(Xκ , Dκ).

The statement follows from combining the lower semi-continuity of the δ-invariant
[8] with the following result from [7] on extending test configurations.

Proposition 6.2 Let (X , D) → Spec(R) be a family of log Fano pairs. If (XK ,DK )

is a test configuration of (XK , DK ) such that

μ1(XK ,DK ) ≤ Mµ
1 (Xκ , Dκ) and μ1(XK ,DK ) ≤ 0,

then the test configuration extends to a Gm-equivariant family of a log Fano pairs
(X ,D) → A1

R with the data of an isomorphism (X ,D)1 � (X , D) over Spec(R).

Proof When R is the germ of a smooth curve, this is [7, Theorem 5.3] with μ :=
μ1(XK ,DK ). The argument in loc. cit. extends verbatim to the case when R is a DVR
essentially of finite type over k. ��
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Proof of Proposition 6.1 If (XK , DK ) is K-semistable, then the statement holds triv-
ially. Now, assume (XK , DK ) is K-unstable. By [8, Corollary 1.2], (Xκ , Dκ) is also
K-unstable. Using Theorem 2.5 and Proposition 5.5, we see

Mµ
1 (XK , DK ) = δ(XK , DK ) − 1 and Mµ

1 (Xκ , Dκ) = δ(Xκ , Dκ) − 1.

Since δ is lower semicontinuous along geometric fibers [6], Mµ
1 (XK , DK ) ≥

Mµ
1 (Xκ , Dκ). If the inequality is strict, then Mµ(XK , DK ) > Mµ(Xκ , Dκ).
We are left to consider the case when Mµ

1 (XK , DK ) = Mµ
1 (Xκ , Dκ). First assume

there exits a test configuration (XK ,DK ) of (XK , DK ) such that Mµ(XK , DK ) =
µ(XK ,DK ). By Proposition 6.2, the test configuration extends to a Gm-equivariant
family of a log Fano pairs (X ,D) → A1

R with the data of an isomorphism (X ,D)1 �
(X , D) over Spec(R). Therefore,

Mµ(XK , DK ) = µ(XK ,DK ) = µ(Xκ ,Dκ) ≥ Mµ(Xκ , Dκ),

where the second equality is Lemma 2.4. Next, assume Mµ(XK , DK ) is not achieved
by a test configuration. By Proposition 4.6, Mµ

2 (XK , DK ) = +∞. Therefore,
Mµ(XK , DK ) ≥ Mµ(Xκ , Dκ) also holds. ��

6.2 Specialization of minimizers

Proposition 6.3 If (X , D) is a log Fano pair that is K-unstable and (X ,D) is a special
test configuration of (X , D) computing Mµ(X , D), then

Mµ(X , D) = Mµ(X0,D0).

The proof is similar to that of [38, Lemma 3.1].

Proof Let ξ denote the Gm-action on (X0,D0) and obverse that

Mµ(X , D) = µ(X ,D) = µ(X0,D0; ξ) ≥ Mµ(X0,D0).

To prove the reverse inequality, suppose for sake of contradiction that Mµ(X , D) >

Mµ(X0,D0).
Observe that Mµ(X0,D0) is computed. Indeed, since Mµ

1 (X , D) = Mµ
1 (X0,D0)

(Theorem 2.5) and Mµ
1 (X , D) = μ1(X0,D0; ξ), Mµ

1 (X0,D0) is computed by the
product test configuration of (X0,D0) induced by ξ . Therefore, Proposition 4.6 implies
the existence of a test configuration (X ′,D′) computing Mµ(X0,D0).

Let ξ ′ denote theGm-action on (X ′
0,D′

0). Since (X ′,D′) is equivariant with respect
to the Gm-action ξ on (X0,D0) (Corollary 5.4), ξ induces a Gm-action on (X ′

0,D′
0)

commuting with ξ ′ and we somewhat abusively denote it by ξ .
By the proof of [38, Lemma 3.1], for k � 0, there exists a test configuration

(X ′′,D′′) of (X , D) such that (X ′′
0 ,D′′

0) is isomorphic to (X ′
0,D′

0) and has Gm-action
given by kξ + ξ ′. To compute µ(X ′′,D′′), first note that

µ(X ′
0,D′

0; ξ) = µ(X0,D0; ξ) = Mµ(X , D) > Mµ(X0,D0) = µ(X ′
0,D′

0; ξ ′),
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where the first equality is by Lemma 2.4. By Proposition 3.4, we see

µ(X ′
0,D′

0; kξ + ξ ′) < max
{
µ(X ′

0;D′
0; ξ),µ(X ′

0;D′
0; ξ ′)

} = Mµ(X , D).

Since µ(X ′′,D′′) = µ(X0,D0; kξ + ξ ′), this gives µ(X ′′,D′′) < Mµ(X , D), which
is absurd. ��

7 Existence of2-stratification and properness

In this section, we will prove Theorem 1.3, that is, the existence of �-stratification on
MFano

n,V ,c under the assumption of Conjecture 1.1. By (2.6), we know that MFano
n,V ,c =

�hMFano
h,c where h runs over all Hilbert functions. We will construct a �-stratification

on each MFano
h,c .

For simplicity, we denote by X := MFano
h,c . Let � := {Mµ(X , D) | [(X , D)] ∈

|MFano
h,c |} be the subset of (R ∪ {±∞})2 equipped with the lexicographic order. For

each m ∈ �, we define the subfunctor X≥m ofX as

X≥m(T ) = {[(X , D) → T ] ∈ X (T ) | Mµ(Xt , Dt ) ≥ m for all t ∈ T }.

It is clear that X≥0 = MKss
h,c .

Proposition 7.1 Assume Conjecture 1.1 holds. For each m ∈ �, the functor X≥m is
represented by an open substack of X of finite type.

Proof Let m := (m1,m2) ∈ �. Then we know that every log Fano pair (X , D) with
Mµ(X , D) ≥ m must satisfy δ(X , D) − 1 ≥ m1. Hence, X≥m is a subfunctor of
Mδ≥m1+1

h,c which is a finite type open substack of MFano
h,c by Theorem 4.1 and [8,

Theorem 1.1]. Thus, it suffices to show that X≥m is an open substack of Mδ≥m1+1
h,c .

By Sect. 4.1, we know that Mδ≥m1+1
h,c

∼= [Z/PGLm+1] where m = h(r) − 1 and Z
is a locally closed subscheme of a scheme P of finite type which parametrizes certain
K-flat relative Mumford divisors over a suitable Hilbert scheme. By constructibility
and lower semicontinuity of Mµ from Propositions 4.4 and 6.1, we know that the
locus Z≥m := {[(X , D)] ∈ Z | Mµ(X , D) ≥ m} is an open subscheme of Z . Hence
the proof follows. ��

Next we construct the �-stratumSm ⊂ Map(�,X≥m). First of all, we may write
X≥m = [Z≥m/PGLm+1]. Let T ∼= Gm

m be a maximal torus of PGLm+1. Denote by
N := Hom(Gm, T) and M := Hom(T, Gm). Let N ′ ⊂ N be a subset representing
conjugacy classes of 1-PS’ in PGLm+1 (e.g. N ′ consists of 1-PS’ with ascending

weights under an identification N
∼=−→ Zm). Then we know that

Map(�,X≥m) = Map(�, [Z≥m/PGLm+1]) =
⊔

λ∈N ′
[Yλ/Pλ],
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where Yλ is the union of Bialynicki-Birula strata of Z≥m associated to λ, and Pλ :=
{g ∈ PGLm+1 | limt→0 λ(t)gλ(t)−1 exists}. We know that Yλ → Z≥m is a locally
closed immersionwith image {z ∈ Z≥m | limt→0 λ(t)·z exists}.Wewill often identify
a point in Yλ with its image in Z≥m. In particular, if λ = 0 ∈ N ′ then Y0 = Z≥m and
P0 = PGLm+1, i.e. [Y0/P0] = X≥m is the connected component of Map(�,X≥m)

parametrizing trivial maps �k → Spec k → X≥m. Thus to construct the �-stratum
Sm, it suffices to find a suitable union of connected components of Yλ for each λ ∈ N ′.

Suppose m �= 0. For each λ ∈ N ′ \ {0}, consider the subset Sλ ⊂ Yλ as

Sλ := {z ∈ Yλ | µ(z, λ) = m}.

For λ = 0 ∈ N ′, we define S0 := Y0. We will show that Sλ is a disjoint union of
connected components of Yλ. Indeed, by the definition of Yλ (see [22, Section 1.4])
there is a Gm-equivariant map φλ : Yλ × A1 → Z≥m where the Gm-action on Z≥m
is λ and φλ(z, 1) = z. Thus pulling back the universal log Fano family over Z≥m to
Yλ × A1 under φλ and applying Lemma 2.4, we see that z 	→ µ(z, λ) is a locally
constant function on Yλ. Hence Sλ is a disjoint union of connected components of Yλ.

Proposition 7.2 Assume Conjecture 1.1 holds. With the above notation, for anym �= 0
and λ ∈ N ′ \ {0} the map ev1(φλ) : Sλ → Z≥m is a closed immersion.

Proof By definition we know that ev1(φλ) is a locally closed immersion. Thus it
suffices to show that it is proper. Suppose f : Spec(R) → Z≥m is a morphism
from a DVR such that zK := f (Spec(K )) ∈ Sλ. Let (X , D) → Spec(R) be the
f -pullback of the universal log Fano family over Z≥m. Then λ induces a special
test configuration (XK ,DK ) of (XK , DK ) such that µ(XK ,DK ) = m. Since zκ =
[(Xκ , Dκ)] ∈ Z≥m, we know that Mµ(Xκ , Dκ) ≥ m. Hence Proposition 6.2 implies
that the test configuration (XK ,DK ) extends to a Gm-equivariant family of log Fano
pairs (X ,D) → A1

R such that (X ,D)1 ∼= (X , D) over Spec(R). Moreover, Lemma
2.4 implies that the special test configuration (Xκ ,Dκ) over A1

κ satisfies

µ(Xκ ,Dκ ) = µ(XK ,DK ) = m.

Hence we may extend f to f̃ : A1
R → Z≥m where f̃t = λ(t) · f for t ∈ Gm where

(X ,D) is Gm-equivariantly isomorphic to the f̃ -pullback of the universal log Fano
family over Z≥m. Therefore, f admits a lifting to Sλ which implies that ev1(φλ) :
Sλ → Z≥m is proper. ��

Denote by N ′
prim the subset of N ′ \ {0} consisting of primitive 1-PS’. For m �= 0

we define

Sm :=
⊔

λ∈N ′
prim

[Sλ/Pλ].

For m = 0 we define S0 := [Y0/P0] = X≥0 parametrizing trivial maps.

Theorem 7.3 Assume Conjecture 1.1 holds. Then the data (X≥m,Sm)m∈� form a
well-ordered �-stratification of X = MFano

h,c .
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Proof We first show that for each m ∈ �, the stack Sm is a �-stratum of X≥m. The
statement is clear when m = 0 as S0 = X0. Hence we may assume that m �= 0. By
Proposition 7.2 we know that Sλ → Z≥m is a closed immersion. Thus we know that
the morphism ev1 : Sm → X≥m is a composition of proper morphisms as below:

Sm = �λ[Sλ/Pλ] → [Z≥m/Pλ] → [Z≥m/PGLm+1] = X≥m.

Hence ev1 is proper. Next, we show that ev1 is universally injective. Since we work
over characteristic zero, it suffices to show that the PGLm+1-equivariant morphism

ψ : PGLm+1 ×Pλ Sλ → Z≥m

is injective whose PGLm+1-quotient gives ev1. Suppose (g1, z1) and (g2, z2) in
PGLm+1 × Sλ have the same image in Z≥m, i.e. z1 = g−1

1 g2 · z2. Hence we know
that z1 and z2 belong to the same PGLm+1-orbit in Z≥m. In other words, they cor-
respond to different embeddings into Pm of the same log Fano pair (X , D) with
Mµ(X , D) = m. Since z1, z2 ∈ Sλ, we know that µ(z1, λ) = µ(z2, λ) = m which
implies that λ induces µ-minimizing primitive special test configurations (X 1,D1)

and (X 2,D2) of (X , D). By uniqueness of minimizers from Theorem 1.2.2, we know
that (X 1,D1) ∼= (X 2,D2) as test configurations. In other words, the two morphisms
� → X≥m induced by (zi , λ) for i = 1, 2 represent the same point in the mapping
stack. Therefore, we have that z2 = p · z1 for some p ∈ Pλ. Denote by g := g−1

1 g2 p,
so that z1 is a g-fixed point. By Corollary 5.4, we know that g acts on the special
test configuration (X1,D1) which implies that g ∈ Pλ. In particular, g−1

1 g2 ∈ Pλ.
Hence ψ is injective which implies that ev1 is universally injective. As a result, we
have shown thatSm is a weak �-stratum ofX≥m (see [22, Definition 2.1]). Since we
work over characteristic zero, the weak �-stratum Sm is also a �-stratum of X≥m
by [22, Corollary 2.6.1].

Next, we show that the complement of Sm in X≥m is precisely X>m. This is
trivial for m = 0, so we assume m �= 0. If z = [(X , D)] ∈ Sλ, then we have
Mµ(X , D) = µ(z, λ) = m. Hence Sm is disjoint from X>m. On the other hand, if
[(X , D)] ∈ |X≥m| \ |X>m|, then Theorem 1.2.1 implies that there exists a primitive
special test configuration (X ,D) of (X , D) such that Mµ(X , D) = µ(X ,D) = m.
By Proposition 6.3 we know that Mµ(X0,D0) = Mµ(X , D) = m. Hence the test
configuration (X ,D) corresponds to a point in Map(�,X≥m) with µ(X ,D) = m.
From the definition of Sλ andSm, we know that (X ,D) is induced by some λ ∈ N ′

prim
and z = [(X , D) ↪→ Pm] ∈ Sλ. Hence [(X , D)] belongs to the image of ev1 : Sm →
X≥m. This shows that the complement of Sm inX≥m isX>m.

Finally, we show that (Sm,X≥m)m∈� form a well-ordered �-stratification ofX .
By Proposition 4.4, we know that for any m ∈ � the subset �≥m := {m′ ∈ � | m′ ≥
m} of � is finite. Hence every non-empty subset of � has a maximal element. Thus
the proof is finished. ��

Combining Theorem 7.3 with [4] and [39], we deduce the following corollaries.

Corollary 7.4 If Conjecture 1.1 holds, then MKss
n,V ,c satisfies the existence part of the

valuative criterion for properness with respect to essentially finite type DVRs over k.
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Proof Let R be aDVRessentially of finite type over k, with fraction field K and residue
field κ and [(XK , DK )] ∈ MKss

n,V ,c(K ). Fix r > 0 such that LK := OXK (−r(KXK +
DK )) is a very ample line bundle and setm := h0(XK ,LK )−1. By taking the closure
of XK under the embedding

XK ↪→ P(H0(XK ,LK )) � Pm
K ↪→ Pm

R

and then normalizing, we see (XK , DK ;LK ) extends to a family (X , D;L) →
Spec(R), where X is a normal variety with a flat projective morphism X → Spec(R),
D is Q-divisor on X whose support does not contain a fiber, and L is a π -ample line
bundle on X .

By [39, Theorem 1], there exists a finite extension R → R′ of DVRs and a family
[(X ′, D′) → Spec(R′)] ∈ MFano

n,V ,c(R
′) so that

(X ′
K ′ , D′

K ′) � (X , D) ×R K ′.

(We note that while the result in [39] is proven in the case when Spec(R) is the germ
of a smooth curve and there is no boundary divisor, the argument extends with little
change to this setting.) Since X := MFano

n,V ,c admits a well-ordered �-stratification

with X≥0 = MKss
n,V ,c (Theorem 1.3) and [(X ′

K ′ , D′
K ′)] ∈ MKss

n,V ,c(K
′), [4, Theorem

6.5] implies the existence of a finite extension R′ → R′′ of DVRs and a family
[(X ′′, D′′) → Spec(R′′)] ∈ MKss

n,V ,c(R
′′) so that

(X ′′
K ′′ , D′′

K ′′) � (X ′, D′) ×R′ K ′′.

Since the latter is isomorphic to (XK , DK ) ×K K ′′, the proof is complete. ��
Finally, we prove Corollary 1.4.

Proof of Corollary 1.4 Since MKps
n,V ,c is separated (Theorem 2.9) and MKss

n,V ,c satisfies
the existence part of the valuative criterion for properness with respect to essentially
finite type DVRs over k (Corollary 7.4), [4, Proposition 3.47 and Remark 3.48] implies
that MKps

n,V ,c is proper. ��

8 Alternative perspective using the general theory of numerical
invariants

For the sake of concreteness, we have given the construction of a �-stratification

explicitly, using the presentation of Mδ≥ε
n,V ,c as a global quotient stack under the

assumption of Conjecture 1.1.We now explain how our setup fits into themore general
framework of [22], which provides necessary and sufficient criteria for the existence
of a �-stratification. The general existence criterion gives a shorter proof of Theorem
7.3, but it uses many of the same inputs.Wewill consider an algebraic stackX locally
of finite presentation over k and whose points have affine automorphism groups.
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Definition 8.1 A numerical invariant onX with values in a complete totally ordered
vector space V is the data of an assignment to any homomorphism with finite kernel
γ : (Gn

m)k′ → AutX (p), where k′/k is an extension field and p ∈ X (k′) is a k′-point,
a function μγ : Rn \ {0} → V that is invariant under scaling by R×

>0 and such that:

(1) μγ is compatible with field extensions;
(2) given a group homomorphism with finite kernel φ : (Gr

m)k′ → (Gn
m)k′ the

functionμγ ◦φ agrees with the restriction ofμγ along the corresponding inclusion
Rr ↪→ Rn ; and

(3) for a family ξ : S → X from a finite type scheme S and a homomorphism
γ : (Gn

m)S → AutX (ξ), the function μγs : Rn \ 0 → V is a locally constant
function of the point s ∈ S.

The fiber of ev1 : Map(�,X ) → X over a point p ∈ X (k′), denoted Filt(p) :=
ev−1

1 (p), parameterizes filtrations of p. It is an algebraic space if X has separated
inertia. A point f ∈ Filt(p) corresponds to a map f : �k′′ → X along with an
isomorphism f (1) ∼= p|k′′ for some further field extension k′′/k′. Note that f (0) has
a canonical cocharacter in its automorphism group, and we define

μ( f ) := μ[(Gm )k′′→AutX (p)](1).

Therefore, we regardμ as giving a function on the space of non-degenerate filtrations,
meaning those for which Gm acts non-trivially on the special fiber. As in (1.2), for any
numerical invariant we consider the stability function on |X |

Mμ(x) := inf
f ∈|Filt(x)| μ( f ). (8.1)

Definition 8.2 Given a numerical invariant μ on an algebraic stack X , consider an
arbitrary homomorphism γ : (Gn

m)k′ → AutX (p). We will say that

(1) μ is standard if for any γ , μγ (−x) and μγ (x) cannot both be negative, and μ is
strictly quasi-convex in the sense that for two linearly independent x0, x1 ∈ Rn

with μγ (x0), μγ (x1) < 0, and any t ∈ (0, 1), one has

μγ (t x0 + (1 − t)x1) < max{μγ (x0), μγ (x1)}.

(2) μ satisfies condition (R) (rationality) if for any γ , if μγ (x) < 0 for some x ∈
Rn \ {0}, then μγ achieves a minimum at some point in Qn \ {0}.

These conditions are straightforward to verify in practice, because they only depend
on the functional form of theμγ and not on the geometry of the stackX . We can now
state the main theorem of [22] in our current context, over a base field of characteristic
0:



On properness of K-moduli spaces and optimal degenerations... Page 35 of 39 73

Theorem 8.3 ( [22]*Thm. 4.38)2 Let X be a locally finite type k-stack with affine
automorphism groups, and letμ be a standard numerical invariant onX that satisfies
condition (R). Then μ defines a �-stratification on X if and only if

(1) HN specialization: Let R be an essentially finite type DVR R with fraction field
K and residue field κ , and consider a family ξ : Spec(R) → X . For any
filtration fK of ξK , one has μ( fK ) ≥ Mμ(ξκ), and if equality holds then fK
extends uniquely to a filtration of the whole family, i.e., ∃! f : �R → X with
f |�K

∼= fK and f |Spec(R)
∼= ξ .

(2) HN boundedness: For any bounded subset S ⊂ |X |, there is another bounded
subset S′ ⊂ |X | such that for any point x ∈ S, in computing the infimum (8.1)
it suffices to consider only filtrations whose associated graded point lies in S′.

The HN Specialization property implies the uniqueness, up to scaling, of mini-
mizing filtrations, via an argument similar to that of Theorem 5.3 above. The HN
boundedness condition implies the existence of minimizing filtrations and the con-
structibility of Mμ.

Example 8.4 In this paper, we have taken V = R2 with its lexicographic order, and for
any γ : (Gd

m)k′ → Aut(X , D), our numerical invariant is defined using the functions
of Sect. 3.3 by

µγ (x) :=
(
Fut(x)

‖x‖m ,
Fut(x)

‖x‖2
)

.

For a test configuration, this gives µ(X ,D) as defined in Sect. 1.1. µ is a standard
numerical invariant that satisfies condition (R). To see that this is standard, we observe
that µγ (x) and µγ (−x) can not both be negative is automatic because Fut(x) is
linear, and the quasi-convexity is established in Proposition 3.4. The condition (R) is
established in Proposition 3.5.

Now that we have seen that our numerical invariant µ is standard and satisfies
condition (R), Theorem 8.3 implies that our main results, Theorems 1.2 and 1.3,
follow from the following:

Proposition 8.5 The numerical invariant of Example 8.4 satisfies the HN specializa-
tion and HN boundedness conditions if Conjecture 1.1 holds.

Proof The HN specialization property is shown in Propositions 6.1 and 6.2. The HN
boundedness condition follows fromProposition 4.2, which implies that to find a filtra-
tion in MFano

n,V ,c, i.e., a special test configuration, of (X , D) ∈ Mδ≥ε
n,V ,c that minimizes

µ, it suffices to consider filtrations in the bounded substack Mδ≥ε
n,V ,c itself. ��

2 The current arXiv version of [22] states a weaker version of Theorem 8.3 that applies to real valued
numerical invariants, and also includes the condition of uniqueness of HN filtrations. The theorem we
discuss here appears in an update of [22] that is not yet available on the arXiv.
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8.1 Formal perturbation of numerical invariants

We can regard the numerical invariant µ in Example 8.4 as a function

µ (X ,D) = μ1(X ,D) + εμ2(X ,D) (8.2)

taking values in R[[ε]], which we regard as a totally ordered vector space in which
f (ε) > 0 if the lowest order coefficient of f is > 0. We regard ε as a positive formal
infinitesimal parameter, and µ as a formal perturbation of μ1.

For any numerical invariantµ′ with values inR[[ε]], which we write asµ′(X ,D) =
μ′
1(X ,D) + εμ′

2(X ,D) + · · · , we can consider the truncated numerical invariants
µ′≤n := μ′

1 + εμ′
2 + · · · + εn−1μ′

n for n ≥ 1. Because R[[ε]] has a lexicographic
ordering, any filtration of p ∈ X (k′) that minimizes µ′ will also minimize µ′≤n for
all n. Conversely, if Sn ⊂ |Filt(p)| denotes the set of filtrations (up to rescaling)
that minimize µ′≤n , then one can compute Sn+1 ⊂ Sn as the subset of minimizers of
μ′
n+1, and a minimizer for µ′ exists if and only if

⋂
n Sn is non-empty. Note that if

Sn is a singleton for any n, then so is Sn+1, and thus
⋂

n Sn is a singleton and hence
non-empty.

The choice of the perturbation (8.2) used in this paper is convenient, but we do not
claim that it is the most natural from the perspective of K-stability. There are many
numerical invariants that give rise to a �-stratification subject to Conjecture 1.1. To
illustrate this, consider another natural choice: perturbing the min norm ‖X ,D‖m
itself. This leads to a numerical invariant

µ′(X ,D) := Fut(X ,D)

‖X ,D‖m + ε‖X ,D‖2 ,

which is to be understood as its Taylor expansion in ε

µ′(X ,D) = Fut(X ,D)

‖X ,D‖m
(
1 − ε

‖X ,D‖2
‖X ,D‖m + O(ε2)

)
.

The following observation is purely formal.

Lemma 8.6 For p ∈ X (k′), µ and µ′ define the same notion of semistability, and if
p is unstable, then minimizing µ′ is equivalent to minimizing µ among filtrations of
p.

Proof Both µ and µ′ are positive multiples of Fut(X ,D)/‖X ,D‖m, so they define
the same notion of semistability.

We first observe that a destabilizing test configuration minimizesµ′ if and only if it
minimizesµ′≤2. Indeed, if (X ,D)minimizesµ′≤2 and (X ′,D′) is another test configu-
ration with µ′(X ′,D′) ≤ µ′(X ,D), then one must have µ′≤2(X ′,D′) = µ′≤2(X ,D).
But the value of µ′≤2 uniquely determines the value of µ′, so one must have
µ′(X ,D) = µ′(X ′,D′) as well.

We must now show that minimizing µ′≤2 is equivalent to minimizing µ. Min-
imizing µ′≤2(X ,D) is equivalent to first minimizing μ1(X ,D) above, and then
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maximizing ‖X ,D‖2/‖X ,D‖m among the set S of test configurations that mini-
mize μ1(X ,D). This in turn is equivalent to minimizing ‖X ,D‖m/‖X ,D‖2 among
test configurations in S, which is then equivalent to minimizing μ2(X ,D) =
μ1(X ,D)‖X ,D‖m/‖X ,D‖2 in S. ��

As an immediate consequence, we have the following:

Corollary 8.7 If Conjecture 1.1 holds, thenµ′ defines a�-stratification ofMFano
n,V ,c that

coincides with that of Theorem 7.3.
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