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Abstract—Advances in omic technologies have provided
insight into cancer progression and treatment response.
However, the nonlinear characteristics of cancer growth
present a challenge to bridge from the molecular- to the
tissue-scale, as tumor behavior cannot be encapsulated by the
sum of the individual molecular details gleaned experimen-
tally. Mathematical modeling and computational simulation
have been traditionally employed to facilitate analysis of
nonlinear systems. In this study, for the first time tumor
metabolomic data are linked via mathematical modeling to
the tumor tissue-scale behavior, showing the capability to
mechanistically simulate cancer progression personalized to
omic information obtainable from patient tumor core biopsy
analysis. Generally, a higher degree of metabolic dysregula-
tion has been correlated with more aggressive tumor behav-
ior. Accordingly, key parameters influenced by metabolomic
data in this model include tumor proliferation, vasculariza-
tion, aggressiveness, lactic acid production, monocyte infil-
tration and macrophage polarization, and drug effect. The
model enables evaluating interactions of interest between
these parameters which drive tumor growth based on the
metabolomic data. The results show that the model can
group patients consistently with the clinically observed
outcomes of response/non-response to chemotherapy. This
modeling approach provides a first step towards evaluation
of tumor growth based on tumor-specific metabolomic data.

Keywords—Metabolomics, Cancer, Personalized medicine,

Mathematical modeling, Computational simulation.

INTRODUCTION

The nonlinear response of an individual patient’s
tumor to a chosen therapy continues to confound the
treatment of cancer. Although therapy efficacy may
have been proven for patients with tumors of similar
type and stage, and may also have been customized to
specific tumor genetic characteristics, e.g., BRCA
mutation, there is no guarantee that any particular
untreated tumor will favorably respond to the same
treatment. A major reason is that the tumor response is
influenced by the individual tumor cell and microen-
vironment conditions, as well as patient physiological
and life conditions. In order to provide for more
accurate outcomes, the ability to gauge and incorpo-
rate these conditions into treatment expectations is
crucial. Due to the dysregulation of metabolism in
cancer, metabolomics in particular has shown promise
to provide critical information regarding cancer eval-
uation and prognosis.7 Ideally, metabolomics coupled
with other molecular information, such as genomics,
transcriptomics, and proteomics would describe indi-
vidual patient tumor conditions as a set of ‘‘signals’’
that reflect individual tumor conditions. However, the
amount of data generated by such analyses is large,
and can be difficult to interpret.43

To tackle this challenge, mathematical modeling
and computational techniques have been employed to
study the nonlinear behavior of tumors. Advances in
metabolomics and mathematical modeling, as well as
in the estimation of model parameter values based on
metabolome data were reviewed in Ref. 67, focusing on
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metabolic reaction networks and kinetic models. The
role of mathematical modeling in attaining an en-
hanced understanding of cancer metabolic repro-
gramming as well as to identify potential therapeutic
interventions was recently reviewed.49 In particular,
Wnt signaling has been linked via mathematical
modeling to metabolism patterns in colon cancer.33

Although metabolism at the cellular scale has been
modeled, (e.g., Refs. 50, 62, 63), along with the asso-
ciated networks,82 it has been challenging to link the
metabolic to the tissue scale.

Part of the challenge lies in linking metabolomic
measurements to mathematical model parameters. A
model system designed to simulate tumor behavior
would ideally provide sufficient dynamic range to
represent various biological conditions while also
translating biological measurements into (usually
dimensionless) model parameters. In this study, a
model system is constructed to mechanistically bridge
from patient tumor metabolomic measurements to
mathematical model parameters. As proof of concept,
the model parameters are calibrated to simulate the
progression of lung tumors. Biologically relevant
models must include an adequate number of parame-
ters to provide useful predictions. We propose a set of
parameters which represent an adequate number to
simulate tumor growth based on metabolomic data.
The ultimate goal is for such a system to serve as a
prognostic tool by projecting tumor behavior into fu-
ture time, so that the response to particular treatment
modalities could be evaluated and selected for efficacy
prior to patient administration.

MATERIALS AND METHODS

Vascularized Tumor Growth

We use a tumor growth component based on a 2D
continuum representation of tissue, as described in
Refs. 41, 79 while the angiogenesis component repre-
sents blood vessels as discrete elements, as described in
Ref. 48. Briefly, as the tumor grows within a vascu-
larized environment, the tissue has heterogeneous ac-
cess to oxygen and nutrients diffusing from the
vasculature. Oxygen and nutrients are transported to
the tumor from the location of extravasation from the
vasculature. The interstitial flow of oxygen and nutri-
ents is influenced by tissue pressure and by distance
from the nearest vessels. Neo-vessel sprouts arise from
the host vasculature, whose epithelial cell tips migrate
semi-stochastically towards a gradient of tumor
angiogenic factor (TAF) produced by tumor tissue.
The main equations of the vascularized tumor growth
model in Refs. 41, 79 are summarized in Supplement.

Tumor Aggressiveness

Tumor aggressiveness G is a non-dimensional
parameter that represents the ratio of cell proliferation
to the rate of tissue relaxation due to cell–cell adhesion.
Assuming uniform cell–cell adhesion throughout the
tumor, G is incorporated as a surface-tension like jump
boundary condition at the tumor–host interface41:

P½ � ¼ Pinner � Pouterð Þ ¼ 1

G
j; ð1Þ

where j is the mean curvature of the interface, and P is
the oncotic pressure representing the balance of the
intra-tumoral (Pinner) and extra-tumoral
(Pouter) pressures. Thus, higher proliferation or lower
cell–cell adhesion would raise the tumor aggressive-
ness, meaning that the tumor would overall push
stronger (be more invasive) into its surroundings.

Tumor-Associated Macrophages

Tumor-associated macrophages (TAMs) of two
different subtypes are simulated in the vascularized
tumor microenvironment, as described in Refs. 38, 42.
Briefly, monocytes extravasate from the vasculature
following local concentration of chemoattractants se-
creted from hypoxic tissue, stimulating them to mi-
grate towards regions of tissue hypoxia. Monocytes
undergo polarization into M1 (tumoricidal) or M2
(tumorigenic) subtypes in the vicinity of the tumor
microenvironment based on the concentration of
chemokines released by proliferating and hypoxic
tumor cells, and affect the net tumor prolifera-
tion.10,36,37 As in Ref. 42, pressure, oxygen, and
chemoattractant gradients affect the semi-stochastic
movement of monocyte precursors and the M1 and
M2 macrophage subtype movement through the
interstitium.

Lactic Acid

Enhanced lactic acid production by anaerobic gly-
colysis (Warburg Effect) in cancer is well known and
contributes to a low pH within the tumor microenvi-
ronment. Additionally, lactic acid is known to be up-
taken by cancer cells through monocarboxylate
transporters (MCTs) and utilized as an energy sub-
strate.64 In the model, lactic acid is produced by pro-
liferating and hypoxic tumor cells and diffuses in the
surrounding tissue. It can be uptaken by tumor cells
and wash out of the tissue into the vasculature, which
altogether represent the decay. Lactic acid production
is represented as 2 moles of lactic acid produced for
every mole of glucose during anaerobic respiration77:
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0 ¼ r � DLacrLð Þ þ k
Lac

production 1� Lð Þ � k
Lac

washout1vessel

� k
Lac

uptakeL;

ð2Þ

where DLac is the diffusivity, L is the local concentra-

tion of lactic acid,k
Lac

production is the production rate,

k
Lac

washout is the rate of washout, and k
Lac

uptake is the cellular

uptake rate (assumed to be on the same order of
magnitude as that of oxygen). The production rate of
lactic acid is concentration dependent, as it has been
shown that cancer cells have the ability to adjust their
metabolic behavior by altering lactic acid production
to maintain a range of pH within the microenviron-
ment.46

For simplicity, it is assumed that lactic acid pro-

duction k
Lac

production gradually decreases as the level of

oxygen and nutrients r increases towards areas of
higher vascularization:

k
Lac

production ¼
1� r in proliferating tissue
2r in hypoxic tissue
0 in necrotic tissue

8
<

:
ð3Þ

Since the molar mass of lactic acid (~90 g/mol) is on
the order of magnitude of oxygen (16 g/mol), the dif-
fusion constant DLac is for simplicity assumed to be on
the same order of magnitude as oxygen. Accordingly,
lactic acid diffuses through the host and tumor tissue
relatively uninhibited by the ECM. Similarly, the lower
bound rate of lactic acid uptake by cells is assumed to
be on the same order of magnitude as oxygen.

Chemotherapy

A number of chemotherapeutic agents are routinely
administered to non-small cell lung cancer (NSCLC)
patients.17 To test the proposed model linking meta-
bolomic data to tissue-scale behavior, we chose to
simulate response to cisplatin (CDDP), a representa-
tive NSCLC drug. The transport of drug c with dif-
fusivity Dc was simulated from the position of
extravasation from the vasculature. Uptake by tumor
and normal cells and wash-out from the interstitial
space were included as a combined effect in the rate
kc,uptake, which reflects the drug half-life (assumed to be
similar to the half-life in plasma)73:

0 ¼ r � ðDcrcÞ þ kc;evðx; t; 1vessel; pi; cÞ � kc;uptakec ð4Þ

A constant drug extravasation transfer rate kc,TR
from the vasculature was assumed70:

kc;ev ¼ kc;TR1vesselðx; tÞ 1� kp;i
pi

pe

� �
Cc;t

Cc

� c

� �

ð5Þ

where kc;TR is the constant transfer rate from pre-ex-

isting and new vessels, 1vesselðx; tÞ equals 1 at vessel
locations and 0 elsewhere, kp,i represents the weight of
convective transport component of small molecules, pi
is interstitial fluid pressure (IFP), and pe is effective
pressure (IFP at which there is no net volume flux out
of the vasculature).79 Drug concentration in the vas-

culature is initially Cc, where extravasation follows
first order kinetics for a constant drug infusion: Cc,t =
1 2 e-at, with a based on an average CDDP half-life of
0.5 h.35

Metabolomic Data

The metabolomic datasets based on lung tumor core
biopsies from 23 patients in Ref. 53 (available in Me-
tabolomics Workbench Repository, record ST001527)
were used to illustrate the study methodology for pa-
tient-specific tumors. These data are described in fur-
ther detail in Ref. 53. Briefly, patient tumor tissue
samples were processed by liquid-liquid metabolite
extraction and analyzed by 2DLC-MS with negative
and positive ion modes. 2DLC-MS data was presented
as an alignment table for each batch with retention
time, m/z, signal intensity, stable isotope labeling,
name of identified metabolite, and database used for
metabolite identification. After combining data from
positive and negative ion modes, a preliminary step to
handle missing values was performed by removing
features which contained more than 50% missing val-
ues. This resulted in a data set of 66 metabolites with
approximately 21.8% missing values. The data were
normalized by a log transformation and imputed by
probabilistic principal component analysis (PPCA).

RESULTS

Linking of Metabolomic Data to Model Parameters

A baseline (representative) tumor nodule was first
created in silico by calibrating the model parameters to
lung tumor experimental data, and a range for the
parameter values around baseline was determined
(Supplement). The main model parameters affected by
metabolomic data include the rate of proliferation,
angiogenesis, lactic acid production, drug effect,
monocyte production and polarization to the Type 1
and Type 2 macrophage phenotype. In turn, the lactic
acid concentration locally modulates the polarization
of monocytes to the Type 2 macrophage, while the
overall lactic acid within the tumor tissue influences the
tumor aggressiveness. Lactic acid is also an important
contributor to angiogenesis.19 Table 1 summarizes a
set of relevant metabolites detected in lung tumor tis-
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TABLE 1. Potential effect of NSCLC metabolites on model parameters.

Metabolite

Model parameters

Refs.

Tumor prolif-

eration

Type 1 mac-

rophage

Type 2 mac-

rophage

Angio-ge-

nesis

Drug

effect

Lactic acid pro-

duction

Monocyte pro-

duction

Acetyl-L-carnitineA m m 14, 83

N8-acetyl-sper-

midineA
m 56

ArginineA ma,b m . 58, 68,

85

CreatinineA . m 32, 60

CystineB . c 13, 31

FumarateB md m 81, 84

Glutamic acidB m 20

GlutamineB . m . 66, 75

Glutaric acidA m 34

Hydroxybutyric

acidA
m 27

Hydroxyphenyl-lac-

tic acidA
.e 9

InosineA m 11

IsoleucineB . 2, 4

Lactic acidA m m 19

LysineB .f 80

Malonic acidA .g 6, 30

MethionineB .f 72

Methionine sulfox-

ideB
.h 39

N3,N4-dimethyl-L-

arginineB
m . 76

OrnithineA .i 58

PhenylalanineB m . 61, 66

ProlineA m m 22, 47

PyruvateA m m . 1, 28,

65

Salicylic acidA . 26

SerineB . mj .j 40, 45,

57

SuccinateA . m 78

ThreonineB m . 25

TryptophanB m . 68

UreaB mk 54

Uric acidA mb m . 23

ValineB .f 3

Metabolites detected in lung cancer patient tumor samples53 (leftmost column), and their potential promotion (m) or abatement (.) of key

model parameters (top row). Biological significance of the metabolites to NSCLC is indicated from literature sources (rightmost column).
APromoting tumor progression; Bpromoting tumor control.
aArginine is a ‘‘conditionally essential’’ amino acid involved in the synthesis of polyamines, which promote tumor growth, invasion and

metastasis58 and is also involved in immune system activation.68,85.
bAlthough these metabolites promote immune system activation, they are considered to favor tumor progression because the involvement in

tumor growth, migration, and contribution to cancer risk/mortality is considered a stronger overall effect.
cIncreased levels of cystine may be the result of decreased intracellular conversion to cysteine for catabolic usage13 and glutathione

synthesis,31 which would reflect decreased cancer growth.
dAccumulationalso leads topersistenceof hypoxia-inducible factors in themicroenvironment,81potentiallypromotingangiogenesis. In thecontextof

chemotherapy, angiogenesis combined with potentiation of the drug effect by fumarate is assumed to improve the overall tumor drug response.
eGeneral effects of immune system activation or suppression are simulated by changing the monocyte production rate.9.
fAccumulation is assumed to reflect decreased cancer growth.
gPromotes epithelial-mesenchymal transition (EMT), which involves enhanced migration, invasiveness, elevated resistance to apoptosis, and

increased ECM production,29 overall decreasing the drug effect.
hRelieves stress caused by acidic microenvironment39; simulated in the model by lowering the lactic acid production rate.
iIncreased levels of ornithine may be the result of increased arginine, which promotes tumor growth and immune system activation.58,68,85.
jPromotes adaptive immune activity,40 simulated in the model by enhanced anti-tumor macrophage polarization..
kIncreases monocyte proliferation, simulated with higher overall macrophage numbers.54.

BIOMEDICAL
ENGINEERING 
SOCIETY

Modeling of Tumor Growth with Patient-Specific Metabolomic Data 317



sue samples,53 and highlights the corresponding model
parameters potentially affected by these metabolites, as
has been established from previous biological obser-
vations. Individual metabolites can overall promote
tumor progression or tumor control via the combina-
tion of increasing (promoting) or decreasing (abat-
ing) particular parameters. Thus, each metabolite can
have ‘‘pro-parameter’’ and ‘‘anti-parameter’’ effects.

A flowchart summarizing the process for determin-
ing parameter values based on particular metabolomic
data is shown in Fig. 1.

Determination of Model Parameter Values
from Particular Metabolomic Data

Starting with a 2DLC-MS data set, as in Ref. 53, the
weighted coefficients can be determined via a Spear-
man correlation analysis of experimentally measured
metabolite intensities to the clinical response assess-
ment, such as the Response Evaluation Criteria in
Solid Tumors Group (RECIST),21,74 or by the Vari-
able Importance in Projection (VIP) scores obtained
from a PLS-DA model and scaling of these scores to
represent the fraction of their contribution to the
parameter of interest. It is assumed for each metabolite

in a set of patient metabolomic data that the weighted
coefficient W and intensity value M 71 as described in
Fig. 1 are positive; if not, they are first rescaled as
follows:

W ¼ absðwÞ ð6Þ

M ¼ mþ absðmminÞ ð7Þ

where for each metabolite, w is the weighted coeffi-
cient, m is the transformed intensity value, and mmin is
the minimum intensity value in the dataset. Transfor-
mations are generally applied to a dataset to normalize
and enable proper statistical analysis. For each
parameter, the metabolite weighted coefficients ðWÞ
are rescaled to a scale of 0 to 1 by dividing each value
by the sum of all coefficient values relevant to the given
parameter:

W ¼ W
Pn

i¼1 Wi
ð8Þ

where for each metabolite, W is the rescaled weighted
coefficient and n is the total number of metabolites
associated with the parameter (as listed in Table 1). To
determine the values for a particular model parameter

FIGURE 1. Workflow for coupling metabolomic data to model parameter values.
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Pdesired (Table 1, top row) based on the associated
metabolomic data, these data are first non-dimen-
sionalized to values Py:

Py ¼
Pdesired � Pmin

Pmax � Pmin

� �

ð9Þ

where Pmin and Pmax are the minimum and maximum
values calculated across all samples for the desired
parameter. Pdesired, Pmax, and Pmin are calculated as the
weighted sums of pro-parameter metabolites minus the
weighted sums of the anti-parameter metabolites of the
corresponding metabolite measurements M, Mmax and
Mmin associated with the desired parameter (Table 1):

Pdesired ¼
Xn

i¼1

WiMi;proparameter �
Xm

j¼1

WjMj;antiparameter

ð10Þ

Pmax ¼
Xn

i¼1

WiMmax;i;proparameter

�
Xm

j¼1

WjMmin;j;antiparameter ð11Þ

Pmin ¼
Xn

i¼1

WiMmin;i;proparameter

�
Xm

j¼1

WjMmax;j;antiparameter ð12Þ

where Mmax and Mmin are the rescaled maximum and
minimum values for a particular metabolite associated
with the desired model parameter, and n and m are the
total number of pro-parameter and anti-parameter
metabolites respectively associated with this parameter
(as listed in Table 1).

The weighted coefficients (i.e., relative contribution
of specific metabolites towards the dependent variable)
can be objectively determined by applying multivari-
able (e.g., partial least squares discriminant analysis
(PLS-DA)) or univariable (e.g., correlation analyses)
statistical techniques to the metabolomic dataset, as
has been previously shown.12,59

A representative set of non-dimensionalized Py

values is shown in Fig. 2. The lines are generated by
plotting the model-generated values at 400 h of tumor
growth for every metabolism-associated model
parameter (see Supporting Information). The param-
eters were changed one at a time while holding other
parameters constant at their baseline values. The time
of 400 h was selected because by that time the simu-
lated tumor growth had attained a steady rate of in-
crease (Supplementary Fig. 1). Given Py on the y-axis,
one can then interpolate the value for a particular

model parameter by mapping (or fitting) to the x-axis.
Linear or logarithmic functions were found to ade-
quately map the experimentally measured metabolite
values to the model parameter space.

Variation in Metabolic Dysregulation

Model parameter values representing a range of
minimum to maximum metabolic dysregulation (from
LOW to HIGH, with BASELINE in between) were
chosen in order to simulate the corresponding extremes
of metabolic-influenced tumor growth. The range of
parameter values listed in Table 2 defines a set of
bounds for the values that could be utilized for
NSCLC patient-specific tumor simulations based on
the dataset in Ref. 53. The ranges were determined by
interpolating values that covered the capability of the
model to simulate a range of biologically relevant
vascularized tumor growth. In this study, as well as in
previous work using these types of models,8,15,24,42,79

we have found that values in these ranges are adequate
to evaluate the parameters driving this growth. Type 1
macrophages have the same LOW and MEDIUM
values, and Type 2 macrophages have the same
MEDIUM and HIGH values due to the calibration of
macrophage polarization to maintain tumor growth
consistent with the baseline case, as described earlier.
The macrophage types are coupled, and their ratio
determines the overall range of interactions with the
tumor tissue. For angiogenesis, the BASELINE case
already represents a highly vascularized condition.79

Tumor radius and vessel surface area are shown
over time for the three cases in Figs. 3a and 3b. At 400
h, the HIGH case had 850% of the vasculature and
220% of the radius of the LOW case. In Figs. 3c–3e,
the proliferating, hypoxic, and necrotic tissue fractions
are shown to highlight the differences in tumor tissue
heterogeneity over time. At 400 h, the HIGH case had
51, 375, and 124% of the proliferating, hypoxic and
necrotic tissue regions of the LOW case, respectively.
The ratio of Type 1 to Type 2 macrophages is shown in
Fig. 3f (the HIGH case has no Type 1 macrophages,
Table 2).

Simulation of Particular Tumors In Silico

To illustrate the methodology for patient-specific
tumors, we simulated the growth phase of a tumor
incorporating metabolomic data (Table 3) previously
measured from a lung cancer tumor core biopsy.53

These data represent log transformed metabolite
intensity values, e.g., measured from liquid chro-
matography mass spectroscopy (LC-MS). Log trans-
formation is commonly applied to biological data to
center it and correct for heteroscedasticity.71 The
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parameter values are calculated in the following man-
ner, based on the workflow outlined in Fig. 1: First, the
transformed intensity value for each metabolite ðMÞ is
rescaled to a positive scale by summing the absolute
value of the largest negative value ðmminÞ to all inten-
sities (across all metabolites) so that the largest nega-
tive value corresponds to zero (Fig. 1, Step 1). A
variety of methods could be used to determine the
weighted coefficients, including PLS-DA VIP scores,
Spearman correlation coefficients, and PLS-DA load-

ings. Spearman correlation coefficients are found by
analyzing clinical response as a function of the trans-
formed metabolite intensities. Similarly, in PLS-DA
the transformed metabolite intensities are used as the
predictor variables and clinical outcome can be used as
the response variable. All metabolite weighted coeffi-
cients are rescaled to a positive scale by taking the
absolute value of each weighted coefficient (Fig. 1, Step
1). Then, the metabolite weight coefficients ðWÞ are
rescaled to range from 0 to 1 by dividing each value by

FIGURE 2. Parameter curves showing Py vs. parameter values. These graphs map a set of patient metabolomic data (y-axis,
rescaled to values between 0 and 1) to the parameter space of the model (x-axis).
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TABLE 2. Ranges for model parameter values.

Model parameter LOW BASELINE HIGH SAMPLE

Proliferation rate 0.600 1.100 2.000 1.356

Type 1 macrophage polarization constant 20.000 20.000 0.000 9.863

Type 2 macrophage polarization constant 2.000 12.000 12.000 8.075

Angiogenesis ratea 25.0 100.0 100.0 66.7

Lactic acid production ratea 25.0 100.0 400.0 192.4

Monocyte production rate 0.005 0.020 0.100 0.020

Drug effect constant 1.0E+04 100.0 10.0 805,3

Model parameter values chosen to define a range of metabolic-influenced tumor growth and drug response, in order to simulate LOW,

BASELINE, and HIGH metabolic dysregulation. For comparison, SAMPLE values are calculated for a representative patient in the dataset.
aShown as % of the corresponding rate for the baseline tumor.

FIGURE 3. Curves establishing a range of metabolic dysregulation during tumor growth. LOW: minimum theoretical
dysregulation (yellow error bars); BASELINE: dysregulation based on baseline tumor values (green error bars); HIGH:
maximum theoretical dysregulation (blue error bars); SAMPLE: a representative patient case for illustration purposes (pink
error bars). (a) Tumor radius, (b) tumor vessel surface area (SA), (c) proliferating tissue fraction, (d) hypoxic tissue fraction, (e)
necrotic tissue fraction, (f) ratio of Type 1 to Type 2 macrophages (log10 scale). Type 1 macrophages are not present in the HIGH
case.
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the sum of all values relevant to the given parameter
(Fig. 1, Step 2) (Table 3). Here, we chose a combina-
tion of PLS-DA VIP scores and Spearman correlation
coefficients to illustrate the calculation of the weighted
coefficients. A PLS-DA VIP score and Spearman
correlation coefficient are calculated for every
metabolite using the clinical patient response as the
categorized outcome variable. After rescaling all cor-
relation coefficients to a positive scale, these two values
are multiplied together and represent the weight coef-
ficient W. These are considered two different methods
of assigning weight to metabolites, relevant to the pa-
tient clinical outcome. We choose both by multiplying

them to be inclusive, as using only a single method of
assigning weight to metabolites could introduce bias
into the parameter calculations.

For every model parameter in Table 3, Pdesired is
found by summing the multiplication of the metabolite
intensity values for that patient by the respective
weighted coefficients for pro-parameter metabolites
(values in red) and subtracting the sum of the multi-
plication of the metabolite intensity values for that
patient by the respective weighted coefficients for anti-
parameter metabolites (values in blue). (Fig. 1, Step 3).
Pmax and Pmin are respectively calculated using the
maximum pro-parameter and minimum anti-parame-

TABLE 3. Transformed and rescaled intensities and weighted coefficients for a representative sample

Metabolite

Tumor pro-

liferation

Type 1

macrophage

Type 2

macrophage

Angio-

genesis

Drug

effect

Lactic acid

production

Monocyte

production

Transformed and re-

scaled intensities Mi

Acetyl-L-

carnitineA
0.0602 0 0 0.1854 0 0 0 1.13

N8-Acetyl-

spermidineA
0.0571 0 0 0 0 0 0 2.59

ArginineA 0.0805 0.1392 0.1392 0 0 0 0 1.02

CreatinineA 0 0.1148 0.1148 0 0 0 0 0.56

CystineB 0.0303 0 0 0 0 0 0 1.45

FumarateB 0 0 0 0.1260 0.2559 0 0 2.16

Glutamic acidB 0 0 0 0 0.4090 0 0 0.48

GlutamineB 0.0766 0.1325 0.1325 0 0 0 0 0.20

Glutaric acidA 0.0381 0 0 0 0 0 0 0.15

Hydroxybutyric

acidA
0.0547 0 0 0 0 0 0 1.66

Hydroxyphenyl-

lactic acidA
0 0 0 0 0 0 0.1503 0.00

InosineA 0.0738 0 0 0 0 0 0 1.88

IsoleucineB 0.0764 0 0 0 0 0 0 0.64

Lactic acidA 0 0 0 0.1028 0 0.4306 0 1.02

LysineB 0.0411 0 0 0 0 0 0 0.51

Malonic acidA 0 0 0 0 0.3351 0 0 0.92

MethionineB 0.0753 0 0 0 0 0 0 1.18

Methionine Sul-

foxideB
0 0 0 0 0 0.5694 0 0.65

N3,N4-Dimethyl-

L-arginineB
0 0.1244 0.1244 0 0 0 0 0.63

OrnithineA 0 0 0 0 0 0 0.1323 1.11

PhenylalanineB 0 0.0510 0.0510 0 0 0 0 0.88

ProlineA 0.0806 0 0 0.2485 0 0 0 1.31

PyruvateA 0.1095 0 0 0.3373 0 0 0.3418 1.46

Salicylic acidA 0 0 0 0 0 0 0.2146 1.32

SerineB 0.0383 0.0663 0.0663 0 0 0 0 0.65

SuccinateA 0 0.1103 0.1103 0 0 0 0 0.34

ThreonineB 0 0.0764 0.0764 0 0 0 0 0.36

TryptophanB 0 0.0592 0.0592 0 0 0 0 1.67

UreaB 0 0 0 0 0 0 0.1609 2.41

Uric acidA 0.0728 0.1259 0.1259 0 0 0 0 0.64

ValineB 0.0349 0 0 0 0 0 0 0.52

Transformed and rescaled intensity values for a representative sample and weighted coefficients, calculated for each metabolite associated

with the model parameters using a combination of PLS-DA VIP scores and Spearman correlation coefficients. APromoting tumor progression;
Bpromoting tumor control. The coefficients (either promoting (italic values) or abating (bold values) the associated parameters) were derived

as described in Methods from the metabolomic data from the study in Ref. 53. The coefficients are rescaled to a positive scale, where a value

of zero corresponds to the minimum, as described in Fig. 1.
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ter, and the minimum pro-parameter and maximum
anti-parameter metabolite intensities in the dataset
(Fig. 1, Step 4). Next, the non-dimensionalized y-co-
ordinate Py values for each model parameter are
determined from Pdesired, Pmin and Pmax (Fig. 1, Step 5).
Lastly, the model parameter values are found as the x-
coordinate values corresponding to each Py in Fig. 2.
The resulting values for the sample case are in Table 4.

The tumor behavior simulated by the model with
these parameter values is in Fig. 3 and compared at 400
h in Fig. 4, showing that for this sample set of
metabolite intensity values, the tumor radius would fall
between the BASELINE and HIGH tumor radii. A
consistent pattern from LOW to HIGH was observed
for tumor radius, tumor vessel surface area, and pro-
liferating and necrotic tissue fractions with HIGH,
SAMPLE, MEDIUM, and LOW cases. The LOW
case had decreased hypoxic fraction along with low
vascularization, reflecting the values to represent low
metabolic dysregulation in Table 2, including a low
proliferation rate.

Note that the LOW and HIGH cases are used to
define a range of NSCLC metabolic dysregulation
within the limits of the corresponding model parameter
(Table 2). Individual SAMPLE parameters, however,
are calibrated to actual metabolomic data, which can
yield combinations of parameter values that elicit
tumor behavior outside of the range of the behavior
elicited by the LOW and HIGH cases. In other words,
an ordered set of values in the model parameter
space does not necessarily yield a correspondingly
ordered set of tumor behavior, since this behavior can
be highly nonlinear.

Simulation of Chemotherapy Response

The metabolomic data from the study in 53 were
used to calculate tumor model parameters for each

patient, including the drug effect keffect, and perform
simulations of chemotherapy to assess the consistency
of the expected response with each clinical classifica-

tion. Clinical outcomes included complete response
(CR), partial response (PR), stable disease (SD) and
progressive disease (PD). The patient classifications of
CR/PR vs. SD/PD as well as disease control (DC: CR/
PR/SD) vs. PD were evaluated. In Fig. 5a, there was a
significant difference in the average log-transformed
anti-parameter metabolite intensity between CR/PR
vs. SD/PD as well as DC vs. PD patient groups, while
the average log-transformed pro-parameter metabolite
intensity trended higher in SD/PD and PD patients
compared to CR/PR and DC, respectively. In Fig. 5b,
the results of simulating bolus drug injection in the
patient cohort are shown at 3.4 days post-treatment in
terms of tumor radius area-under-curve (AUC) and
fraction of initial tumor radius. In all cases, there was a
significant difference between responders (CR/PR and
DC) and non-responders (SD/PD and PD), indicating
that the model-simulated responses were able to clas-
sify the patient groups consistent with the clinical
response based on the hypothesized linking of
metabolite intensities to the model parameters (Ta-
ble 1).

DISCUSSION

This study develops a method to link clinically
measureable metabolomic data to tissue-scale tumor
behavior. The tumor model representation is modu-
lated by key parameters influencing cell proliferation,
tumor tissue vascularization, monocyte infiltration,
tumor-associated macrophage polarization, lactic acid
production, and drug effect. These parameters interact
with each other nonlinearly to influence the simulated
tumor progression. A dynamic range for these
parameters is established using NSCLC as a repre-
sentative cancer in order to enable representation of
low to high metabolically active tumors. This approach
enables the simulation of tumor progression based on
particular metabolomic measurements. Metabolomic
data obtained from a set of patients undergoing lung

TABLE 4. Model parameter values for a representative sample.

Parameter Pmax Pdesired Pmin Py Parameter value

Proliferation rate 1.650 0.584 2 0.844 0.573 1.357

Type 1 macrophage polarization constant 1.675 0.439 2 0.343 0.388 4.980

Type 2 macrophage polarization constant 0.343 2 0.439 2 1.675 0.612 8.076

Angiogenesis ratea 2.437 1.406 0.000 0.577 66.7

Lactic acid production ratea 0.999 0.071 2 0.816 0.489 192.4

Monocyte production rate 0.470 2 0.542 2 1.804 0.555 0.028

Drug effect constant 2.011 0.443 2 0.831 0.448 426.3

Pmax, Pdesired, Pmin values along with the corresponding model parameter values calculated for a representative sample from a metabolomic

dataset using the proposed method. Metabolomic data were obtained from the study in Ref. 53.
aParameter value is shown as % of the corresponding value for the baseline tumor.

BIOMEDICAL
ENGINEERING 
SOCIETY

Modeling of Tumor Growth with Patient-Specific Metabolomic Data 323



tumor core biopsies is used to show the feasibility of
this approach.

Previous work has explored statistical approaches
(e.g., machine learning) and network-oriented tech-
niques (e.g., principal network analysis) to link the
metabolome to tumor tissue-scale behavior; however,
results based on these approaches may not necessarily
represent any particular tumor.55,59 Although some
supervised learning methods (such as PLS-DA) trained
with chemotherapy response data can be used to pre-
dict the outcome of chemotherapy for new patients,
they are limited in that they are only trained by the set
of predictor variables (here, the metabolomic data).
The application of a mechanistically-based spatio-
temporal model of tumor growth to simulate
chemotherapy extends the predictive capacity of such
statistical models and may provide insight into the
mechanisms of treatment resistance. The system pro-
posed here could recreate the behavior of particular
tumors for in silico evaluation prior to treatment,
incorporating patient tumor-specific metabolomic

data. An approach combining data-driven multivariate
statistical techniques (i.e., machine learning) with
mechanistic spatiotemporal tissue modeling may be
advantageous compared to using either one alone.

Previous studies have sought to find robust meta-
bolic biomarkers related to cancer diagnosis, progno-
sis, and chemotherapeutic efficacy (e.g., Refs. 5, 44, 59,
69, 86). With a few exceptions,18,62,63 the linking of
metabolomic data to tissue-scale behavior has been
lacking. Since cancer is a heterogeneous disease, one
advantage of using a spatiotemporal mechanistic
model is the ability to simulate in time different pro-
portions of proliferating, hypoxic and necrotic tissue
within the tumor tissue.51 This can occur with varying
vascular densities due to the surrounding host tissue,
causing heterogeneous oxygen distribution. Differ-
ences in vasculature between tumors are expected to
affect the delivery and distribution of chemothera-
peutics administered intravenously.51 In previous
work, chemotherapeutic efficacy has been determined
in non-specific tumors.16,17,51,52 Here, we use metabolic

FIGURE 4. Tumor characteristics compared between different levels of metabolic dysregulation. Comparison is at 400 h, by which
time a steady rate of growth was achieved. LOW: minimum theoretical dysregulation; BASELINE: dysregulation based on baseline
tumor values; HIGH: maximum theoretical dysregulation; SAMPLE: a representative patient case for illustration purposes. (a)
Tumor radius, (b) tumor vessel surface area (SA), (c) proliferating tissue fraction, (d) hypoxic tissue fraction, (e) necrotic tissue
fraction, (f) ratio of Type 1 to Type 2 macrophages.
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characteristics to account for potential inter-patient
differences in tumor vascularization, which through its
effects influences the delivery and efficacy of
chemotherapeutics.

Simulated patient tumor progression as a function of
metabolomic data with the proposedmethodology could
differ from actual clinical results. The set of metabolites
(Table 1) and the weighted coefficients assigned to them
(Table 3) are critical in determining the model parameter
values. The choice of metabolites depends on the specific
cancer type and is determined from analysis of mass
spectroscopy data for a set of patient data. As such, the
set is expected to remain consistent for all patients with
the same cancer type—in this study, NSCLC. However,
the set may not be the same across different studies. For
example, evaluating NSCLC patient plasma samples,
eight metabolites were found to be associated with plat-
inum chemotherapy response,59 while seven metabolites
were found in a study evaluating response to first-line
chemotherapy of pemetrexed combined with either cis-
platin or carboplatin.69Further, theweighted coefficients
calculated via multivariate statistical techniques (i.e.,
machine learning) may be different depending on the

techniques chosen to calculate them, such as a neural
network or pathway analysis combined with correlation
analysis, which would potentially arrive at different
weights for the same set of metabolites. Such differences
highlight the need to validate any particular technique
with actual outcomes observed in patients. It may also be
relevant to explore how correlations betweenmetabolites
may affect the simulated results. Moreover, various
combinations of model parameter values could give
similar results. The parameter values reflect the overlap-
ping of metabolites and tumor biological characteristics,
and their combined effects on tumor progression. Al-
though simulated tumor growth may be similar, it is ex-
pected that under therapy the results would be further
affected by therapy-related parameters. Response to
drugs other than cisplatin to reflect actual patient regi-
mens should be evaluated. Additionally, the association
of particular metabolites to model parameters (Table 1)
depends on the state-of-the-art of the biological knowl-
edge and the mass spectrometry (MS) analysis of the
tissue samples. Asmetabolomic knowledge progresses, it
is to be expected that the parameters may need to be
calculated based on additional or different sets of

FIGURE 5. Patient classification based on chemotherapy response. (a) Average log transformed metabolite intensities for
patients with clinical therapeutic response data, classified as CR/PR (complete response/partial response), SD/PD (stable disease/
progressive disease), DC (disease control = CR/PR/SD) or progressive disease (PD). (b) Simulated post-treatment tumor radius
AUC and post-treatment tumor radius (fraction of initial) after bolus injection of drug for responders (CR/PR and DC) and non-
responders (SD/PD and PD). Simulated tumor metrics were measured at 3.4 days post-treatment (n 5 3). *p £ 0.05; **p £ 0.01.
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metabolites. Accordingly, the assumptions underlying
their potential effects on the model parameters may need
to be revisited. Care must also be taken to ensure that a
consistent set of metabolites are captured during global
metabolic profilingofpatient biopsies across samples and
analytical batches by using reliable state-of-the-art
metabolite extraction techniques.

As the number of parameters required to discrimi-
nate between patients is unknown, it remains to be
verified whether any particular set of parameters and
their range of values can accurately simulate tumors
from different patients. It may be necessary to augment
the parameter set with further biologically-relevant
information (e.g., immune cells other than macro-
phages) in order to achieve this goal. The range of
values for the model parameters may also need to be
expanded to accommodate the biological information,
which could lead to redefinition of the scale describing
metabolic dysregulation. A major constraint is that
most of this type of information would be difficult to
measure from individual tumor biopsies. Consequently,
the model behavior depends mainly on the metabolomic
information and how this information is weighted and
combined to determine its effect on the model param-
eters. Using a small set of patient data, this study used
parameter values linked to metabolite intensities mod-
ulated by weights and combinations based on clinical
therapeutic responses to show consistency of the
model simulated treatment responses with the clinical
data. For future work, the weighting and combinations
may need to be adjusted to fine-tune the system
response to match what is observed with a larger test set
of patient tumors, and then using this finer-calibrated
system to predict the response for new patients. As a
step towards this goal, this study establishes a frame-
work to evaluate the complex interactions between
metabolic parameters that drive tissue-scale tumor
growth, providing a means to link the molecular- to the
tissue-scale behavior.
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