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High-throughput microscopy to determine
morphology, microrheology, and phase
boundaries applied to phase separating
coacervates†

Yimin Luo, ab Mengyang Gu, c Chelsea E. R. Edwards, a

Megan T. Valentine *b and Matthew E. Helgeson *a

Evolution of composition, rheology, and morphology during phase separation in complex fluids is highly

coupled to rheological and mass transport processes within the emerging phases, and understanding

this coupling is critical for materials design of multiphase complex fluids. Characterizing these

dependencies typically requires careful measurement of a large number of equilibrium and transport

properties that are difficult to measure in situ as phase separation proceeds. Here, we propose and

demonstrate a high-throughput microscopy platform to achieve simultaneous, in situ mapping of time-

evolving morphology and microrheology in phase separating complex fluids over a large compositional

space. The method was applied to a canonical example of polyelectrolyte complex coacervation,

whereby mixing of oppositely charged species leads to liquid–liquid phase separation into distinct

solute-dense and dilute phases. Morphology and rheology were measured simultaneously and kinetically

after mixing to track the progression of phase separation. Once equilibrated, the dense phase viscosity

was determined to high compositional accuracy using passive probe microrheology, and the results

were used to derive empirical relationships between the composition and viscosity. These relationships

were inverted to reconstruct the dense phase boundary itself, and further extended to other mixture

compositions. The resulting predictions were validated by independent equilibrium compositional

measurements. This platform paves the way for rapid screening and formulation of complex fluids

and (bio)macromolecular materials, and serves as a critical link between formulation and rheology for

multi-phase material discovery.

1 Introduction

Phase separating complex fluids including polymer solutions

and blends,1 colloidal dispersions and gels2,3 are important for

the processing of many soft materials. Technologically-relevant

examples include biophotonic nanostructures4 and polymer

membranes.5 Key to these processes is the complex interplay

between the evolving composition of the emerging phases and

their rheology,6,7 which sets the balance between the advection

of phase separation and its resistance by viscous dissipation or

elasticity, and determines the kinetics by which multi-phase

morphologies emerge and coarsen over time.

Often, the characterization of such kinetically-evolving,

multi-phase materials is hampered by the difficulty in sampling

the compositions and properties of the emergent phases and

structures as they evolve in real time. A common approach is to

separate the phases using external forcing (e.g., sedimentation)

in order to measure their composition, structure and rheology.

However, this ex situ approach is invasive, as it necessarily

interrupts the phase separation process. Moreover, this approach

can require large material volumes, and is sacrificial as the

material is often destroyed during the measurement.8 These

challenges have limited experimental investigations and

hampered our understanding of the relationships between

composition and rheology for a wide range of phase separating

materials.

An industrially-relevant,9,10 contemporary example is the

complex coacervation of polyelectrolyte solutions, in which oppo-

sitely charged macroions form polyelectrolyte complexes (PECs)
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that can undergo charge condensation-driven liquid–liquid phase

separation (LLPS) into a PEC-rich dense coacervate phase and

a PEC-lean dilute solution.11,12 As studies of the dense phase

properties usually involve phase separation from a relatively

dilute solution,13,14 a small perturbation in the initial composi-

tion often translates to dramatically different dense phase

composition. As a result, the connection between dense phase

rheology and phase separation remains incompletely understood.

This challenge is compounded by the difficulty in charac-

terizing coacervates with conventional methods. Specifically, iso-

lating and analyzing the small volume of dense phase is typically

time consuming. Further, recent work shows that the presence of

arrested states and time to equilibration is strongly controlled by

both the order of polyelectrolyte addition15 and the mixing

mechanics.16 Meanwhile, although it is common to assume that

neither the processing16 nor the subsequent isolation17 affect the

composition of the dense phase, which is assumed to be located

on the equilibrium phase boundary, this assumption has rarely

been validated with independent measurements.

Recent work on coacervates has examined connections

between viscoelasticity and salt concentration,18 pH,19 mixing

stoichiometry20 and chain length21 of phase separated coacervates

through time-composition superposition.22,23 These experiments

are painstaking, as they involve separation of the dense and dilute

phases at sufficient volume for conventional rheological

measurements.17,24 As a result, the question of how rheology

evolves with the ongoing phase separation remains unclear.16

These previous studies were also largely limited to the region of

the phase diagram where the viscosity was sufficiently high so

that the rheology can be resolved by conventional bulk

rheometry.17,18,24,25 By contrast, bulk rheometry is inaccessible

to low viscosity systems and in cases where materials are scarce,

such as peptides26,27 and proteins,28 which are often used

to study the charge-sequence dependence of polyelectrolyte

coacervation.29,30 There is therefore a considerable need for

in situ, high-throughput characterization tools to simultaneously

resolve the morphological, rheological and phase boundary

information on coacervates and other phase separating

complex fluids over wide range of phase diagram parameters

and in time, thereby circumventing the need for the types of

time-consuming experiments conventionally associated with

such systems.

In this work, we develop a method for in situ observation of

evolving morphology, composition and rheology of phase

separating complex fluids based on high-throughput optical

microscopy and passive probe microrheology measurements,31,32

and use it to quantify phase separation in polyelectrolyte mixtures

during complex coacervation. Our workflow (Fig. 1) is composed

of a high throughput data acquisition block that is material-

agnostic (left) and an analysis block that is material-specific

(right). The data acquisition block couples a motorized stage with

automated image acquisition routines that are adapted for con-

ventional well plates. This platform allows systematic acquisition

of image and dynamic video datasets for determination of phase

morphology and rheology for a wide range of compositional

formulations using minimal sample volumes, without the need

Fig. 1 A sketch of the process flow diagram of our data-driven approach. High-throughput microrheology is used to obtain the morphology and

viscosity Z�0 of the PEC-rich phase from an initial composition (Cp, Cs). The viscosity data are then split into model fitting and validation sets. The data in

the model fitting set, in combination with TGA measurements, are used to determine the relationship between the composition and the viscosity of the

PEC-dense phase. This relationship is then used to reconstruct the phase boundary and the tie line using the viscosity from the validation set.
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for individually mounting or manually scanning samples. As such,

this approach can be used to non-invasively monitor materials

in situ as phase separation progresses.33–35 Microrheology is parti-

cularly suited to characterizing systems with low viscosity, such as

those obtained from initially dilute mixtures.36 We chose to apply

our analysis to map the equilibrium phase boundary, which is

predicated on equilibrium being established. Compositions were

determined by a secondary method to validate the data.

The manuscript is organized as follows: we first report the

selection and development of a model test system involving

coacervating polyelectrolyte mixtures. We then demonstrate the

ability of the method to resolve morphology and microrheology

information to high precision in regions of low viscosity and

over long periods of time that were inaccessible to previous

methods. In particular, this approach allows us to probe

evolving viscosity of the dense phase during phase separation

in a noninvasive manner. Finally, we show that the large

datasets provided by the high throughput method enable a

new avenue for data-driven analysis, in which the mapping of

viscosity to fluid composition can be used to estimate key

features of the equilibrium phase diagram of the phase

separating systems without the need for independent compo-

sition measurements.

2 Material and methods
2.1 Preparation of polyelectrolyte complexes for wellplate

scanning

Poly(acrylic acid, sodium salt) solution (PAA, degree of poly-

merization N = 160, molecular weight = 15 kg mol�1) and

poly(allylamine hydrochloride) powder (PAH, degree of poly-

merization N = 187, molecular weight = 17.5 k g mol�1) were

purchased from Sigma Aldrich, and used without further

purification. 2 M (in base pairs) stock solutions of charged

macromolecules and their associated counter-ions were pre-

pared. A stock solution of PAH was prepared by weighing out

powder, adding deionized water (Milli-Q, 18.3 MO) at the

desired volume, and stirring with a magnetic stir bar to obtain

a clear solution. A PAA stock solution was diluted from a

35 wt% solution, as supplied by the manufacturer.

Mixing of the polyelectrolytes was carried out inside 96-Well

Krystal Glass Bottom Imaging Plates (Thomas Scientific,

Swedesboro, NJ), where each well can hold a maximum of

360 mL. Each sample had a total volume of 300 mL, and the

compositions were formulated by molar concentration, Cp

and Cs of polymer and salt, respectively. The added polymer

Cp includes charged macromolecules and their associated

counter-ions. Polyelectrolyte complexes were prepared at a

1 : 1 stoichiometric charge ratio of polycations and polyanions,

by assuming complete dissociation of charged monomers and

mixing equal volume of equimolar polyelectrolyte stock solu-

tions (=2 M). For instance, a sample formulated with an added

polymer concentration of Cp = 100 mM contains not only

50 mM of poly(acrylic acid) and poly(allylamine), but also 50 mM

of Na and HCl counter-ions, in addition to added salt Cs.

The mixing order proceeded as follows: a NaCl stock solution

(5 M) was first diluted with deionized water and a suspension of

0.01 vol% pre-washed, yellow-green fluorescent carboxylated

particles (2a = 1 mm Polysciences, Warrington, PA) in Milli-Q

water, and triturated by pipette three times to fully mix the

solution. The volume of particles added is proportional to the

polyelectrolyte stock solution. This way, the particle volume

fraction in the dense phase Fp is similar the dense phase in

each sample (Fp E 1 � 10�4). Required amounts of PAA stock

solutions were then added to solutions containing the desired

amount of deionized water, NaCl stock solution and particles,

and triturated by pipette twice to fully mix the solution. Finally,

the required amounts of PAH stock solutions were added. After

mixing all desired components, the entire well plate was sealed

with parafilm (Bemis Company, Neenah, WI), secured with tape,

and capped with a lid to minimize evaporation. The well plate

was wrapped in aluminum foil and left to equilibrate prior to

imaging. Although phase separation can be accelerated by

centrifuging,14 we found that it can sometimes lead to sedimen-

tation and aggregation of probes in lower viscosity samples, and

thus we instead chose to let the dense phase to settle to the

bottom into one continuous phase by gravity.

2.2 Thermogravimetric analysis

Dilute and dense phase compositions were determined by a

thermogravimetric furnace method following previously pub-

lished protocols13,14 using a Ney Vulcan 3-1750 Box Furnace.

Briefly, 2.5–10 mL of polyelectrolyte solution, at 3 polymer

concentrations (Cp = 100, 600 and 1000 mM) and 4 salt

concentrations (Cs = 3–4.5 M at 0.5 M increments), were mixed

without adding any fluorescent particles. The two phases were

recovered by centrifuging (2000 rpm, 30 min) and decanting the

dilute supernatant to separate the phases. Three replicate

samples of each phase, each with a volume of roughly 50 mL,

were prepared for each formulation, and loaded into aluminum

pans. Each pan was weighed before and after loading to

determine the initial solution mass. A timed sequence of

temperature steps was used to selectively eliminate various

components. In the first step, the samples were heated to

110 1C and held for 2.5 hours to evaporate water. In the second

step, the samples were heated to 600 1C and held for 12 hours

to pyrolyze and evaporate the polymers, leaving only salt. After

each step, the weight of the pan was recorded for every sample.

The volume fraction of polymer, salt and water were calculated

using the following density values, as in:14 rw = 1 g mL�1,

rpolymer = 1.3308 g mL�1, and rNaCl = 2.16 g mL�1. Three

replicates were made for both the dilute and dense phase of

each initial composition.

Throughout the text, for coacervation in the salt-polymer

phase diagram, we use superscripts ‘‘*’’ and ‘‘0’’ to denote

material properties and compositions for the PEC-dense and

PEC-dilute branches of the phase boundary, respectively, and

subscript ‘‘0’’ for those related to the initial mixture in the two-

phase region. Cp and Cs refer to the molar concentrations of

polymer and salt, while f and c refer to the volume fractions of

same. All other units are explicitly stated.
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2.3 Automated optical microscopy

Samples were imaged using a Zeiss Axio Observer 7 microscope

outfitted with a computer-controlled motorized sample stage

and motorized auto-focus objectives, and recorded with an

Axiocam 702 monochromatic camera. The location of each well

within the plate was first calibrated following standard proce-

dures in the Zeiss ZEN software to record the position of the

wells. Tiling of imaging regions within each well was performed

using a 10� objective (NA = 0.3, magnification = 590 nm per

pixel). A tiled region was designated around each well, which

consisted of 77 tiles with a 20% overlap between them.

A sequence of scans was automatically carried out, and tiles

were labeled by the well number. A single channel image of

each well took roughly one minute to scan. Afterwards, the

sequence of images was labeled by the well number. Finally,

multiple fields of view were merged using the Processing

Module in ZEN to render a stitched image of each well.

To acquire image stacks for microrheology, we used an oil-

immersion, 63� objective lens (NA = 1.4), which with the chosen

camera resolution provides a magnification of 93 nm per pixel.

The samples were imaged in fluorescence mode to maximize the

signal-to-noise ratio, using a Colibri 7 light source and standard

GFP filter set. A single field of view (960 pixels � 960 pixels) was

designated in each well, and a time series was acquired, using a

5 ms exposure and a 10 Hz frame rate.

2.4 Microrheology procedures

2.4.1 Probe selection. Several particle surface chemistries

were screened to determine their preferential partitioning into

each phase. We found that polystyrene (PS) particles grafted

with methoxy-terminated PEG (mPEG, 2 kg mol�1) selectively

partitioned to the dilute phase, those grafted with acrylate-

terminated PEG (3.4k) partitioned to the fluid–fluid interface,

and carboxylated PS particles partitioned to the dense phase. In

the final case, the probes were estimated to contribute negli-

gibly to the ionic strength of the system (Note 1.2, ESI†). The

selection of probes that partition to the phase to be charac-

terized by microrheology (in this case, the dense phase) ensures

that the other phase(s) contributes little signal to the image

stack used for microrheology analysis.

2.4.2 Multiple particle tracking (MPT). The particles were

tracked using an open source tracking algorithm.37,38 In brief,

the algorithm finds the centroid position of each particle in

each frame and then links these positions across frames to

generate trajectories of individual particles as a function of

time. In order to determine the localization noise floor (i.e., the

static error), which defines the minimum resolvable displace-

ment, control experiments were first performed for particles

immobilized in a stiff polyethylene glycol-based hydrogel

(Fig. S2, ESI†) under the same sample geometry and imaging

conditions, as previously described.39 After obtaining all parti-

cle trajectories using MPT, the mean squared displacement

(MSD) at each lag time, Dt, is computed as the mean of the

squared, 2D displacement over all particles and over all start-

ing times t:hDr(Dt)i = h(x(t + Dt) � x(t))2 + (y(t + Dt) � y(t))2i.

The variance is also computed as the standard deviation of

these mean squared displacements. The static noise floor, an

intrinsic error in determining a particles’ position due to inherent

noise in the measurements,40 adds a small offset value to the

measured particle dynamics, and thus causes an artificial plateau

in hDr2(Dt)i at sufficiently small Dt.41 In order to avoid this

artifact, the static noise floor value, once determined by tracking

immobilized particles, is subtracted from all hDr2(Dt)i.31,34,41
We find that the MSD increases linearly with lag time for the

range of lag times probed (0.1–10 s), which correspond to the

angular frequency range o = 0.63–6.3 rad s�1. This indicates a

predominantly viscous material response in this frequency range.

The smallest time and length scales accessible by this

method are limited by microscope acquisition framerate and

resolution limits. In general, using 2a = 1 mm probe particles,

the probed length scale ranges from 10 s of nm to 10 s of mm,

and the timescale ranges from 0.01 to 10 s of seconds.31 Stiff

(410 s of Pa) or very viscous materials (410 s of Pa s) are

difficult characterize by this method because of small probe

displacements. For the analysis – which assumes that probes

experience a locally homogeneous material – to be applicable,

the length scale of non-homogeneous phases and concen-

tration fluctuations must be significantly larger than the

probes, which ranges from hundreds of nm to several mm.

Since the MSD statistics are averaged over all particles and all

frames, spanning 10 s of seconds, it is assumed that the system

is ergodic: that the probes will sample all states uniformly and

randomly, so the averaged viscosity derived from the ensemble

of particles is the same as averaging individual trajectory over

longer times. We typically observe about 30–40 particles in each

frame. Thus, the microrheology properties obtained using 20%

of Dt will be the result of averaging 20 000 particle-steps,

sufficient for viscosity determination of a homogeneous sample.

The process is also assumed to be stationary within the window of

the measurement.

2.4.3 Fitting procedure to determine viscosity. To avoid the

bias introduced at large Dt from limited statistics, only the first

20% of the Dt’s are used in the fit to extract the viscosity across

all samples (interested readers are referred to Note 2.5 in ESI†

for a sensitivity analysis for the effect of different truncations).

Each MSD is weighted by the inverse of the variance in fitting the

linear model with 0 intercept to obtain the slope, which in two

dimensions is equal to 4D, where D is the diffusion coefficient.

The viscosity Z is found by the Stokes–Einstein relation

Z ¼ kBT

6paD

where kB is the Boltzmann constant, T is the absolute tempera-

ture, and a is the particle radius.

3 Results and discussion
3.1 Selection & parametrization of the model coacervating

system

To demonstrate our ability to acquire in situmorphological and

rheological information simultaneously during phase separation,
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we select a well-characterized PEC-forming polyelectrolyte pair:

poly(acrylic acid, sodium salt)(PAA)–poly(allylamine hydro-

chloride) (PAH). This polymer pair was chosen because of its

large two-phase coacervate region, and the wealth of literature on

its macroscopic equilibrium phase behavior, structure, and

viscoelastic properties.14,17,36,42

We first quantify the phase behavior in the composition

range spanning the region of coacervation by acquiring data at

previously unreported elevated added salt concentrations

(Z3 M), as shown in Fig. 2, following published protocols.14

We also perform an important set of validative experiments

that has not previously been reported, by performing the TGA

on the separate stock polyelectrolyte solutions individually

(ESI†) and verifying that the analysis reproduces the known

polymer concentration in the stock solution. We find that, in

the case of PAH, the wt% of polymer is consistent with the

weight change in the pyrolyzing step; in the case of PAA, the

formation of Na2CO3 causes an apparent increase in remaining

wt% after the pyrolizing step; once we account for the addi-

tional wt% from the –CO3 moeity, the wt% is consistent with

the known concentration in the stock solution, thus providing

confidence in the concentrations we report.

The resulting phase diagram is first presented in wt% of

the components (Fig. 2b), obtained by weighing the sample

directly. The system exhibits negatively sloped tie lines, i.e., the

small counter-ions of the polyelectrolytes preferentially concen-

trate in the polymer-depleted dilute phase. Voorn–Overbeek

theory,43 which takes into account both the entropy of mixing

and simple Debye–Hückel type screened electrostatic inter-

actions, predicts positively sloped tie lines, whereas later work

found that the excluded volume of small ions must be added to

account for the negatively sloped tie lines often observed in

experiments.13,14 More recently, it has been shown44 that the

direction of salt partitioning is not universal, but rather

depends both on the polyelectrolyte sequence chemistry and

charge density.44

Since the added polymer concentration Cp is inclusive of the

polyelectrolytes and their counter-ions, the latter also contri-

butes extra ions to the system. During PEC formation, the

fraction of counter-ions released by the polyelectrolyte-salt

complexes is termed the degree of ionization, a,17,36 which

depends not only on the dissociating strength of the poly-

electrolytes but also the charge environment, and influences

the tie line connecting compositions of the dense phase

C�
p;C

�
s

� �

and dilute phase C0
p;C

0
s

� �

on the phase diagram. a

therefore relates the formulation composition (Cp, Cs) to the

initial concentration (Cp,0, Cs,0) = (Cp, Cs + aCp). We note that

incomplete ionization contains contributions from both

counter-ion binding and pH-dependent protonation. Conse-

quently, an accurate value of a is crucial to obtaining the

correct dense and dilute phase compositions using TGA.

For strong polyelectrolytes such as the ones used in this

study, it is generally assumed that the degree of ionization

a = 1; however, as shown in Fig. 2c, we find that this is not the

case for the region of the phase diagram explored here. The

exact value of a is less important for regions of lower salt

concentration where the salt concentration of the dense phase

is insensitive to the total polymer concentration (i.e., the region

with c o 0.05 where the dense phase boundary is approxi-

mately vertical), but plays an important role in the region closer

to the critical point where the location of the phase boundary is

sensitive to salt concentration. The specific value of a and its

influence on apparent phase behavior has not been carefully

explored in earlier works; here, we present a systematic analysis

by which it can be estimated from TGA measurements across a

wide composition range (Note 6.1, ESI†).

We note that while a = 1 sufficiently describes the data at low

salt concentrations (1–2 M, dark green state points and tie lines

in Fig. 2c, where ‘‘x’’ is computed by a = 1), we find that a

smaller a better describes the region with higher added salt

(Z3 M, black state points). In principle, plotting the initial

mixture compositions prior to phase separation in this repre-

sentation should produce state points that lie along the com-

mon tie line. However, this will only be the case for the correct

value of a; an incorrect value of a will produce deviations

Fig. 2 Determination of equilibrium phase diagram obtained from TGA.

(a) Sketch of the phase diagram and how it is populated based on initial

compositions (Cp,0, Cs,0) and the equilibrium PEC-dilute C
0
p;C

0
s

� �

and

PEC-dense C
�
p;C

�
s

� �

phase compositions they produce within the two-

phase region for a given extent of ionization, a. The yellow shaded box

highlights a single tie line which is transformed for the optimization.

(b) Measured phase diagram where all experimental measurements are

represented in wt%. The tie lines, denoted by the dashed lines, are

constructed by connecting the average of the replicate measurements

for the dense and dilute phase. (c) The data in (b) are converted to volume

fraction using densities. An optimization procedure to minimize the dis-

tance d from the initial composition to the tie line was used to determine

the optimal value of a = 0.13 (black data). The dark green data were

performed at lower added salt (1–2 M) for overlapping measurements but

were not used for fitting, where a = 1. Error bars represent standard

deviations of replicate measurements. The data are superimposed on

the tie lines obtained from previously reported TGA measurements of

the same system (compositions not shown) in semi-transparent dashed

lines, reproduced from ref. 14.
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between the collection of initial state points and the tie line.

An apparent value of a = 0.13 can therefore be obtained by

minimizing the aggregate error between the distribution of

initial compositions and the normalized tie line (for detailed

calculation procedures, see Note 6 and Fig. S9 in ESI†).

We hypothesize that such a low apparent fractional charge of

the polyelectrolytes, which we recall includes both counter-ion

binding and protonation of acidic charge groups, is due to the

high ionic strength environment of the dense phase, differ-

ences in the pH between the initial solution and the separated

phases, or both.

Finally, we compare the phase diagram in volume fraction

(Fig. 2c) determined from the present experiments to previously

published data,14 including the tie lines obtained by TGA

measurements of the same system. We find excellent quanti-

tative agreement in regions of comparable salt concentration.

This validates the scheme for selecting a, and allows the

present data to extend the determination of the phase bound-

ary for coacervation to higher salt concentrations toward the

critical point. We note that extrapolation of the phase boundary

to the critical point produces a critical salt concentration above

the saturation concentration for NaCl, consistent with our

experimental observations (not shown) that coacervate droplets

are visible in optical microscopy at saturated NaCl below 10 mM

polyelectrolyte.

3.2 Tracking time evolution of phase separation by in situ

microscopy

To demonstrate the capabilities of the high-throughput auto-

mated microscopy system described previously, we perform

experiments to track the progression of phase separation upon

mixing into the two-phase region determined in Fig. 2. The

combination of spatially mapped imaging and passive probe

microrheology enables these experiments to track changes

in morphology during kinetic evolution of phase separation

by coacervation, while simultaneously measuring spatially-

addressed microrheology to characterize the transient material

properties that develop during the process in situ. Composi-

tions from the two-phase region are initially mixed on a 96-well

plate, and each well is imaged in its entirety over time

by stitching together tens of fields of view using automated

scanning. This approach avoids the selection bias that can arise

when different isolated locations are imaged within each

well. Moreover, the approach differs from previous studies that

track the progression of coacervation via measurement of

turbidity,15,36,45,46 which we find is an imprecise measure of

scattering from coarsening coacervate droplets whose interpre-

tation suffers both from resolution limitations as well as a

signal that is sensitive to a convolution of droplet size distribu-

tion, internal composition and volume fraction. By contrast,

our approach offers direct visualization of microscopic struc-

tural rearrangements, even long after macroscopic separation

has occurred. Here, we show that high-throughput automated

microscopy enables unique insight into how coacervate aging

depends on its composition, and how microrheology can be

used to sensitively assess whether phase separation is ongoing,

even when coarsening is undetectable from visual inspection of

a time series of images.

Experimentally, we find that phase separation occurs in

roughly four stages after the polyelectrolyte solutions are mixed

(Fig. S8, ESI†): (I) the initial phase instability forms dispersed

coacervate droplets; (II) the droplets sediment towards the

bottom of the well plate under gravity; (III) the droplets coalesce

to form larger droplets and eventually a continuous dense

phase; and (IV) any dilute phase droplets trapped inside the

continuous dense phase during coalescence continue to coarsen

via coalescence. We find that stages I–III occur rapidly over the

course of seconds to minutes, while Stage IV tends to proceed

slowly over days to weeks, depending on the coacervate composi-

tion. As expected for phase separation with rheological asymmetry

between the emerging phases,47 the morphological and kinetic

features of this phase separation are intricately coupled to visco-

elastic properties of the dense phase. Thus, we next seek to

explore effects of varying the amount of added salt on the evolving

morphology, since the coacervate dense phase viscosity thins with

increasing salt concentration.17,18,25

The rate of phase separation is highly coupled to the

viscosity of the dense phase; the higher the viscosity, the more

slowly phase separation occurs. We find that samples with

higher added salt (Fig. 3a–d) have lower viscosities, consistent

with prior reports.17,18,25 In those cases, the phase separation

occurs within minutes, after which the overall morphology

remains unaltered for weeks (Fig. 3b). By contrast, samples

with low added salt (Fig. 3e–h) can take several weeks or more

to completely phase separate under gravitational sedimentation.

Fig. 3f–h illustrates this slow evolution of phase separation over

the course of three weeks. Micrographs recorded at the same time

for two samples at high and low added salt indicate the difference

in microscopic morphologies (Fig. 3a and e), which echos the

trend in the measured phase boundary (Fig. 2), where samples

with lower added salt concentration tend to contain higher

concentration of polymer in the dense phase; these samples tend

toward slower coarsening kinetics and more irregular interfaces

indicative of slowly relaxing rheological response.

Although the sample morphology appears to quickly equili-

brate for higher added salt concentrations, the PEC-dense

phase still exhibits internal relaxation up to several days after

mixing. This is evident in subtle trends in the observed micro-

rheology, and is illustrated in Fig. 3c and d by measuring the

mean-squared displacement (MSD) of probes localized to the

dense phase within the same sample at various aging times

ranging from 1–3 days after mixing, respectively. Specifically, at

earlier aging times (t = 22 and 36 h), a subtle but clear transition

is evident from diffusive scaling of the MSD (hDr2(Dt)iB Dt1) at

short lag times to convective scaling (hDr2(Dt)i B Dt2) at long

lag times (Fig. 3c). While such weak convection could poten-

tially be due to thermal drift of the imaging system over time,

the convective feature in the MSD disappears after sufficiently

long aging times (Fig. 3d), ruling out this possibility. Therefore,

we conclude that the observed long-time convective scaling of

the MSD is due to the ongoing coarsening processes of Stages

III and IV described previously. The processes of coalescence in
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these stages cause interfacially-driven flows that propagate into

the bulk dense phase, therefore contributing the observed

convection to the probe motion. We note that the small

magnitude of the convective velocity, which is barely discern-

ible above the diffusive motion in some cases, would not be

evident from tracing the trajectories of individual probe parti-

cles. Upon fitting a two-parameter diffusive convective model to

the MSD: hDr2(Dt)i = (%v Dt)2 + 4DDt, where %v denotes the average

convective velocity, we extract an apparent age-dependent visc-

osity during phase coarsening (Fig. 3d). We find that the

apparent viscosity decreases with increasing aging time as

coarsening proceeds. We note that measurements at different

heights within the PEC-dense phase exhibit indistinguishable

MSDs (ESI,† Note 2.4), suggesting that this variation is not due

to concentration heterogeneities within the dense phase, but

could instead be due to other rheological aging processes.

A detailed study of how local concentration fluctuations give

rise to evolving rheological behavior is beyond the scope of this

work. Nevertheless, the present measurements demonstrate

that the statistical information provided by microrheology

analysis can serve as a highly sensitive probe of the kinetics

of ongoing phase separation compared to other measures,

including turbidity,15 light scattering and even the analysis of

structure within the microscopy images themselves. The con-

vection observed at large lag times Dt as the phases undergo

restructuring does not interfere with the viscosity extraction

using the MSD at short Dt. Rather, it is a signature of

the interfacial flows associated with the ongoing coarsening

process during phase separation. As a result, if the goal is to

compare to bulk rheology studies, then only ‘‘equilibrated’’

viscosity values (lacking these flow contributions to the MSD)

should be used.

Eventually, for sufficiently long aging times, convective

motion subsides (Fig. 3c). For the compositions studied here

involving comparatively large added salt concentrations, this

typically occurs only after the samples are left undisturbed for

4–7 days. In the analysis to follow, all equilibrium micro-

rheology data were obtained by measuring samples 4–7 days

after they were mixed to ensure sufficient completion of the

phase separation.

3.3 Quantifying the composition-dependence of coacervates

by microrheology

To understand how the equilibrium rheology of the phase

separated coacervate maps onto the equilibrium phase beha-

vior for the PAA–PAH system, we quantify the equilibrium

rheology of the PEC-dense phase using microrheology for a

set of different initial compositions. The formulated composi-

tions consist of a total of 7 polymer concentrations (Cp = 100,

200, 400, 600, 800, 1000, 1200 mM) and 4 added salt concen-

trations (Cs = 3, 3.5, 4, 4.5 M) (28 samples). Within this range,

the PEC viscosity can be obtained by microrheology. At lower

salt concentrations, the probe displacement is less than the

detection limit within the experimentally accessible time

frame, and the rheology is better characterized with bulk

rheometry instead.17 Macroscopic observations (i.e., tilt tests)

in this composition range show that the dense phase viscosity

decreases with both increasing initial polymer concentration

Fig. 3 Time evolution of the PEC morphology. Samples were prepared from an initial composition Cp = 100 mM total repeat units and Cs = 4.5 M added

salt in (a–d) and Cp = 0 M added salt in (e–h). (a and e) Show fluorescence micrographs, where the signal comes from fluorescent particles in the PEC-

dense phase. The scale bars are 100 mm. (b and f–h) Show images of the an entire well of radius = 7 mm, obtained by fusing 77 tiles collected using

a 10� objective and a motorized stage. (c and d) Show MSDs and apparent viscosity acquired at different time points after mixing. The earlier MSDs in (c)

show transient behavior that appears to approach a log slope of 2 at larger Dt, consistent with convective motion at long times. (f–h) Show Stage IV

coarsening over long periods of time for a sample prepared with no added salt.
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and initial salt concentration. We further validated our micro-

rheology analysis protocols by comparing the MSDs of centri-

fuged and noncentrifuged samples (Note 2.2, ESI†), of different

samples at the same composition (Note 2.3, ESI†), of particles

located at different z-planes (Note 2.4, ESI†). All presented no

significant difference amongst them, indicating the dense

phase had indeed adequately equilibrated during this time.

We further compared to bulk rheology measurements and

found good agreement between the two (Note 3, ESI†).

When controlling for the same total initial added polyelec-

trolyte concentration (Cp) and increasing the total amount of

added salt (Cs), the observed microrheology data are consistent

with the observation that increasing salt concentration renders

the sample less viscous (Fig. 4). Specifically, as the added salt

concentration increases, the magnitude of the MSD increases,

indicating a decrease in dense phase viscosity. Similarly, when

the polyelectrolyte concentration (Cp) is increased at fixed

added salt concentration (Cs), the MSD also generally increases

in magnitude, again indicating a decrease in dense phase

viscosity (Fig. 5 depicts the MSD obtained at constant Cs).

As we will eventually show in more detail, this decrease in

viscosity with added salt is consistent with the negatively sloped

tie lines observed in the equilibrium phase diagram in Fig. 2.

Specifically, because the dense side of the phase boundary is

negatively sloped away from the critical point, an increase in

either the added polymer or salt concentration will lead to a

corresponding decrease in the polymer concentration within

the dense phase, resulting in a lower viscosity relative to the

viscosity that would occur for a dense phase with polymer

concentration equal to the initial concentration. This effect is

especially pronounced at higher salt concentration where the

tie lines become more negatively sloped and the polymer

concentration on the dense side of the phase boundary

becomes highly salt concentration-dependent (Fig. 5).

An important distinction between previous reports17 and

this work for the PAA–PAH-salt system is the range of added salt

concentration studied. Bulk rheology experiments reported the

dense phase to be viscoelastic for this system for compositions

with up to 2 M of added salt,17 consistent with reports for many

other PEC systems.18,22,23,25 Nevertheless, application of time-

salt concentration superposition produces low-frequency limit-

ing viscous behavior, consistent with the ‘‘sticky Rouse’’ model,

which has been proposed to describe the linear viscoelasticity

of the PEC-dense phase.18,25 The viscosity at low frequencies is

the zero-shear rate viscosity Z�0. Here, we only measure Z�0 of the

dense phase by microrheology at higher salt concentrations,

suggesting that any viscoelasticity of the dense phases must

appear at higher frequencies (shorter lag times) than what is

accessed in our measurements. Ongoing studies are aimed at

resolving the viscoelastic behavior in this range. Nevertheless,

the robustness of the data and the observed qualitative trends

allow for a deeper quantitative examination of the composition-

dependent viscosity, which will be explored in the following

sections.

3.4 Relating dense-phase composition (/*, w*) to the

zero-shear viscosity Z�0

Having established that the measured viscosity of the dense

phase tracks the trend of relaxation time reported in earlier

works,16,17 and having directly measured the composition with

established protocols,14 we now attempt to understand the

quantitative relationship between them. This dependence is

elucidated by testing three different models for scaling the

viscosity, for a statistically meaningful sample size accessible to

our high-throughput measurements. We then empirically cor-

relate Z�0 to polymer and salt concentrations on the dense phase

boundary, using previous results of time-concentration super-

position as a guide to propose scaling relationships and to

Fig. 4 Mean-squared displacement for equilibrated samples at constant

Cp and varying added salt Cs. Colored data points and corresponding fit

curves correspond to the concentration of added salt indicated in the

color scales. The noise baseline has been measured separately (Fig. S2,

ESI†) and subtracted from all measurements. Note the error bar of the

variance and the fitting error are both smaller than the markers themselves.

Fig. 5 Mean-squared displacement for equilibrated samples at constant

added salt Cs and varying added complex Cp. Note that the exact shapes of

MSDs becomes less reliable as the displacements approach the noise

baseline but they are still useful in extracting the viscosity, which are

shown to be comparable to that measured by bulk rheology.
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rationalize the observed changes in viscosity with composition.

Thereafter, we show that it is possible to obtain a model of

the equilibrium dense phase boundary with these empirical

relationships and estimated parameters. We then apply several

statistical tests to validate our approach and to provide gui-

dance for future experiments.

Conventionally, many studies have found that the rheology

of the dense phase in the PAA–PAH system as well as other PEC

systems follows time-salt concentration superposition.17,18,22,24

In this context, salt- and polymer-concentration dependent

shift factors are used to rescale the linear viscoelastic spectrum,

which exhibits a corresponding plateau modulus G0, along

both frequency (horizontal) and modulus (vertical) shift factors

relative to an arbitrary reference composition. Many studies

found that the vertical (modulus) shift factor is approximately a

constant, while the horizontal (frequency) shift factor has a

strong salt-polymer dependence, highlighting the importance

of the salt concentration in setting the viscoelastic relaxation

time of the fluid, t0. The measured terminal complex viscosity

Z�0 ¼ G0t0 is therefore sensitive only to the horizontal shift

factor. In this work, although viscoelasticity could not be

observed over the captured frequency range in microrheology

measurements, there is a direct link to the time-concentration

superposition principle and our microrheology measurements

through the measurement of Z�0.

Comprehensive plots of the measured zero-frequency complex

viscosity (Fig. 6) reveal several important observations for the

analysis to follow. First, we note that the high-throughput micro-

rheology measurements produce a large sample data set of

viscosities that facilitate the testing of statistically-meaningful

scaling relationships, when correlating them to the compositions

measured by TGA. Second, we observe that the apparent depen-

dence of the viscosity on polymer concentration (Fig. 6a) is

relatively independent of the salt concentration; i.e., in the range

studied, the viscosity data appear to collapse to a single line

regardless of the added salt concentration. Finally, we note the

large variation and apparent sharp dependence of viscosity on

polymer concentration at the highest values of f*, which corre-

sponds to the region of the equilibrium phase boundary where the

dense-phase polymer concentration is relatively independent of the

salt concentration (Fig. 2c). This suggests a difference in scaling

between the high-salt concentration regime studied in this work

and the low-salt concentration regime studied in previous work.17

Based on the various analyses of PAA:PAH rheology per-

formed previously, we simultaneously consider three models.

Model 1 uses a power law48,49 of polymer concentration to

explain the observed viscosity variation (Fig. 6a):

Z�0ðf�Þ ¼ C1ðf�Þb: (1)

On the other hand, Fig. 6b suggests the following relation-

ship between viscosity and the salt concentration, as given by

Model 2:

Z�0ðc�Þ ¼ C2 exp �A
ffiffiffiffiffiffi

c�
p

� �

: (2)

We also consider the joint dependence of the viscosity on

the polymer and salt concentration in Model 3:24,25

Z�0 f�;c�ð Þ ¼ C3 f�ð Þ~bexp � ~A
ffiffiffiffiffiffi

c�
p

� �

: (3)

After taking the logarithm of the viscosity, Model 1–3

expressed in eqn (1)–(3) can be fit by linear regression (detailed

fitting procedure can be found in Note 6.2 in ESI†). We find

that the fit by only using polymer concentrations (eqn (1)) has a

very similar adjusted coefficient of determination (Radj
2) to that

obtained using both polymer and salt concentrations (eqn (3)

and Table 1). The large p-value in testing whether the linear

coefficient of salt concentration Ã = 0 in eqn (3) indicates that

we cannot reject the null hypothesis that Ã = 0, which is

identically equal to the case where the viscosity is independent

of the salt concentration (Model 1) along the dense phase

boundary. The analysis therefore indicates that the zero-shear

viscosity of compositions along the phase boundary is domi-

nated by the polymer concentration. Furthermore, for fixed

polymer concentration, we find that the salt concentration is

significant for fitting the viscosity using Model 2 (Table 1). This

is because the salt concentration is negatively correlated with

polymer concentration for compositions along the dense phase

boundary (i.e., the phase boundary is negatively sloped). In

Fig. 6 (a and b) Linear model fitting for relationship between viscosity and

composition. (c) Reconstructed phase boundary using fitted model. The

95% confidence interval of the fitting for each case is denoted by the grey

shaded area. The color bar denotes different added salt concentration Cp

corresponding to each point.
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summary, for the range of compositions studied, for a given

polymer concentration, the observed viscosity is statistically

insensitive to the salt concentration, such that any cross-

dependence can be safely ignored for these conditions.

Having established the separability of polymer- and salt-

dependence of the viscosity along the dense phase boundary in

the model system studied, we compare the observed scalings to

those previously reported in the literature. Power law scaling of

viscosity with volume fraction is observed across a range

of polymer fluids including polyelectrolytes and PECs.22,23

We note that b is not necessarily invariant to polymer concen-

tration; instead, it may increase as f increases due to the

increasing inter-chain association.49 Nevertheless, for the

ranges examined here, an average value of b = 4.5 ([3.5, 5.5])

adequately describes the trend observed in the data (Fig. 6a).

Similar values of b extracted from viscoelastic shift factors using

time-concentration superposition were reported in24 for composi-

tions above the equilibrium phase boundary. The observed scaling

with salt concentration described by eqn (2) is consistent with the

scaling proposed previously for an effective salt friction coefficient,

zðcÞ � exp �aðTÞ
ffiffiffiffiffiffiffiffiffiffiffiffi

CsðcÞ
p� �

,12,18,25,50 where Cs denotes the molar-

ity of salt, and the constant a(T) can be inferred from system

parameters:17,18

aðTÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2000NA

p
e3

2p ee0kBTð Þ1:5
; (4)

where NA is Avogadro’s number, e is the fundamental charge, e0
and e are the vacuum permittivity and relative permittivity of the

medium, kB is the Boltzmann constant, and T denotes the absolute

temperature. Thus, aðTÞ ¼ 1:68� 107T�1:5e�1:5 ¼ 1
ffiffiffiffi

M
p

h i

is a con-

stant. z(c) assumes that the longest viscoelastic relaxation time

t0 is dominated by exchange of polymer-bound ions between

polymer-polymer and polymer-free ion aggregates, with an

activation energy based on the Debye–Hückel theory for

screened electrostatics. In eqn (4), e varies from 80 at 0 M salt,

to about 45–50 at 3–4.5 M at T = 298 K.51,52 Thus, a(T) is a

constant ranging from 4:56� 9:24 1
ffiffiffiffi

M
p for the salt concentrations

considered. We derive a value of the coefficient A in model (2)

of A = 34.0 ([25.0, 43.0]) from a linearized fit of the data, and

given a conversion factor of 1M = 0.0269 v/v for water, we arrive

at aðtÞ ¼ 5:61� 0:71 1
ffiffiffiffi

M
p , well within the estimated range. This

value of A is also comparable to 4:74 1
ffiffiffiffi

M
p , the reported shift factor

from bulk rheology data reported by17 for the same system.

We perform out-of-sample testing (Note 6.4, Fig. S10, ESI†),

where 2/3 of the data were used to construct the linear model

and the other 1/3 were withheld for testing. This test indicates

that the empirical relationships Z�0 f�ð Þ; Z�0 c�ð Þ do an excellent

job at predicting Z�0 for f* and c* in the validation set,

indicating the robustness of the model. We also performed a

sensitivity analysis on various fitting parameters (Note, 6.5,

Table S2, ESI†) using 25%, 50% and 75% of the data to find the

fitting parameters, and find that in practice, as little as 50% of

the data used in our study are needed to ensure precision of the

parameter values. This means that approximately 15 unique

viscosity and composition measurements, based on the accu-

racy required, would be necessary to obtain a statistically

equivalent, empirical mapping from viscosity to the composi-

tion on the phase boundary, significantly reducing the time

cost associated with measuring the composition by TGA.

3.5 Reconstructing the dense phase boundary by viscosity

We will now show the utility in gathering a large microrheology

data set by demonstrating how it can be used to estimate the

location of the PEC-dense phase boundary within the PAA–PAH

phase diagram without the need for TGA measurements and

their associated time andmaterial cost. Specifically, by equating the

viscosity in the empirical scalings of eqn (1) and (2) and their

determined best-fit model parameters, it can be shown that, if A, b,

C1 and C2 are all assumed to be constants over the range of analysis

(as we have done so far), and they all are positive-valued (which they

must to be physically meaningful), then Z�0 can be eliminated in the

equations to leave an algebraic relationship for c* in terms of f*,

c� ¼ 1

A2
log

C2

ðf�ÞbC1

� �	 
2

(5)

In other words, inversion of the scaling relationships for

viscosity with f* and c* along the PEC-dense phase boundary

produces an empirical function for the boundary itself.

We show additional analysis by taking the first and second

derivatives,
@c�

@f� and
@2c�

@ðf�Þ2 (Note 6.6, ESI†) to understand

resulting curvature of the boundary. For the particular best-fit

values of A and b and their confidence intervals, we find that

the resulting phase boundary is indistinguishable from a

locally flat (i.e., linear) shape.

Having established a procedure to estimate the equilibrium

phase boundary from a large set of viscosity measurements, we

now assess the accuracy of the analysis by comparing these

estimates to the more direct measurements of the phase

boundary and its associated tie lines obtained from TGA

experiments (Fig. 7). To map the viscosity to composition,

we first derive the expressions relating Z�0 to f* and c* by

Table 1 Linear regression model for viscosity. The adjusted coefficient of

determination is denoted by Radj
2. Models 1–3 correspond to linear

regression models from eqn (1)–(3). The name of the parameters, fitted

values and 95% confidence intervals are shown in column 2–4. The

t-statistics for testing whether the linear regression coefficient is zero, its

p-value and significance levels are given in column 5–7. A small p-value

indicates the corresponding linear coefficient is significantly different from

zero

Param. Fitted 95% C.I. t-value p-value Sig. level

Model 1 log (C1) 9.1 [7.8, 10.4] 14.3 1.9 � 10�15 ***
Radj

2 = 0.74 b 4.5 [3.5, 5.5] 9.6 5.6 � 10�11 ***
Model 2 log (C2) 12.6 [10.1, 15.2] 10.1 1.71 � 10�11 ***
Radj

2 = 0.64 A 34.0 [25.0, 43.0] 7.7 9.0 � 10�9 ***
Model 3 log (C3) 7.2 [3.5, 10.9] 3.9 4.6 � 10�4 ***
Radj

2 = 0.74 ~b 6.4 [2.8, 10.0] 3.6 1.0 � 10�3 **
Ã �15.9 [�45.1, 13.0] �1.1 0.27

Sig. codes: ‘***’ = 0–0.001, ‘**’ = 0.001–0.01, ‘*’ = 0.01–0.05, no symbol =
0.1–1.0
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rearranging eqn (1) and (2):

f� Z�0
� �

¼ Z�0
C1

� �

1
b

; (6)

c� Z�0
� �

¼ 1

A2
log

C2

Z�0

� �	 
2

: (7)

These expressions together with the the fitting constants A,

b, C1, C2 derived from fitting the linear models (Fig. 6a and b) to

the model fitting set, constitute the model with estimated

parameters (Fig. 7a), which will be applied to a new set of data

(the validation set), for which Z�0 has been measured by micro-

rheology, but (f*,c*) have not been measured by TGA. The

composition will thus be derived from the model instead.

First, the initial compositions are estimated by the apparent

degree of ionization a = 0.13 (Fig. 2), denoted as ‘‘x’’ in Fig. 7b.

Then, estimated compositions along the dense-phase boundary

by Z�0 are denoted by the filled circles in Fig. 7c. Finally, a

dashed line of the same color connecting the initial and final

compositions constitute an estimate for the tie lines at the

PEC-dense phase state points estimated from the measured

viscosity. All Z�0 used in this case fall within the range for which

the fitting was performed in the last Section, but none were

used in the fitting procedure. TGA measurements from the

model fitting set (first shown in Fig. 2) also appear as grey

dotted lines in the plot to facilitate comparison with the directly

measured phase behavior (Fig. 7).

Overall, we find that, in the absence of the TGA measurements,

the dense phase composition and the tie lines can both be

reconstructed to a remarkable degree solely by measurements

of the viscosity, using the trained relationships between

viscosity and composition (which, we note, are ignorant of

the underlying phase separation). While the validation set is

not in any way related to the data used in the model fitting set,

thermodynamics dictate that initial compositions falling on the

same tie line would result in the same PEC composition.

Therefore, the tie lines for the two sets of data bear striking

resemblance to each other. Our method therefore greatly

reduces the time cost associated with characterizing the phase

diagram for any new samples in this material system.

4 Conclusions

We have demonstrated an in situ, high-throughput microscopy

platform and associated analysis workflow to simultaneously

track the evolution and aging of structure and microrheology in

complex fluids undergoing phase separation. The advantages

of the method, which include small sample volumes, auto-

mated data acquisition, the ability to track time-evolving pro-

cesses and simultaneously obtain morphological and rheology

information, and time and cost reduction associated when

constructing the phase diagram by TGA through the use of

statistical models.

These advantages were emphasized by applying the method

to mixed polyelectrolyte solutions undergoing coacervation-

driven liquid–liquid phase separation. In particular, we showed

that the method allows measurements of material properties

close to the critical point, which is otherwise difficult to access

using conventional methods by obviating the need to separate

the emerging phases for ex situ characterization. The large data

sets obtained facilitate analysis to estimate the relationship

between composition and viscosity using a phenomenological

scaling model. We demonstrate that this data-driven model can

be inverted to estimate equilibrium phase behavior, which is

in quantitative agreement with direct measurements using

conventional TGA approaches. The new experimental cap-

abilities enabled by the high-throughput approach provide an

effective tool to formulate multi-phase complex fluids, and to

explore the the underlying processes of phase separation from

micro- to macroscopic scales.
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