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Abstract: The modeling of the near-field interaction in the scattering-type scanning near-field 16 
optical microscope (s-SNOM) is rapidly advancing, although an accurate yet versatile modeling 17 
framework that can be easily adapted to various complex situations is still lacking. In this work, 18 
we propose a time-efficient numerical scheme in the quasi-electrostatic limit to capture the tip-19 
sample interaction in the near field. This method considers an extended tip geometry, which is 20 
a significant advantage compared to the previously reported method based on the point-dipole 21 
approximation. Using this formalism, we investigate, among others, nontrivial questions such 22 
as uniaxial and biaxial anisotropy in the near-field interaction, the relationship between various 23 
experimental parameters (e.g. tip radius, tapping amplitude, etc.), and the tip-dependent spatial 24 
resolution. The demonstrated method further sheds light on the understanding of the contrast 25 
mechanism in s-SNOM imaging and spectroscopy, while also representing a valuable platform 26 
for future quantitative analysis of the experimental observations.  27 

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 28 

1. Introduction 29 

Near-field optics circumvents the diffraction limit by introducing a sharp probe tip to the 30 
proximity of the investigated sample specimen[1]. The high-momentum photon in the near-31 
field zone is the necessary ingredient to gain deep subwavelength spatial resolution. In the 32 
modern scattering-type scanning near-field optical microscopy (s-SNOM)[2–4], the probe tip 33 
is polarized by the incident light, inducing a strongly enhanced field intensity at the apex of the 34 
tip, which interacts with the sample underneath. This interaction further modifies the amplitude 35 
and phase of the field scattered by the tip. The detected scattered field in the far-field zone can 36 
then be used to infer complex material properties with deep subwavelength spatial resolution.  37 

In any imaging or spectroscopic experiment, establishing a concrete understanding of the signal 38 
contrast mechanism is the cornerstone for quantitative information extraction from the raw data. 39 
This is deemed a challenging task in s-SNOM due to the nontrivial electrodynamic interaction 40 
between the light, the nano-sized tip, and the sample material in the near-field zone[5]. Because 41 
of the difficulty in modeling the irregular shape of the tip, idealization is often inevitable. Based 42 
on this idea, numerous successful models with different complexities have emerged over the 43 
past two decades as solutions to explain and analyze the s-SNOM contrast. Prominent examples 44 
include the point-dipole model[6,7], the finite-dipole model[8], the lightning-rod model[9], and 45 
a few others[10,11]. Furthermore, extensions of the models to account for more general 46 

https://doi.org/10.1364/OA_License_v1


experimental conditions such as layered thin films[12–16] and anisotropic materials[17–20] 47 
have been proposed.  48 

Recently we proposed a numerical framework that extends the original point-dipole model to 49 
surfaces with arbitrary topographic features and dielectric compositions[21]. Although the 50 
method demonstrates great merits and is time-efficient, it suffers from several drawbacks. For 51 
example, the point-dipole model is known to severely underestimate the penetration depth of 52 
the electric field due to the rapid decay of the dipole field[22]. This causes the discrepancy 53 
between the predicted spectra and the experimental measurements on thin films[22]. Secondly, 54 
the point-dipole model does not represent the realistic tip shape. When strong resonances occur 55 
in the sample material, the predicted spectral response often significantly deviates from the 56 
experimental measurement[8]. Therefore, the previous method welcomes improvements that 57 
can address such issues. In this article, we demonstrate an alternative to our previously reported 58 
method that is more advanced and efficient in explaining and modeling s-SNOM data. While 59 
exhibiting similar time efficiency with the initial method, the new version considers more 60 
realistic tip geometries which enables a wide palette of additional use cases, augmenting as well 61 
the applications that we previously discussed in detail in our past work[21]. As a proof-of-62 
concept demonstration, we employ an elongated spheroid tip[10,23] to investigate various near-63 
field phenomena such as the near-field interaction with biaxial and uniaxial materials, the 64 
dependence of the spatial resolution on various experimental parameters, and several other 65 
important issues that preoccupy the s-SNOM community. 66 

 67 

2. Quasi-electrostatic simulations including the extended tip geometry 68 

Electrodynamic simulations have led to fruitful results in the context of s-SNOM signal 69 
modeling[24–31]. However, the computationally intensive nature of the full-wave simulation 70 
prevents its wide use, with a limited number of applications having been reported. Simulating 71 
a near-field spectrum or image with a high spectral or spatial resolution is often impractical for 72 
commercial computers. On the other hand, it should be noticed that most analytical models are 73 
constructed under the quasi-electrostatic limit, where the incident wavelength is considered to 74 
be much larger than the tip and the probed region of interest on the sample. Although this 75 
approximation does not seem appropriate, especially in the visible and near-infrared (IR) 76 
regimes as the tip length is typically in the order of ten microns, it has been nonetheless shown 77 
that models under the quasi-electrostatic approximation capture the near-field physics very well 78 
especially in mid- and far-IR[6,8–10,32]. The prominent advantage of the quasi-electrostatic 79 
approximation is that it makes numerical simulations stable and time-efficient by only solving 80 
−∇ ∙ ∇𝑉 = 𝜌𝑓  with the appropriate boundary conditions[21]. Compared to its full-wave 81 
simulation counterpart, we find that our quasi-electrostatic simulation is at least one to two 82 
orders of magnitude faster. In addition, due to the absorption boundaries and small tip-sample 83 
distance used, full-wave simulations can often encounter convergence issue, which is not 84 
present in quasi-electrostatic simulations. We exploit these valuable features to set up a new s-85 
SNOM simulation method that is described next in detail. 86 

Various commercial and open-sourced Maxwell equations solvers such as COMSOL 87 
Multiphysics provide convenient platforms to conduct low-frequency electromagnetic 88 
simulations. To simulate the tip-sample near-field interaction in a quasi-static limit, the first 89 
step is to construct a uniform background excitation field 𝐸𝑖, which polarizes the tip and induces 90 
the field enhancement at the tip apex. As p-polarized light is predominantly used in the 91 
experiment and the elongated tip geometry yields a much larger polarizability in the tip shank 92 
direction, we only consider the vertical field and its dipole moment. The horizontal components 93 
can be considered in a similar fashion but not explicitly included in our current simulations. As 94 
schematically shown in Fig. 1(a), the uniform excitation field 𝐸𝑖 can be generated by setting 95 



the boundary conditions for the top and bottom surfaces as constant voltage 𝑉 = 𝑉0 and 𝑉 = 0, 96 
similar to a parallel plate capacitor connected to a fixed voltage source. The tip and sample can 97 
be subsequently added into the simulation space. Commonly used tip geometries in the 98 
analytical models include elongated spheroid[8,10], hyperboloid[9], cone[11], and so on. We 99 
adopt a metallic elongated spheroid tip as an example throughout this work, but other tip 100 
configurations can also be used depending on the application of interest (See supplemental 101 
materials). The length of the spheroid is set as 𝐿 = 600 nm in this study as we find this value 102 
to yield a good fit to the experimental data. In practice, 𝐿 can be used as an empirical fitting 103 
parameter to capture the characteristics of the tip used in the experiments. The apex radius of 104 

curvature 𝑎 relates to 𝐿 and the width of the spheroid 𝑤 by 𝑎 =
𝑤2

2𝐿
. By default, we use 𝑎 =105 

27 nm, a dimension that aligns well to the size of common commercially available tips used 106 
for s-SNOM imaging. The appropriate mesh setting can be determined by checking the 107 
convergence while iteratively increasing the mesh density. We find that the convergence is 108 
ensured by setting the mesh size near the spheroid apex comparable to the tip-sample distance 109 
𝑑𝑧. 110 

 111 
Fig. 1. (a) Schematics of the simulation setup. (b) The dipole moment of the spheroid on a Si sample as a function of 112 
tip-sample distance. (c) The corresponding approach curves demodulated at second, third, and fourth harmonics. 113 
Higher demodulation order exhibits a faster decay rate. (d) Surface charge density along the surface of the spheroid 114 
when it is 10 nm and 500 nm away from the Si surface. The inset shows the surface charge distributions. (e) Simulated 115 
near-field spectra of SiO2 thin films of different thicknesses normalized to Si. (f) The amplitude of the dipole moment 116 
as a function of frequency and tip-sample distance for a 300 nm thick SiO2 film on Si substrate.  117 

 118 

Once the simulation is complete, we obtain the potential 𝑉(𝑥, 𝑦, 𝑧)  and subsequently the 119 
electric field 𝑬(𝑥, 𝑦, 𝑧). The dipole moment of the spheroid in the vertical direction can then be 120 
calculated by integrating the surface charge density 𝜎 over the spheroid surface 121 

𝑝𝑧~ ∮ 𝜎𝑧𝑑𝑆,         (1) 122 
where 𝜎 = 𝑬 ∙ 𝒏̂ and 𝒏̂ is the surface unit normal vector. Finally, to mimic the tip oscillation 123 
and near-field modulation/demodulation processes, 𝑑𝑧 is discretized into ~10 points within the 124 
half cycle of the tip oscillation using a logarithmic spacing then interpolated to a finer grid for 125 
numerical integration (demodulation) as discussed before[21]. Assuming a harmonic 126 
oscillation of the tip 𝑑𝑧(𝑡) = 𝐴(1 − cos (Ω𝑡)) + ℎ0, where 𝐴 is the oscillation amplitude, Ω is 127 
the oscillation frequency, and ℎ0  is the minimal tip-sample distance, the experimentally 128 
collected demodulated signal is thus given by 129 



𝑆𝑛 = ∫ 𝑝𝑧(𝑡)𝑒−𝑖𝑛Ω𝑡𝑑𝑡
𝑇

0
,        (2) 130 

where  𝑇 =
2𝜋

Ω
 and 𝑛 is the demodulation order. It is important to realize that a multiplicative 131 

far-field factor due to secondary reflections off the sample surface is not considered in this 132 
simulation approach, similar to our previous simulation method[21]. This far-field factor can 133 
be either analytically calculated or numerically simulated in addition to the current simulation 134 
framework if needed[33] (See also supplemental materials). Although experimentally this 135 
multiplicative factor presents measurable effects in the data, recent works have demonstrated it 136 
can be effectively filtered by computing the ratio of near-field signals demodulated at different 137 
harmonics[34,35].  138 

Before performing elaborated simulations, we verify the validity of the method by means of 139 
simple examples. First, we simulate 𝑝𝑧  as a function of the tip-sample distance 𝑑𝑧 on Si as 140 
shown in Fig. 1(b). The corresponding demodulated signals 𝑆𝑛 (approach curves) are shown in 141 
Fig. 1(c). Both 𝑝𝑧 and 𝑆𝑛 exhibit rapid decay as the tip pulls away from the sample surface as 142 
expected. A higher demodulation order yields a faster decay rate, which is a well-known 143 
phenomenon[36–39]. Here we take a look at the surface charge distribution in the spheroid in 144 
two cases -- when it is interacting, or not, with the Si surface. The charge density 𝜎 on the 145 
spheroid surface along the vertical direction when 𝑑𝑧 = 10 nm and 𝑑𝑧 = 500 nm are shown 146 
in Fig. 1(d). When the spheroid is far away from the Si surface, The charge distribution is purely 147 
induced by the background field 𝐸𝑖 . Therefore, the positive and negative charges exhibit a 148 
symmetry distribution toward both ends of the spheroid. When the spheroid is brought in the 149 
vicinity of the Si surface, the near-field interaction breaks the symmetry and causes a drastically 150 
higher charge density on the apex, which is responsible for the strong field enhancement as 151 
well as for the modified dipole moment. 152 

Next, we demonstrate the advantage of the proposed method compared to the previous point-153 
dipole model framework[21]. In Fig. 1(e) we plot the broadband near-field amplitude spectra 154 
of SiO2 thin films deposited on a Si substrate. The spectra are normalized to that on Si. The 155 
thickness 𝑡  of the film varies from 300 nm to 2 nm. The simulated spectra show great 156 
consistency with the previously published experimental data (see also supplementary materials) 157 
while the point-dipole model prediction is noticeably worse[22]. This is because the point-158 
dipole does not capture the effect of the extended tip shank very well while the elongated 159 
spheroid is a much superior approximation to the real conic or pyramidal tip. Since the 160 
measurement of thin films is ubiquitous in s-SNOM experiments[40–45], an accurate model 161 
for data analysis in this regard is indispensable. For reference, the simulation of one spectrum 162 
in Fig. 1(e) only took a few minutes using a common commercial desktop. 163 

Besides s-SNOM, the proposed simulation method can be readily adapted to simulate other 164 
optical scanning-probe measurements. For example, in Fig. 1(f) we show the amplitude of 𝑝𝑧 165 
as a function of 𝑑𝑧 and frequency 𝜔 for a 300 nm SiO2 film on a Si substrate. This result is 166 
representative of the recently developed peak-force SNOM technique, where the vertical 167 
interaction can be reconstructed without the Lock-in demodulation of the scattering 168 
signal[38,46,47]. Other optical scanning probe techniques such as photo-induced force 169 
microscopy (PiFM)[48,49], photo-thermal-based techniques like AFM-IR[50–52], tip-170 
enhanced photo-luminescence[53], and tip-enhanced techniques based on non-linear optical 171 
effects[54–56] could potentially benefit from similar simulations as well. For example, to 172 
simulate PiFM signal, one can evaluate the electric force on the tip due to the charge 173 
accumulation on the sample. To simulate AFM-IR contrast, the electromagnetic simulation 174 
needs to be coupled with heat transport simulation to determine the thermal expansion of the 175 
sample under near-field heating. 176 



It should be noted that in the simulation, the background electric field 𝐸𝑖 is not a constant when 177 
𝑉0 is set as a constant. This is due to the change of sample dielectric function or geometry. To 178 
illustrate this point let us consider an ideal parallel plate capacitor with a dielectric slab inside. 179 
The dielectric slab represents the sample in the simulation. Assume the spacing between the 180 
plates is 𝑑1 + 𝑑2. The thickness of the slab is 𝑑2. The relative dielectric function of the slab is 181 
𝜀. Continuity of 𝐷⊥ across the dielectric boundary leads to 𝜀0𝐸𝑖 = 𝜀𝐸𝑑, where 𝐸𝑑 is the field 182 
inside the dielectrics and 𝜀0 = 1 is the relative vacuum dielectric constant. Also, we have 𝑉 =183 
𝐸𝑖  𝑑1 + 𝐸𝑑  𝑑2. Combining the two equations gives 184 

𝐸𝑖 = 𝑉/(
𝑑1

𝜀0
+

𝑑2

𝜀
).            (3) 185 

Since 𝜀 depends on the materials as well as the frequency, 𝐸𝑖 is not a constant in the simulation. 186 
This change in the background field felt by the tip does not relate to the tip-sample near-field 187 
interaction and could be a source of artifact in the simulation. When the sample structure is 188 

planer layers, this effect can simply be normalized by setting a variable voltage 𝑉0 = 𝐸𝑖(
𝑑1

𝜀0
+189 

𝑑2

𝜀
) on the simulation boundary, resulting in a constant 𝐸𝑖. It is also evident from equation 3 190 

that choosing a larger 𝑑1 and smaller 𝑑2 in the simulation will lead to a smaller variation in  𝐸𝑖  191 
when 𝜀 is changing. Considering the penetration depth of the electric field, 𝑑2 should be at least 192 
hundreds of nm while 𝑑1 can be made arbitrarily large. For multi-layered samples such as the 193 
SiO2 thin films shown in Fig. 1(e), equation (3) can be generalized to include two or more 194 
dielectric slabs. When the sample does not take the form of uniform slabs and has topographic 195 
or compositional features, 𝐸𝑖  is in general not spatially uniform. However, practically this 196 
effect is typically minor and only significant for 𝜀 close to 0. Furthermore, we can counter this 197 
effect to a certain extent by specifically designing a spatially varying 𝑉0(𝑥, 𝑦, 𝑧) . In all 198 
simulations demonstrated in this work, we correct the variation of 𝐸𝑖 or make sure that the 199 
nonuniformity of 𝐸𝑖 does not alter the results significantly. Note that the previously proposed 200 
simulation method based on the point-dipole model does not experience the same issue since 201 
the point-dipole can itself serve as a field source and thus no background field is required[21]. 202 
Therefore, when simulating surfaces with complex topography or material composition, the 203 
previous method might be favorable. 204 
 205 

3. Near-field response of uniaxial and biaxial anisotropic materials 206 

Most crystals naturally exhibit anisotropy due to the lattice symmetry. However, the 207 
incorporation of sample anisotropy in some models is difficult and mathematically 208 
cumbersome. This is the reason why the impact of sample anisotropy on the near-field 209 
scattering signal is still not thoroughly studied. One great advantage of our proposed method is 210 
that the full dielectric tensor can be straightforwardly included in the simulation. Next, we 211 
investigate the near-field response of uniaxial and biaxial anisotropic materials. An earlier 212 
experimental study investigated the dielectric response of mica flakes under 40 nm thin using 213 
broadband near-field spectroscopy (nano-FTIR). Using a multilayer finite-dipole model, the 214 
authors found that only the out-of-plane dielectric function contributes to the near-field spectra 215 
while the in-plane response in mica is not detectable. We attempt to test this finding using the 216 
spheroid tip in our simulation. The in-plane and out-of-plane dielectric functions of mica are 217 
directly obtained from the previous study[57] and input into the COMSOL simulations in the 218 
full tensor form. The simulated 𝑆2 amplitude spectra for 40 nm, 7 nm, and 4 nm mica on Si 219 
substrate are consistent with the experimental data in [57] and shown in Fig. 2(a). Next, we 220 
closely examine the in-plane and out-of-plane responses individually. In Fig. 2(b) we show the 221 
calculated spectra of 40 nm mica on Si substrate. The three spectra are obtained using the full 222 
dielectric tensor, only the in-plane dielectric function, and only the out-of-plane dielectric 223 
function. Our result indicates that although only considering the out-of-plane component of the 224 



dielectric tensor yields a similar result compared to considering the full tensor, the effect of the 225 
in-plane response is non-negligible at this sample thickness. For thinner films such as 4 nm 226 
mica on Si substrate, we find that indeed the out-of-plane response is dominant as shown in 227 
Fig. 2(c).  228 

 229 

 230 
Fig. 2. (a) Simulated 𝑆2 amplitude spectra of 40 nm, 7 nm, and 4 nm mica on Si substrate. (b) Simulated 𝑆2 amplitude 231 
spectra of 40 nm mica on Si substrate considering the full dielectric tensor, only the out-of-plane dielectric function, 232 
and only the in-plane dielectric function. (c) Similar to (b) but for 4 nm mica. (d) In-plane and out-of-plane dielectric 233 
functions of hBN, showing distinctive phonon resonances. (e) 𝑆3 amplitude spectra simulated for 300 nm thick hBN 234 
on a Si substrate considering the full dielectric tensor (solid curve) and the isotropic effective dielectric function (dashed 235 
curve). (f) 𝑆3 amplitude spectra simulated for 5 nm thick hBN on a Si substrate (black curve) and 5 nm suspended hBN 236 
(orange curve).  237 
 238 

This finding for mica is seemingly in conflict with the previous reports on graphene, where the 239 
in-plane response was found to be the dominant factor to the near-field signal contrast[15]. The 240 
noticeable difference between a thin layer of mica and graphene is that the optical conductivity 241 
of graphene, especially for doped variants, is orders of magnitude higher. Next we investigate 242 
how in-plane and out-of-plane responses contribute to the near-field signal using a prototypical 243 
material hexagonal boron nitride (hBN), where the in-plane and out-of-plane phonon 244 
resonances occur at distinctive frequencies, unlike mica or other anisotropic crystals such as 245 
sapphire. Fig. 2(d) shows the real part of the dielectric functions for the in-plane and out-of-246 
plane directions of hBN[58], where the in-plane resonance occurs at a higher frequency (~1350 247 
cm-1) while the out-of-plane resonance at a higher frequency (~750cm-1) with comparable 248 
oscillator strength. It has been shown that an effective dielectric function 𝜀𝑒𝑓𝑓 = √𝜀𝑖𝑛𝜀𝑜𝑢𝑡 , 249 
which is the geometric mean of the in-plane and out-of-plane dielectric functions provides a 250 
good approximation for the bulk sample[8,10]. This is the direct result of the method of image 251 
charge[59]. First we study the thick film case and simulate a 300 nm thick hBN on a Si substrate 252 
using the anisotropic dielectric tensor and compare that to the result using the effective 253 
dielectric function. The calculated 𝑆3 amplitude spectra are shown in Fig. 2(e). Both the in-254 
plane and the out-of-plane resonances show signatures in the near-field spectra. It is evident 255 
that considering the effective dielectric function indeed leads to a practically identical 256 
prediction compared to considering the full dielectric tensor. That is, for bulk samples or thick 257 
films, s-SNOM probing does not have a directional preference and the contributions from in-258 
plane and out-of-plane dielectric responses are equal.  259 



In the case of thin films, the effective dielectric function 𝜀𝑒𝑓𝑓 = √𝜀𝑖𝑛𝜀𝑜𝑢𝑡 breaks down and the 260 
situation is more complicated. Not only the strengths of in-plane and out-of-plane responses of 261 
the film are important, but also the dielectric property of the substrate plays an important role 262 
as it can anisotropically screen the film response. This can be seen in Fig. 2(f), where 𝑆3 263 
amplitude spectra are simulated for 5 nm hBN on a Si substrate as well as for 5 nm suspended 264 
hBN. In the hBN/Si case, the in-plane resonance is suppressed while in the hBN/Air case the 265 
out-of-plane resonance is diminished. This behavior has a qualitative interpretation in terms of 266 
substrate screening. The tip-scattered field is related to the total dipole moment on the thin film 267 
and the substrate. On a high dielectric substrate with isotropic dielectric function 𝜀𝑠, the dipoles 268 

are screened in such a way that horizontal dipoles are weakened by a factor of 𝑓ℎ =
2

1+𝜀𝑠
 while 269 

the vertical dipoles are enhanced by a factor of 𝑓𝑣 =
2𝜀𝑠

1+𝜀𝑠
, as can be shown by the method of 270 

image charge. In the limit of |𝜀𝑠| ≫ 1, one has 𝑓ℎ = 0 and 𝑓𝑣 = 2. This is further verified by 271 
the form of the frequency- and momentum-dependent reflection coefficient of the 272 
structure[10,60,61]: 273 

𝑟𝑝(𝜔, 𝑞) =
𝑟𝑝12+𝑒2𝑖𝑘𝑧𝑑𝑟𝑝23

1+𝑒2𝑖𝑘𝑧𝑑𝑟𝑝12𝑟𝑝23
  ,        (4) 274 

where 275 

𝑟𝑝12 =
1−√𝜀𝑖𝑛𝜀𝑜𝑢𝑡

1+√𝜀𝑖𝑛𝜀𝑜𝑢𝑡
   (5) and 276 

𝑟𝑝23 =
√𝜀𝑖𝑛𝜀𝑜𝑢𝑡−𝜀𝑠

√𝜀𝑖𝑛𝜀𝑜𝑢𝑡+𝜀𝑠
,    (6) 277 

𝑑 is the thickness of the sample, and 𝑘𝑧 = 𝑞√−𝜀𝑖𝑛/𝜀𝑜𝑢𝑡 is the z-direction momentum of the 278 
electric field inside the sample. Note that the reflection coefficient discussed here should not 279 
be confused with the far-field reflection for the multiplicative far-field factor discussed in the 280 
previous section. For the near-field tip-sample interaction, we are generally interested only 281 
in 𝑟𝑝(𝜔, 𝑞) with 𝑞~𝑎. It is convenient to define the dimensionless polarizabilities 𝜒𝑖𝑛 and 𝜒𝑜𝑢𝑡  282 
as 𝜀𝑖𝑛 = 1 + 𝜒𝑖𝑛 and 𝜀𝑜𝑢𝑡 = 1 + 𝜒𝑜𝑢𝑡. In the limits of thin film (|𝑘𝑧𝑑| ≪ 1), high dielectric 283 
substrate (𝜀𝑠 ≫ 1) and weak sample response (𝜒𝑖𝑛 , 𝜒𝑜𝑢𝑡 ≪ 1), one has 𝑟𝑝 ≈ 𝑟𝑝0{−𝑞𝑑[(𝑟𝑝0 +284 

1)𝜒𝑖𝑛 + (𝑟𝑝0 − 1)𝜒𝑜𝑢𝑡 + 2] + 1} → 2𝑞𝑑(1 − 𝜒𝑜𝑢𝑡) − 1, where 𝑟𝑝0 =
1−𝜀𝑠

1+𝜀𝑠
→ −1. Therefore, 285 

only the out-of-plane response contributes to the signal in this limit. To compare, if there is no 286 
substrate, one has 𝑟𝑝 ≈ −

1

2
𝑞𝑑(𝜒𝑖𝑛 + 𝜒𝑜𝑢𝑡) such that the in-plane and out-of-plane responses 287 

contribute equally. In general, one can evaluate the contribution from in- and out-of-plane 288 
responses by computing 𝑟𝑝(𝜔, 𝑞). 289 

Furthermore, in models such as the point-dipole model[15,61] and the lightning-rod model[9], 290 
uniaxial materials with in-plane rotational symmetry can be incorporated by considering 291 
𝑟𝑝(𝜔, 𝑞). However, with biaxial materials, the in-plane rotation symmetry is broken, which 292 
poses difficulty in the modeling efforts[19]. This is where our proposed method demonstrates 293 
superiority. As a concrete example, we consider the near-field response from the biaxial van 294 
der Waals material MoO3. MoO3 is known to host the unique anisotropic surface phonon 295 
polaritons in the mid-IR and THz regimes, which have attracted tremendous research 296 
interest[23,62,63]. The dielectric function of MoO3 in the relevant frequency range can be 297 
obtained from [64]. We first consider a 100 nm MoO3 slab on a Si substrate and simulate the 298 
electric field distribution at various characteristic frequencies. As shown in Fig. 3(a), 299 
unidirectional polariton propagation in the crystal [100] and [001] directions are observed in 300 
740 cm-1 and 915 cm-1, while elliptical polariton waveform emerges at 985 cm-1. The biaxial 301 
anisotropic is responsible for this unique signature of MoO3. Next we demonstrate the 302 



simulation of the near-field spectrum of MoO3. 100 nm, 30 nm, and 10 nm MoO3 slabs on a Si 303 
substrate are simulated. The amplitude and phase spectra are shown in Fig. 3(b) and (c). The 304 
ability to simulate subtle spectral responses of biaxial materials is the key to the extraction of 305 
quantitative information from near-field measurements. Besides spectral domain, the near-field 306 
response in real space is another interesting aspect especially when polariton occurs. Here we 307 
demonstrate that our method is suitable to study real-space phenomena such as the edge-308 
launched polaritons. We simulate a line scan in the [100] direction across the edge of a 250 nm 309 
MoO3 on a Si substrate at 930 cm-1. 𝑝𝑧 as a function of distance to the edge 𝑋 and 𝑑𝑧 is shown 310 
in Fig. 3(d). The demodulated near-field response |𝑆2| is shown as the black curve, where clear 311 
periodic oscillation is observed. Compared to the calculated phonon polariton dispersion (inset 312 
of Fig. 3(d)), we find that the periodicity exactly matches the phonon polariton wavelength, 313 
which indicates that the observed oscillation occurs due to the edge-launched polariton instead 314 
of the tip-launched one. This is due to the fact that the tip radius (27 nm) is about one order-of-315 
magnitude smaller than the polariton wavelength thus the momentum matching is inefficient.   316 

 317 
Fig. 3. (a) Electric field in the z-direction 𝐸𝑧 simulated at 740 cm-1, 915 cm-1, and 985 cm-1, where different polariton 318 
propagation directions due to the biaxial anisotropy are observed. (b) and (c) Simulated 𝑆3 amplitude and phase spectra 319 
for 100 nm, 30 nm, and 10 nm MoO3 slabs on Si substrate. (d) Simulated pz as a function of dz during a line scan across 320 
the edge of a 250 nm thick MoO3 slab on Si substrate at 930 cm-1. The black curve shows the corresponding amplitude 321 
of 𝑆2, where oscillation with 𝜆𝑝 period corresponding to the edge-launched phonon polariton is observed. The inset 322 
depicts the dispersion of the phonon polariton calculated by the imaginary part of the reflection coefficient 𝐼𝑚(𝑟𝑝). The 323 
star marks the observed frequency and momentum in the simulation.  (e) Simulated 𝑆3 amplitude spectra on two 10 nm 324 
MoO3 slabs with a relative twist angle of 0°, 30°, 45°, 60°, and 90°.  325 
 326 

In addition, topological transitions of polariton dispersion were recently observed in twisted 327 
MoO3 slabs[65–67], making these a unique platform for investigating interesting physics and 328 
applications. This complex system again poses tremendous difficulties with respect to 329 
conventional modeling endeavors while our method can characterize the twisted layer in a 330 
facile manner. Next we demonstrate the spectra as a function of the twist angle 𝜃 in Fig. 3(e). 331 
The twisted layer can be characterized by a non-diagonal dielectric tensor 𝜀𝑡𝑤𝑖𝑠𝑡 = 𝑅𝑇𝜀𝑀𝑜𝑂3

𝑅, 332 
where 𝜀𝑀𝑜𝑂3  is the diagonal dielectric tensor of MoO3, 𝑅 is the rotation matrix, and 𝑅𝑇  is the 333 
transpose of 𝑅. Small yet systematic changes are observed for 𝜃 from 0° to 90°.  Note that this 334 



effect is intrinsically near-field, not to confuse with the far-field factor. The possibility to 335 
accurately simulate the spectral details is of paramount importance in delicate systems like this 336 
and other 2D material heterostructures. Our method provides a quantitative and versatile 337 
modeling approach for characterizing the spectrum of arbitrary materials, which is an important 338 
step for the quantitative analysis of near-field data. 339 

It is worth noting again that in our simulation, the multiplicative far-field factor is not explicitly 340 
included. The spectral feature is purely due to the tip-sample near-field interaction. When an 341 
anisotropic sample is present, the anisotropy can also manifest itself via the far-field reflection 342 
off the sample surface, where the angle of incidence could be of significant importance and 343 
should be carefully addressed. 344 
 345 

4. Experimental factors for the lateral resolution 346 

Besides the flexibility it provides for incorporating different material properties, another major 347 
advantage of our numerical approach is the ability to consider the topographic and 348 
compositional inhomogeneities and simulate near-field images and line scans, a task usually 349 
very difficult with conventional analytical models. We demonstrate the utility of our method in 350 
this regard through the investigation of the lateral resolution in s-SNOM. A previous study 351 
employing both experimental works and full-wave simulations shows that, contrary to common 352 
beliefs, the resolution of THz s-SNOM does not simply scale with the tip apex radius 353 
linearly[27]. Instead, blunter tips yield a much larger scattering signal while still preserving a 354 
reasonable resolution. This makes blunter tips a better option than sharper tips considering the 355 
fact that THz light sources typically emit at low power. Here we shed additional light on this 356 
problem by employing our proposed methodology.  357 

First we simulate the near-field signal line profile as the tip scans over a metal (Au)-dielectric 358 
(Si) interface. To avoid topography-related complications, the interface is designed to be flat 359 
as schematically shown in the inset of Fig. 4(a). Simulated 𝑆𝑛  amplitude profiles for 𝑛 =360 
1,2, … 8 are shown as the dots in Fig. 4(a). The profiles are fitted by the arctan function 361 
proposed in [27]. The best fits are shown as solid curves in Fig. 4(a) and the fitting parameters 362 
provide a quantitative estimate for the lateral resolution[27]. Fig. 4(b) demonstrates the lateral 363 
resolution determined from fitting for different demodulation orders using different tip radii 364 
ranging from 10 nm to 200 nm. The tapping amplitude is kept constant at 50 nm in all 365 
simulations. The general trend points to the fact that higher demodulation leads to a sharper 366 
boundary profile. This is because the lateral extension of the field modulated at higher 367 
harmonics is increasingly more confined[24]. More importantly, comparing 200 nm tip radius 368 
to 10 nm tip radius, we can see that although the tip radius is 20 times larger, the resolution is 369 
only worsened by a factor of less than 3. Importantly, the relative signal contrast as well as the 370 
raw scattering intensity are observed to increase along with the tip radius (Fig. 4(c)). These 371 
observations are highly consistent with the findings of the previous reports involving both 372 
experimental work and sophisticated full-wave simulations[24,27,28], which further validates 373 
the efficiency and accuracy of our simulations method based on quasi-electrostatics. 374 



 375 
Fig. 4. (a) Simulated line profiles of 𝑆𝑛 amplitude as the spheroid scans over the Au and Si interface. The tip radius is 376 
27 nm. (b) The lateral resolution obtained from fitting for different tip radii and demodulation order. (c) Relative 377 
contrast and absolute signal intensity on Au for 𝑆3 amplitude as a function of tip radius. (d) The lateral resolution 378 
obtained from fitting for different material boundaries. The results include Au-Si (𝜀 = 12) boundary at 1000 cm-1, Au-379 
PMMA (𝜀 = 2) boundary at 1500 cm-1, and Au-SiO2 (𝜀 = −3.25 + 1.5𝑖) boundary at 1130 cm-1. (e) Lateral resolution 380 
obtained from fitting for different tip oscillation amplitudes. (f) Relative contrast and absolute signal intensity on Au 381 
for 𝑆3 amplitude as a function of the tip oscillation amplitude. 382 
 383 
The time-efficient nature of the simulations enables us to systematically study other 384 
contributing factors that account for the attainable resolution. Next we simulate the resolution 385 
dependence on material properties. More specifically, we study two additional interfaces: an 386 
Au-PMMA interface at 1500 cm-1, where PMMA has a small dielectric constant (𝜀𝑃𝑀𝑀𝐴 = 2) 387 
and an Au-SiO2 interface at 1130 cm-1, where the phonon polariton resonance occurs (𝜀𝑆𝑖𝑂2

=388 
−3.25 + 1.5𝑖). The determined resolutions are plotted in Fig. 4(d) along with that from the 389 
previous Au-Si interface (𝜀𝑆𝑖 = 12). Both tip radius (27 nm) and tapping amplitude (50 nm) 390 
are kept constant. Comparing the resolutions obtained for Au-Si and Au-PMMA, we can see 391 
that the resolution is slightly higher in the PMMA case due to the larger dielectric contrast. 392 
However, the resolution is drastically worse in the Au-SiO2 case. We attribute the worsened 393 
resolution to the long-wavelength lossy phonon polariton in SiO2, similar to the blurry boundary 394 
recently observed in WTe2 due to the plasmon polariton[68]. The oscillation amplitude of the 395 
tip is another important factor that determines the achievable resolution. In Fig. 4(e) we study 396 
the resolutions obtained using different oscillation amplitudes. Smaller oscillation amplitude is 397 
found to improve resolution. However, when the oscillation amplitude is small, demodulation 398 
of the raw scattering signal to high harmonics of the tip oscillation frequency results in noisy 399 
data, which reduces the reliability of the fitting. Therefore, we only determine the resolution 400 
values up to the 7th harmonics for 25 nm tapping amplitude and the 3rd harmonics for 10 nm 401 
tapping amplitude. As shown in Fig. 4(f), although the relative contrast is higher when a smaller 402 
tapping amplitude is used, the raw signal intensity is lower. 403 
 404 
To summarize our findings, higher demodulation order, smaller tip radius, larger contrast in 405 
dielectric function, and small tapping amplitude generally result in higher lateral resolution. 406 
However, in practice, higher resolution is usually not the only consideration. Raw signal 407 
intensity and signal contrast are often equally important because of the finite signal-to-noise 408 
ratio limited by the light source power, stability, and detector noise. Therefore, there is a fine 409 
balance in choosing the ideal experimental parameters. Identifying this optimal balance 410 
experimentally is cumbersome due to the typical signal integration times used in s-SNOM, and 411 
hence the image acquisition duration. Thus, our simulation method can be a valuable tool to 412 
help identify optimal experimental parameters for a particular s-SNOM application of interest. 413 



 414 
Further on, we notice that the resolution and contrast determined from the flat material interface 415 
might not reflect other sample situations well. We prove this point by investigating a case where 416 
a small Au disk is embedded in a PMMA host, as schematically shown in the inset of Fig. 5(a). 417 
A simulated near-field 𝑆3 amplitude image is shown in Fig. 4(e) using a tip radius of 27 nm and 418 
tapping amplitude of 50 nm. The line profile across the red dashed line is plotted in Fig. 5(b) 419 
together with several other profiles obtained using different tip radii. The trend is obviously 420 
very different from the flat interface case discussed previously, which is evident by the 421 
resolution and the relative contrast shown in Fig. 5(c). In the embedded small disk case, the 422 
resolution is observed to scale mostly linearly to the tip radius while the relative contrast 423 
drastically decreases when a large tip radius is used. This observation makes the larger tip radius 424 
highly unfavorable when imaging samples with small feature sizes. Based on the simulation 425 
results, we conclude that the ideal tip radius for a specific experiment depends on the 426 
characteristic size of the feature in the sample. A tip radius comparable in size to the feature of 427 
interest is the most optimal if both the resolution and the relative contrast are considered.  428 
 429 

 430 
Fig. 5(a) Simulated 𝑆3 amplitude image for a 20 nm radius Au disk embedded in PMMA. (b) Simulated line profiles 431 
of 𝑆3 amplitude as the spheroid scans over the red dashed line in (a) for different tip radii. The vertical dashed line 432 
indicates the edge of the embedded disk. (c) Lateral resolution and relative contrast as a function of tip radius. 433 
 434 

5. Conclusion and discussions 435 

In this article, we propose a numerical method that is highly capable of accurately simulating 436 
the tip-sample interaction and tip scattering in s-SNOM experiments with tip geometry on 437 
demand. This method significantly augments the previously proposed simulation framework 438 
based on the point-dipole model[21]. The ability to consider the elongate tip shank provides a 439 
realistic prediction of the penetration depth of the electric field, which is important for 440 
analyzing spectra or images taken on layered thin films.  441 

We use the proposed method to study anisotropic near-field interaction and find that for thick 442 
samples (𝑡>300 nm), s-SNOM is practically probing the geometric mean of the in-plane and 443 
out-of-plane dielectric functions. For thin samples (𝑡 ~10 nm), however, the near-field response 444 
is a complex mixture of in-plane and out-of-plane responses. Furthermore, our flexible method 445 
is able to account for biaxial anisotropy and even the presence of non-diagonal dielectric 446 
tensors, which is considered difficult in conventional analytical models.  447 

The relations between the lateral resolution, signal contrast, raw signal intensity, and various 448 
external experimental parameters such as tip radius, demodulation orders, tapping amplitude 449 
are studied in greater depth. When the sample feature is much larger than the tip radius, a larger 450 
tip radius leads to stronger scattering intensity and larger material signal contrast while 451 
preserving a good lateral resolution. However, when the sample feature is small, e.g. 452 
nanoparticles, a larger tip radius becomes disadvantageous. Our simulations show that in this 453 
case the optimal tip radius is the one that is comparable to the feature size.  454 



Due to the quasi-electrostatic nature of the simulation, retardation effects are ignored in our 455 
simulations. In certain situations these effects could play an important role[9,30], where full-456 
wave simulations should be employed instead. A prominent example is when the incident light 457 
excites antenna resonances of the tip[69]. In this case, surface current forms standing wave, and 458 
a stronger field enhancement under the tip apex is realized. However, in most cases, our 459 
proposed method is demonstrated to be highly accurate, versatile, and easy to implement. It 460 
features several unique improvements over the previous methods and models. Therefore, we 461 
envision that it will become an important tool for future s-SNOM data analysis such as 462 
dielectric function extraction from spectroscopic or imaging measurements[14,70–72]. Given 463 
that the proposed method is highly time-efficient, it can also be regarded as a valuable tool to 464 
support future machine learning-related research[73–75] focused on s-SNOM and other optical 465 
techniques based on tip-enhancement, where a fast and reliable way to generate training data 466 
matching the experimental conditions of interest is crucial.  467 
 468 

Funding.  469 

Acknowledgments.  470 

X.Z.Chen, M.K.Liu, and D.N.Basov acknowledge support from the U.S. Department of 471 
Energy, Office of Science, National Quantum Information Science Research Centers, Co-472 
design Center for Quantum Advantage (C2QA) under contract number DE-SC0012704. 473 
M.K.Liu acknowledges support from the NSF Faculty Early Career Development Program 474 
under Grant No. DMR - 2045425. S.G.Stanciu acknowledges the financial support of 475 
UEFISCDI Grant OPTIGAN PN-III-P1-1.1-TE-2019-1339. D.N.Basov is the Vannevar Bush 476 
Faculty Fellow ONR-VB: N00014-19-1-2630. DNB is Moore Investigator in Quantum 477 
Materials EPIQS GBMF9455 478 

Disclosures. The authors declare no conflicts of interest. 479 

Data availability. Data underlying the results presented in this paper are not publicly available at this time but may 480 
be obtained from the authors upon reasonable request. 481 

Supplemental document. See Supplement 1 for supporting content. 482 
 483 

References 484 

1.  L. Novotny and B. Hecht, Principles of Nano-Optics (Cambridge University Press, 2006). 485 

2.  S. T. Chui, X. Chen, H. Hu, D. Hu, Q. Dai, and M. Liu, "Photo-induced charge density distribution 486 
in metal surfaces and its extraction with apertureless near-field optics," J. Phys. Condens. Matter 487 
31(24), 24LT01 (2019). 488 

3.  M. Liu, A. J. Sternbach, and D. N. Basov, "Nanoscale electrodynamics of strongly correlated 489 
quantum materials," Reports Prog. Phys. 80(1), 014501 (2017). 490 

4.  J. M. Atkin, S. Berweger, A. C. Jones, and M. B. Raschke, "Nano-optical imaging and 491 
spectroscopy of order, phases, and domains in complex solids," Adv. Phys. 61(6), 745–842 492 
(2012). 493 

5.  B. Deutsch, R. Hillenbrand, and L. Novotny, "Near-field amplitude and phase recovery using 494 
phase-shifting interferometry.," Opt. Express 16(2), 494–501 (2008). 495 

6.  B. Knoll and F. Keilmann, "Enhanced dielectric contrast in scattering-type scanning near-field 496 
optical microscopy," Opt. Commun. 182(4–6), 321–328 (2000). 497 

7.  F. Keilmann and R. Hillenbrand, "Near-field microscopy by elastic light scattering from a tip.," 498 
Philos. Trans. A. Math. Phys. Eng. Sci. 362(1817), 787–805 (2004). 499 

8.  A. Cvitkovic, N. Ocelic, and R. Hillenbrand, "Analytical model for quantitative prediction of 500 
material contrasts in scattering-type near-field optical microscopy," Opt. Express 15(14), 8550 501 
(2007). 502 



9.  A. S. McLeod, P. Kelly, M. D. Goldflam, Z. Gainsforth, A. J. Westphal, G. Dominguez, M. H. 503 
Thiemens, M. M. Fogler, and D. N. Basov, "Model for quantitative tip-enhanced spectroscopy and 504 
the extraction of nanoscale-resolved optical constants," Phys. Rev. B 90(8), 085136 (2014). 505 

10.  B.-Y. Jiang, L. M. Zhang, A. H. Castro Neto, D. N. Basov, and M. M. Fogler, "Generalized 506 
spectral method for near-field optical microscopy," J. Appl. Phys. 119(5), 054305 (2016). 507 

11.  S. T. Chui, X. Chen, M. Liu, Z. Lin, and J. Zi, "Scattering of electromagnetic waves from a cone 508 
with conformal mapping: Application to scanning near-field optical microscope," Phys. Rev. B 509 
97(8), 081406 (2018). 510 

12.  B. Hauer, A. P. Engelhardt, and T. Taubner, "Quasi-analytical model for scattering infrared near-511 
field microscopy on layered systems," Opt. Express 20(12), 13173 (2012). 512 

13.  J. Aizpurua, T. Taubner, F. J. García de Abajo, M. Brehm, and R. Hillenbrand, "Substrate-513 
enhanced infrared near-field spectroscopy," Opt. Express 16(3), 1529–1545 (2008). 514 

14.  A. A. Govyadinov, S. Mastel, F. Golmar, A. Chuvilin, P. S. Carney, and R. Hillenbrand, "Recovery 515 
of permittivity and depth from near-field data as a step toward infrared nanotomography," ACS 516 
Nano 8(7), 6911–6921 (2014). 517 

15.  Z. Fei, G. O. Andreev, W. Bao, L. M. Zhang, A. S. McLeod, C. Wang, M. K. Stewart, Z. Zhao, G. 518 
Dominguez, M. Thiemens, M. M. Fogler, M. J. Tauber, A. H. Castro-Neto, C. N. Lau, F. Keilmann, 519 
and D. N. Basov, "Infrared nanoscopy of dirac plasmons at the graphene-SiO2 interface," Nano 520 
Lett. 11, 4701–4705 (2011). 521 

16.  L. Mester, A. A. Govyadinov, S. Chen, M. Goikoetxea, and R. Hillenbrand, "Subsurface chemical 522 
nanoidentification by nano-FTIR spectroscopy," Nat. Commun. 11(1), 3359 (2020). 523 

17.  F. L. Ruta, A. J. Sternbach, A. B. Dieng, A. S. McLeod, and D. N. Basov, "Quantitative 524 
Nanoinfrared Spectroscopy of Anisotropic van der Waals Materials," Nano Lett. 525 
acs.nanolett.0c02671 (2020). 526 

18.  S. C. Schneider, S. Grafström, and L. M. Eng, "Scattering near-field optical microscopy of 527 
optically anisotropic systems," Phys. Rev. B 71(11), 115418 (2005). 528 

19.  A. J. Sternbach, F. L. Ruta, Y. Shi, T. Slusar, J. Schalch, G. Duan, A. S. McLeod, X. Zhang, M. 529 
Liu, A. J. Millis, H. Kim, L. Chen, R. D. Averitt, and D. N. Basov, "Nanotextured Dynamics of a 530 
Light-Induced Phase Transition in VO 2," Nano Lett. acs.nanolett.1c02638 (2021). 531 

20.  S. T. Chui, X. Chen, Z. Yao, H. A. Bechtel, M. C. Martin, G. L. Carr, and M. Liu, "Effect of sample 532 
anisotropy on scanning near-field optical microscope images," J. Appl. Phys. 129(8), 083105 533 
(2021). 534 

21.  X. Chen, Z. Yao, S. G. Stanciu, D. N. Basov, R. Hillenbrand, and M. Liu, "Rapid simulations of 535 
hyperspectral near-field images of three-dimensional heterogeneous surfaces," Opt. Express 536 
29(24), 39648 (2021). 537 

22.  L. M. Zhang, G. O. Andreev, Z. Fei, A. S. McLeod, G. Dominguez, M. Thiemens, A. H. Castro-538 
Neto, D. N. Basov, and M. M. Fogler, "Near-field spectroscopy of silicon dioxide thin films," Phys. 539 
Rev. B 85(7), 075419 (2012). 540 

23.  G. Ni, A. S. McLeod, Z. Sun, J. R. Matson, C. F. B. Lo, D. A. Rhodes, F. L. Ruta, S. L. Moore, R. 541 
A. Vitalone, R. Cusco, L. Artús, L. Xiong, C. R. Dean, J. C. Hone, A. J. Millis, M. M. Fogler, J. H. 542 
Edgar, J. D. Caldwell, and D. N. Basov, "Long-Lived Phonon Polaritons in Hyperbolic Materials," 543 
Nano Lett. 21(13), 5767–5773 (2021). 544 

24.  F. Mooshammer, M. A. Huber, F. Sandner, M. Plankl, M. Zizlsperger, and R. Huber, "Quantifying 545 
Nanoscale Electromagnetic Fields in Near-Field Microscopy by Fourier Demodulation Analysis," 546 
ACS Photonics 7(2), 344–351 (2020). 547 

25.  P. McArdle, D. J. Lahneman, A. Biswas, F. Keilmann, and M. M. Qazilbash, "Near-field infrared 548 
nanospectroscopy of surface phonon-polariton resonances," Phys. Rev. Res. 2(2), 023272 549 
(2020). 550 

26.  Y. Luan, L. McDermott, F. Hu, and Z. Fei, "Tip- and Plasmon-Enhanced Infrared Nanoscopy for 551 
Ultrasensitive Molecular Characterizations," Phys. Rev. Appl. 13(3), 034020 (2020). 552 

27.  S. Mastel, A. A. Govyadinov, C. Maissen, A. Chuvilin, A. Berger, and R. Hillenbrand, 553 
"Understanding the Image Contrast of Material Boundaries in IR Nanoscopy Reaching 5 nm 554 
Spatial Resolution," ACS Photonics 5(8), 3372–3378 (2018). 555 



28.  C. Maissen, S. Chen, E. Nikulina, A. Govyadinov, and R. Hillenbrand, "Probes for Ultrasensitive 556 
THz Nanoscopy," ACS Photonics 6(5), 1279–1288 (2019). 557 

29.  X. Chen, C. F. B. Lo, W. Zheng, H. Hu, Q. Dai, and M. Liu, "Rigorous numerical modeling of 558 
scattering-type scanning near-field optical microscopy and spectroscopy," Appl. Phys. Lett. 559 
111(22), 223110 (2017). 560 

30.  F. Mooshammer, M. Plankl, T. Siday, M. Zizlsperger, F. Sandner, R. Vitalone, R. Jing, M. A. 561 
Huber, D. N. Basov, and R. Huber, "Quantitative terahertz emission nanoscopy with 562 
multiresonant near-field probes," Opt. Lett. 46(15), 3572 (2021). 563 

31.  H. Aminpour, L. M. Eng, and S. C. Kehr, "Spatially confined vector fields at material-induced 564 
resonances in near-field-coupled systems," Opt. Express 28(22), 32316 (2020). 565 

32.  C. Liao and Y. Lo, "Inverse extraction of material properties by apertureless scanning near-field 566 
optical microscopy using phenomenological model," J. Opt. Soc. Am. B 30(11), 2819 (2013). 567 

33.  M. Autore, L. Mester, M. Goikoetxea, and R. Hillenbrand, "Substrate Matters: Surface-Polariton 568 
Enhanced Infrared Nanospectroscopy of Molecular Vibrations," Nano Lett. 19(11), 8066–8073 569 
(2019). 570 

34.  L. Mester, A. A. Govyadinov, and R. Hillenbrand, "High-fidelity nano-FTIR spectroscopy by on-571 
pixel normalization of signal harmonics," Nanophotonics (2021). 572 

35.  A. S. McLeod, A. Wieteska, G. Chiriaco, B. Foutty, Y. Wang, Y. Yuan, F. Xue, V. Gopalan, L. Q. 573 
Chen, Z. Q. Mao, A. J. Millis, A. N. Pasupathy, and D. N. Basov, "Nano-imaging of strain-tuned 574 
stripe textures in a Mott crystal," npj Quantum Mater. 6(1), 46 (2021). 575 

36.  X. Chen, X. Liu, X. Guo, S. Chen, H. Hu, E. Nikulina, X. Ye, Z. Yao, H. A. Bechtel, M. C. Martin, 576 
G. L. Carr, Q. Dai, S. Zhuang, Q. Hu, Y. Zhu, R. Hillenbrand, M. Liu, and G. You, "THz Near-Field 577 
Imaging of Extreme Subwavelength Metal Structures," ACS Photonics 7(3), 687–694 (2020). 578 

37.  A. Pizzuto, D. M. Mittleman, and P. Klarskov, "Laser THz emission nanoscopy and THz 579 
nanoscopy," Opt. Express 28(13), 18778 (2020). 580 

38.  L. Wang and X. G. Xu, "Scattering-type scanning near-field optical microscopy with 581 
reconstruction of vertical interaction.," Nat. Commun. 6, 8973 (2015). 582 

39.  N. A. Aghamiri, F. Huth, A. J. Huber, A. Fali, R. Hillenbrand, and Y. Abate, "Hyperspectral time-583 
domain terahertz nano-imaging," Opt. Express 27(17), 24231 (2019). 584 

40.  M. M. Qazilbash, M. Brehm, G. O. Andreev, A. Frenzel, P.-C. Ho, B.-G. Chae, B.-J. Kim, S. J. 585 
Yun, H.-T. Kim, A. V Balatsky, O. G. Shpyrko, M. B. Maple, F. Keilmann, and D. N. Basov, 586 
"Infrared spectroscopy and nano-imaging of the insulator-to-metal transition in vanadium dioxide," 587 
Phys. Rev. B 79(7), 075107 (2009). 588 

41.  X. Chen, X. Fan, L. Li, N. Zhang, Z. Niu, T. Guo, S. Xu, H. Xu, D. Wang, H. Zhang, A. S. McLeod, 589 
Z. Luo, Q. Lu, A. J. Millis, D. N. Basov, M. Liu, and C. Zeng, "Moiré engineering of electronic 590 
phenomena in correlated oxides," Nat. Phys. 16(6), 631–635 (2020). 591 

42.  M. K. Liu, M. Wagner, E. Abreu, S. Kittiwatanakul, A. McLeod, Z. Fei, M. Goldflam, S. Dai, M. M. 592 
Fogler, J. Lu, S. A. Wolf, R. D. Averitt, and D. N. Basov, "Anisotropic Electronic State via 593 
Spontaneous Phase Separation in Strained Vanadium Dioxide Films," Phys. Rev. Lett. 111(9), 594 
096602 (2013). 595 

43.  L. Wehmeier, T. Nörenberg, T. V. A. G. de Oliveira, J. M. Klopf, S.-Y. Yang, L. W. Martin, R. 596 
Ramesh, L. M. Eng, and S. C. Kehr, "Phonon-induced near-field resonances in multiferroic BiFeO 597 
3 thin films at infrared and THz wavelengths," Appl. Phys. Lett. 116(7), 071103 (2020). 598 

44.  C. Westermeier, A. Cernescu, S. Amarie, C. Liewald, F. Keilmann, and B. Nickel, "Sub-micron 599 
phase coexistence in small-molecule organic thin films revealed by infrared nano-imaging," Nat. 600 
Commun. 5(May), 1–6 (2014). 601 

45.  A. S. McLeod, J. Zhang, M. Q. Gu, F. Jin, G. Zhang, K. W. Post, X. G. Zhao, A. J. Millis, W. B. 602 
Wu, J. M. Rondinelli, R. D. Averitt, and D. N. Basov, "Multi-messenger nanoprobes of hidden 603 
magnetism in a strained manganite," Nat. Mater. 19(4), 397–404 (2020). 604 

46.  H. Wang, L. Wang, D. S. Jakob, and X. G. Xu, "Mapping three-dimensional near-field responses 605 
with reconstruction scattering-type scanning near-field optical microscopy," AIP Adv. 7(5), 055118 606 
(2017). 607 

47.  H. Wang, L. Wang, D. S. Jakob, and X. G. Xu, "Tomographic and multimodal scattering-type 608 



scanning near-field optical microscopy with peak force tapping mode," Nat. Commun. 9(1), 2005 609 
(2018). 610 

48.  M. Almajhadi and H. K. Wickramasinghe, "Contrast and imaging performance in photo induced 611 
force microscopy," Opt. Express 25(22), 26923 (2017). 612 

49.  D. Nowak, W. Morrison, H. K. Wickramasinghe, J. Jahng, E. Potma, L. Wan, R. Ruiz, T. R. 613 
Albrecht, K. Schmidt, J. Frommer, D. P. Sanders, and S. Park, "Nanoscale chemical imaging by 614 
photoinduced force microscopy," Sci. Adv. 2(3), e1501571–e1501571 (2016). 615 

50.  A. Centrone, "Infrared Imaging and Spectroscopy Beyond the Diffraction Limit," Annu. Rev. Anal. 616 
Chem. 8(1), 101–126 (2015). 617 

51.  A. Dazzi and C. B. Prater, "AFM-IR: Technology and Applications in Nanoscale Infrared 618 
Spectroscopy and Chemical Imaging," Chem. Rev. 117(7), 5146–5173 (2017). 619 

52.  S. Morsch, P. D. Bastidas, and S. M. Rowland, "AFM-IR insights into the chemistry of interfacial 620 
tracking," J. Mater. Chem. A 5(46), 24508–24517 (2017). 621 

53.  B. Yang, G. Chen, A. Ghafoor, Y. Zhang, Y. Zhang, Y. Zhang, Y. Luo, J. Yang, V. Sandoghdar, J. 622 
Aizpurua, Z. Dong, and J. G. Hou, "Sub-nanometre resolution in single-molecule 623 
photoluminescence imaging," Nat. Photonics 14(11), 693–699 (2020). 624 

54.  C. Blum, L. Opilik, J. M. Atkin, K. Braun, S. B. Kämmer, V. Kravtsov, N. Kumar, S. Lemeshko, J.-625 
F. Li, K. Luszcz, T. Maleki, A. J. Meixner, S. Minne, M. B. Raschke, B. Ren, J. Rogalski, D. Roy, 626 
B. Stephanidis, X. Wang, D. Zhang, J.-H. Zhong, and R. Zenobi, "Tip-enhanced Raman 627 
spectroscopy - an interlaboratory reproducibility and comparison study," J. Raman Spectrosc. 628 
45(1), 22–31 (2014). 629 

55.  H. Lee, I. Kim, C. Park, M. Kang, J. Choi, K. Jeong, J. Mun, Y. Kim, J. Park, M. B. Raschke, H. 630 
Park, M. S. Jeong, J. Rho, and K. Park, "Inducing and Probing Localized Excitons in Atomically 631 
Thin Semiconductors via Tip‐Enhanced Cavity‐Spectroscopy," Adv. Funct. Mater. 31(33), 632 
2102893 (2021). 633 

56.  T. Jiang, V. Kravtsov, M. Tokman, A. Belyanin, and M. B. Raschke, "Ultrafast coherent nonlinear 634 
nanooptics and nanoimaging of graphene," Nat. Nanotechnol. 14(9), 838–843 (2019). 635 

57.  A. Fali, S. Gamage, M. Howard, T. G. Folland, N. A. Mahadik, T. Tiwald, K. Bolotin, J. D. 636 
Caldwell, and Y. Abate, "Nanoscale Spectroscopy of Dielectric Properties of Mica," ACS 637 
Photonics acsphotonics.0c00951 (2020). 638 

58.  A. J. Giles, S. Dai, I. Vurgaftman, T. Hoffman, S. Liu, L. Lindsay, C. T. Ellis, N. Assefa, I. 639 
Chatzakis, T. L. Reinecke, J. G. Tischler, M. M. Fogler, J. H. Edgar, D. N. Basov, and J. D. 640 
Caldwell, "Ultralow-loss polaritons in isotopically pure boron nitride," Nat. Mater. 17(2), 134–139 641 
(2018). 642 

59.  E. J. Mele, "Screening of a point charge by an anisotropic medium: Anamorphoses in the method 643 
of images," Am. J. Phys. 69(5), 557–562 (2001). 644 

60.  Z. Sun, M. M. Fogler, D. N. Basov, and A. J. Millis, "Collective modes and terahertz near-field 645 
response of superconductors," Phys. Rev. Res. 2(2), 023413 (2020). 646 

61.  S. Dai, Z. Fei, Q. Ma, A. S. Rodin, M. Wagner, A. S. McLeod, M. K. Liu, W. Gannett, W. Regan, 647 
K. Watanabe, T. Taniguchi, M. Thiemens, G. Dominguez, A. H. C. Neto, A. Zettl, F. Keilmann, P. 648 
Jarillo-Herrero, M. M. Fogler, and D. N. Basov, "Tunable Phonon Polaritons in Atomically Thin 649 
van der Waals Crystals of Boron Nitride," Science (80-. ). 343(6175), 1125–1129 (2014). 650 

62.  W. Ma, P. Alonso-González, S. Li, A. Y. Nikitin, J. Yuan, J. Martín-Sánchez, J. Taboada-651 
Gutiérrez, I. Amenabar, P. Li, S. Vélez, C. Tollan, Z. Dai, Y. Zhang, S. Sriram, K. Kalantar-Zadeh, 652 
S.-T. Lee, R. Hillenbrand, and Q. Bao, "In-plane anisotropic and ultra-low-loss polaritons in a 653 
natural van der Waals crystal," Nature 562(7728), 557–562 (2018). 654 

63.  T. V. A. G. Oliveira, T. Nörenberg, G. Álvarez‐Pérez, L. Wehmeier, J. Taboada‐Gutiérrez, M. 655 
Obst, F. Hempel, E. J. H. Lee, J. M. Klopf, I. Errea, A. Y. Nikitin, S. C. Kehr, P. Alonso‐González, 656 
and L. M. Eng, "Nanoscale‐Confined Terahertz Polaritons in a van der Waals Crystal," Adv. 657 
Mater. 33(2), 2005777 (2021). 658 

64.  G. Álvarez‐Pérez, T. G. Folland, I. Errea, J. Taboada‐Gutiérrez, J. Duan, J. Martín‐Sánchez, A. I. 659 
F. Tresguerres‐Mata, J. R. Matson, A. Bylinkin, M. He, W. Ma, Q. Bao, J. I. Martín, J. D. Caldwell, 660 
A. Y. Nikitin, and P. Alonso‐González, "Infrared Permittivity of the Biaxial van der Waals 661 
Semiconductor α‐MoO 3 from Near‐ and Far‐Field Correlative Studies," Adv. Mater. 1908176, 662 



1908176 (2020). 663 

65.  M. Chen, X. Lin, T. H. Dinh, Z. Zheng, J. Shen, Q. Ma, H. Chen, P. Jarillo-Herrero, and S. Dai, 664 
"Configurable phonon polaritons in twisted α-MoO3," Nat. Mater. (2020). 665 

66.  G. Hu, Q. Ou, G. Si, Y. Wu, J. Wu, Z. Dai, A. Krasnok, Y. Mazor, Q. Zhang, Q. Bao, C.-W. Qiu, 666 
and A. Alù, "Topological polaritons and photonic magic angles in twisted α-MoO3 bilayers," 667 
Nature 582(7811), 209–213 (2020). 668 

67.  Z. Zheng, F. Sun, W. Huang, J. Jiang, R. Zhan, Y. Ke, H. Chen, and S. Deng, "Phonon Polaritons 669 
in Twisted Double-Layers of Hyperbolic van der Waals Crystals," Nano Lett. (June), 670 
acs.nanolett.0c01627 (2020). 671 

68.  R. Jing, Y. Shao, Z. Fei, C. F. B. Lo, R. A. Vitalone, F. L. Ruta, J. Staunton, W. J. C. Zheng, A. S. 672 
Mcleod, Z. Sun, B. yuan Jiang, X. Chen, M. M. Fogler, A. J. Millis, M. Liu, D. H. Cobden, X. Xu, 673 
and D. N. Basov, "Terahertz response of monolayer and few-layer WTe2 at the nanoscale," Nat. 674 
Commun. 12(1), 1–9 (2021). 675 

69.  S. Mastel, M. B. Lundeberg, P. Alonso-González, Y. Gao, K. Watanabe, T. Taniguchi, J. Hone, F. 676 
H. L. L. Koppens, A. Y. Nikitin, and R. Hillenbrand, "Terahertz Nanofocusing with Cantilevered 677 
Terahertz-Resonant Antenna Tips," Nano Lett. 17(11), 6526–6533 (2017). 678 

70.  D. E. Tranca, S. G. Stanciu, R. Hristu, C. Stoichita, S. a M. Tofail, and G. a Stanciu, "High-679 
resolution quantitative determination of dielectric function by using scattering scanning near-field 680 
optical microscopy," Sci. Rep. 5(1), 11876 (2015). 681 

71.  A. a. Govyadinov, I. Amenabar, F. Huth, P. S. Carney, and R. Hillenbrand, "Quantitative 682 
Measurement of Local Infrared Absorption and Dielectric Function with Tip-Enhanced Near-Field 683 
Microscopy," J. Phys. Chem. Lett. 4(9), 1526–1531 (2013). 684 

72.  F. Mooshammer, F. Sandner, M. A. Huber, M. Zizlsperger, H. Weigand, M. Plankl, C. Weyrich, M. 685 
Lanius, J. Kampmeier, G. Mussler, D. Grützmacher, J. L. Boland, T. L. Cocker, and R. Huber, 686 
"Nanoscale Near-Field Tomography of Surface States on (Bi 0.5 Sb 0.5 ) 2 Te 3," Nano Lett. 687 
18(12), 7515–7523 (2018). 688 

73.  X. Chen, R. Ren, and M. Liu, "Validity of Machine Learning in the Quantitative Analysis of 689 
Complex Scanning Near-Field Optical Microscopy Signals Using Simulated Data," Phys. Rev. 690 
Appl. 15(1), 014001 (2021). 691 

74.  X. Chen, Z. Yao, S. Xu, A. S. McLeod, S. N. Gilbert Corder, Y. Zhao, M. Tsuneto, H. A. Bechtel, 692 
M. C. Martin, G. L. Carr, M. M. Fogler, S. G. Stanciu, D. N. Basov, and M. Liu, "Hybrid Machine 693 
Learning for Scanning Near-Field Optical Spectroscopy," ACS Photonics 8(10), 2987–2996 694 
(2021). 695 

75.  S. Xu, A. S. McLeod, X. Chen, D. J. Rizzo, B. S. Jessen, Z. Yao, Z. Wang, Z. Sun, S. Shabani, A. 696 
N. Pasupathy, A. J. Millis, C. R. Dean, J. C. Hone, M. Liu, and D. N. Basov, "Deep Learning 697 
Analysis of Polaritonic Wave Images," ACS Nano acsnano.1c07011 (2021). 698 

 699 


