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ABSTRACT
Recent searches for the hosts of z ∼ 4 damped Ly α absorbers (DLAs) have detected bright galaxies at distances of tens of
kpc from the DLA. Using the FIRE-2 cosmological zoom simulations, we argue that these relatively large distances are due
to a predominantly cool and neutral inner circumgalactic medium (CGM) surrounding high-redshift galaxies. The inner CGM
is cool because of the short cooling time of hot gas in �1012 M� haloes, which implies that accretion and feedback energy
are radiated quickly, while it is neutral due to high volume densities and column densities at high redshift that shield cool gas
from photoionization. Our analysis predicts large DLA covering factors (�50 per cent) out to impact parameters ∼0.3[(1 +
z)/5]3/2Rvir from the central galaxies at z � 1, equivalent to a proper distance of ∼21 M

1/3
12 ((1 + z) /5)1/2 kpc (Rvir and M12

are the halo virial radius and mass in units of 1012 M�, respectively). This implies that DLA covering factors at z ∼ 4 may be
comparable to unity out to a distance ∼10 times larger than stellar half-mass radii. A predominantly neutral inner CGM in the
early universe suggests that its mass and metallicity can be directly constrained by absorption surveys, without resorting to the
large ionization corrections as required for ionized CGM.

Key words: galaxies: evolution – galaxies: high-redshift – quasars: absorption lines.

1 IN T RO D U C T I O N

Observations of damped Ly α absorbers (DLAs) along lines of sight
to background quasars (with H I columns NH I > 2 × 1020 cm−2)
provide some of the most stringent observational constraints on
galaxy formation physics in the early post-reionization universe.
Statistical DLA samples are now available out to redshifts z ∼ 5
(e.g. Prochaska & Wolfe 2009; Noterdaeme et al. 2012; Ho, Bird
& Garnett 2020), revealing the distribution of H I-rich structures in
and around galaxies far fainter than possible with emission surveys
(Wolfe, Gawiser & Prochaska 2005). Metal-line absorption features
from DLAs constrain their metallicity and kinematics, and thus the
DLA enrichment histories and the potential wells in which DLAs
reside (Prochaska & Wolfe 1997; Kulkarni & Fall 2002; Ledoux et al.
2006; Pontzen et al. 2008; Rafelski et al. 2012, 2014). However, the
origin of high-z DLAs is still uncertain. The DLAs may originate
in central H I discs (Prochaska & Wolfe 1997; Fynbo et al. 2008;
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Berry et al. 2014), in ‘protogalactic clumps’ (Haehnelt, Steinmetz &
Rauch 1998), in cosmic filaments (Faucher-Giguère & Kereš 2011;
Fumagalli et al. 2011), in satellites and neutral outflows (Rhodin et al.
2019), or in quasi-spherical cosmological inflows (Theuns 2021).

A new window on high-z DLAs has recently been opened by
the Atacama Large Millimeter/Submillimeter Array (ALMA), which
can potentially detect [C II] 158 μm fine-structure emission from
associated galaxies. Neeleman et al. (2017, 2019) detected [C II] at
angular separations of 2–4 arcsec from five high-metallicity DLAs
at z ∼ 4, corresponding to proper distances of 20–40 kpc. While this
is comparable to typical DLA–galaxy distances at z � 1 (Chen &
Lanzetta 2003; Rahmani et al. 2016; Møller & Christensen 2020), at
z ∼ 4 this size scale is a substantial fraction of the halo virial radius
(Rvir ≈ 60 kpc for an ∼1012 M� halo). This suggests that high-z
DLAs originate either in the CGM or in as yet undetected satellite
galaxies.

In this paper, we use the FIRE-2 (Feedback In Realistic Envi-
ronments) cosmological zoom simulations (Hopkins et al. 2018)
to examine the contribution of the volume-filling phase of the
circumgalactic medium (CGM) to the DLA population, where by
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‘volume-filling phase’ we refer to gas that permeates the halo volume
rather than gas associated with subhaloes or narrow filaments. We
show that this phase is predominantly neutral with a large DLA
covering factor at radii where two conditions are satisfied: (1) the
cooling time of virial temperature gas t

(s)
cool is shorter than the free-fall

time tff, implying that heat from accretion and feedback is quickly
radiated away, and (2) densities are sufficiently high that cool gas
is shielded from ambient ionizing radiation. Our analysis builds
on Stern et al. (2021, hereafter S21) where we studied condition
(1) in the FIRE simulations. We found that in �1012 M� haloes
in FIRE the inner CGM volume has t

(s)
cool < tff and a volume-

weighted temperature well below virial. In this paper, we discuss
the implications of this theoretical result for DLA observations. Our
study also supplements previous FIRE results on CGM absorbers
with lower H I columns (Faucher-Giguère et al. 2015, 2016; Hafen
et al. 2017).

Our paper is organized as follows: In Section 2, we briefly
summarize the relevant aspects of the FIRE simulations. In Section 3,
we explore the two conditions for a neutral CGM in FIRE, and
demonstrate in Section 4 that these conditions are associated with an
order-unity DLA covering factor. Section 5 compares the predictions
of the FIRE simulations with observations of high-redshift DLAs.
We discuss our results in Section 6 and summarize in Section 7.
We assume a flat �CDM cosmology with Hubble constant H0 =
67 km s−1 Mpc−1, �m,0 = 0.32, and baryon mass fraction �m/�b =
0.158 (Planck Collaboration VI 2018).

2 FI R E - 2 ZO O M S I M U L AT I O N S

The FIRE (Hopkins et al. 2014, 2018) project1 was developed
to explore the role of feedback in cosmological simulations of
galaxy formation. We utilize the second version of these simulations,
FIRE-2, which uses the multimethod gravity and hydrodynamics
code GIZMO2 (Hopkins 2015) in its meshless finite-mass mode.
Gravity is solved using a modified version of the Tree-PM solver
similar to GADGET-3 (Springel 2005). Heating and cooling processes
include metal-line cooling, free–free emission, photoionization and
recombination, Compton scattering with the cosmic microwave
background, collisional and photoelectric heating by dust grains, and
molecular and fine-structure cooling at low temperatures (10–104 K).
Star formation occurs in self-gravitating, self-shielded molecular
gas with nH > 1000 cm−3, while the subgrid implementation of
feedback processes from stars includes radiation pressure, heating by
photoionization and photoelectric processes, and energy, momentum,
mass, and metal deposition from supernovae and stellar winds.
Active galactic nucleus (AGN) feedback is not included. A full
description of the FIRE-2 simulations appears in Hopkins et al.
(2018).

In the analysis, we project H I volume densities calculated in
FIRE to predict observed H I columns along sightlines to background
sources. The H I fraction of resolution element a is derived in FIRE by
assuming equilibrium between recombination, collisional ionization,
and photoionization. Photoionization is by a spatially uniform UV
background (UVB) from Faucher-Giguère et al. (2009) and local hot
stars. The contribution of a local stellar particle b to the ionizing
flux at resolution element a is derived from the STARBURST99
stellar population models (Leitherer et al. 1999), after accounting for
absorption by resolution elements neighbouring b (see appendix E in

1https://fire.northwestern.edu/
2http://www.tapir.caltech.edu/∼phopkins/Site/GIZMO.html

Figure 1. Tracks of central halo mass versus redshift in the 16 FIRE zoom
simulations analysed in this work. Grid lines delineate bins in Mvir and z used
below.

Hopkins et al. 2018) and an approximation for absorption near a as
described next. The effect of other intervening absorbers between
b and a on the stellar flux is neglected. At resolution element
a, the incident UVB + stellar radiation is attenuated by a factor
e−nH/nH;shielded , where the shielding density nH;shielded is calculated
from

nH;shielded = 0.0123 �
2/3.

−12T
0.173

4 cm−3, (1)

where � ≡ 10−12�−12 s−1 is the photoionization rate and T4 ≡
T /104 K. This density threshold for shielding is derived from the
assumption that the size of the structure that includes resolution
element a is equal to its Jeans length (Schaye 2001; see Appendix
A). Using this approximation to attenuate the incident flux has
been shown to reproduce the neutral columns derived from post-
processing the simulations with full radiative transfer (see Faucher-
Giguère et al. 2010, 2015; Rahmati et al. 2013, and further discussion
in Section 6).

We analyse the 16 FIRE simulations discussed in S21, chosen so
their central haloes span a diverse range in (Mvir, z) space, as shown in
Fig. 1. These include five massive haloes from Anglés-Alcázar et al.
(2017b) and Ma et al. (2018) for which Mvir exceeds 1012 M� at z >

2, and eleven haloes with Mvir(z = 0) between ∼1010.5 and ∼1012 M�
(from Wetzel et al. 2016; Garrison-Kimmel et al. 2017, 2018; Chan
et al. 2018; El-Badry et al. 2018; Hopkins et al. 2018). The mass of
a baryonic resolution element is mb = 33 000–57 000 M� in the five
massive haloes and mb = 2100–7100 M� in the lower mass galaxies.
We refer the reader to table 1 in S21 and the original references
for additional details on individual simulations. When binning is
required below, we divide the simulation snapshots (separated by
25–30 Myr) into bins of �Mvir = 0.5 dex and �z = 1 as shown in
Fig. 1.

Using the Amiga Halo Finder (Knollmann & Knebe 2009), we
identify Mvir and Rvir of the main halo in each simulation snapshot
based on the virial overdensity definition of Bryan & Norman (1998).
The virial temperature Tvir is then calculated from

Tvir ≡ μmpGMvir

2kBRvir
≈ 2.6 × 106M

2/3
12

(
1 + z

5

)0.9

K, (2)

where μ ≈ 0.62 is the mean molecular weight, mp is the proton
mass, G is the gravitational constant, kB is the Boltzmann constant,
and M12 ≡ Mvir/1012 M�. The numerical estimate of Tvir is based on
the approximation of Rvir given by equation (B7) in the appendix.
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Neutral CGM as high-redshift DLAs 2871

Figure 2. The volume filling fraction of cool gas versus halo mass in FIRE, at inner CGM radii (0.1 < r/Rvir < 0.2, left) and at outer CGM radii (0.4 < r/Rvir <

0.6, right). Coloured lines and bands denote the median relation and ±1σ range for all snapshots within a redshift bin centred on the value noted in the legend.
At all redshifts, the inner CGM typically has fcool � 0.3 in haloes with mass <5 × 1011 M�, while fcool tends to drop for haloes with mass above 1012 M�. In
the outer CGM large cool gas filling fractions of fcool � 0.3 are apparent in <1011 M� haloes at z > 2.

3 C O N D I T I O N S F O R A N E U T R A L C G M

Two conditions must be met for the CGM to have a large neutral
fraction and thus also a large DLA covering factor. First, gas shocked
to a temperature ∼Tvir must cool rapidly; otherwise, the volume-
filling phase would be hot and collisionally ionized. Secondly, any
cool CGM needs to be shielded from the UVB and local stars;
otherwise, it would be photoionized. In this section, we explore both
conditions and demonstrate how they occur in the FIRE simulations.

3.1 Cool gas filling fraction in the CGM

The first condition for a neutral CGM, that hot gas cools rapidly, is
expected when the cooling time of the hot phase t

(s)
cool is shorter than

the free-fall time tff. This has been demonstrated in idealized hydro-
dynamic simulations, in which the CGM becomes predominantly
cool and supported by turbulence/bulk motions when t

(s)
cool � tff

(McCourt et al. 2012; Fielding et al. 2017; Lochhaas et al. 2020;
Stern et al. 2020), even when feedback heating is included. Similarly,
in S21 we showed that at radii where t

(s)
cool � tff in the FIRE

cosmological simulations the volume-weighted CGM temperature
is �Tvir. Here, we further explore this result by calculating the
volume filling fraction of cool gas fcool as a function of t

(s)
cool/tff

and other halo parameters in FIRE. We define gas as ‘cool’ if
its temperature is below 104.5 K, and limit the analysis in this
section to snapshots with Tvir > 105 K (i.e. Mvir > 8 × 109 M� at
z = 4), so the distinction between cool gas and virial temperature
gas is well defined. The chosen threshold of T < 104.5 K includes
gas that is heated by photoionization, and also allows for some
further heating by compression. As we discuss below, such gas
would be neutral if shielded from photoionizing radiation. We
emphasize that fcool is defined as a volume fraction rather than a mass
fraction, in order to focus on the volume-filling CGM phase while

minimizing the effects of gas associated with narrow filaments and
satellites.

We begin by exploring how fcool depends on Mvir, z, and CGM
radius r. To calculate fcool(r) in a simulation snapshot, we sum the
volume of all resolution elements with T < 104.5 K that are within a
given radial shell, and divide by the shell volume. Fig. 2 plots fcool as
a function of halo mass for shells that span 0.1 < r/Rvir < 0.2 (left-
hand panel) and 0.4 < r/Rvir < 0.6 (right-hand panel). Coloured lines
and bands plot the medians and dispersions (±1σ ) for all snapshots
in a given redshift bin, where bins span zi − 0.5 < z < zi + 0.5
for zi in {0, 1, 2, 3, 4, 5} (see Fig. 1). Medians and dispersions
are estimated by applying a Gaussian kernel density estimator (Scott
1992) on measurements of [fcool(r), Mvir] in all snapshots in the bin,
using a kernel bandwidth of 0.3 dex. The dispersion thus includes
both variability for a given halo and halo-to-halo variation, though
note that the latter may be underestimated due to our relatively small
halo sample size. The left-hand panel shows that in the inner CGM
fcool is a strong function of Mvir, decreasing from near-unity at Mvir ∼
1010 M� to near-zero at Mvir � 1012 M�, with no strong dependence
on redshift. At larger CGM radii shown in the right-hand panel, fcool

depends both on halo mass and on redshift, with fcool > 30 per cent
apparent mainly in �1011 M� haloes at z � 2.

Next, to compare fcool with t
(s)
cool/tff we estimate tff via (e.g. McCourt

et al. 2012)

tff =
√

2r

vc
, (3)

where vc = √
GM(< r)/r is the circular velocity and M(< r) is the

total mass enclosed within radius r. The estimate of the cooling time
of shocked gas t

(s)
cool follows S21 (see equation 7 there)

t
(s)
cool ≡ tcool(T

(s), PHSE, Z, z), (4)
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2872 J. Stern et al.

Figure 3. Left: The relation between halo mass and the ratio of the hot gas cooling time to free-fall time in FIRE. Solid and dashed lines correspond to
measurements of t

(s)
cool/tff at inner and outer CGM radii, respectively. Coloured lines and bands plot the median and dispersion (±1σ ) for each redshift bin, as in

Fig. 2. Note that t
(s)
cool/tff increases with halo mass and with halo radius, while it mildly decreases with increasing redshift. Right: Volume filling fraction of cool

gas versus t
(s)
cool/tff . The ratio t

(s)
cool/tff is estimated at the same radii as in the left-hand panel, while fcool is calculated within a shell spanning either 0.1 < r/Rvir

< 0.2 (solid) or 0.4 < r/Rvir < 0.6 (dashed). The value of fcool drops from ≈0.6 at t
(s)
cool ≈ 0.1tff to fcool � 0.3 at t

(s)
cool ≈ 10tff . This relation is rather independent

of redshift and radius, suggesting that t
(s)
cool/tff is the dominant parameter determining fcool.

where tcool is the cooling time based on the Wiersma, Schaye &
Smith (2009) tables, T (s) ≡ 0.6μmpv

2
c (r)/kB is comparable to the

virial temperature, PHSE is the thermal pressure assuming hydrostatic
equilibrium conditions, and Z is the shell-averaged metallicity in the
snapshot. To estimate PHSE, we assume that it equals the spherically
averaged weight of overlying gas in the snapshot (equation 12 in S21).
Equation (4) thus approximates the cooling time in a hot, thermal
pressure-supported CGM, regardless of whether such a ‘virialized’
CGM actually exists in the snapshot.

We checked that estimating t
(s)
cool based on the shell-averaged gas

density rather than based on PHSE yields similar results. This follows
since when thermal pressure is absent, bulk motions and turbulence
provide support against gravity (see below) and the resulting densities
that go into the t

(s)
cool calculation are comparable. We refer the reader

to S21 for a discussion of t
(s)
cool and its comparison to other estimates

of the cooling time in the simulations.
The left-hand panel of Fig. 3 compares t

(s)
cool/tff with Mvir, using

solid and dashed lines for the inner and outer CGM, respectively, and
different colours for different redshifts as in Fig. 2. The ratio t

(s)
cool/tff

increases strongly with Mvir and decreases relatively weakly with
increasing redshift. The strong dependence on halo mass is mainly
a result of the increase of Tvir with Mvir, while the lack of a strong
dependence on redshift is due to the decrease in gas density with
time roughly cancelling the effect of the decrease in Tvir at fixed
Mvir. The left-hand panel of Fig. 3 also shows that t

(s)
cool/tff increases

with radius. This increase with radius holds even if we calculate
the cooling time using the actual volume-weighted temperature in
the simulation rather than using T(s) (see equation 4). An increase in
t

(s)
cool/tff with radius also occurs in cooling flow solutions for the CGM

in which the entropy S ≡ kT /n
2/3
H decreases inwards (Stern et al.

2019, 2020). In contrast, isentropic CGM solutions show an opposite
trend where t

(s)
cool/tff decreases outwards (e.g. Faerman, Sternberg &

McKee 2020).3

The right-hand panel of Fig. 3 compares fcool with t
(s)
cool/tff in our

simulations, which span a range of over 103 in t
(s)
cool/tff . The cool

gas filling fraction shows a strong trend with t
(s)
cool/tff , decreasing

from fcool ≈ 0.6 at t
(s)
cool/tff ≈ 0.1 to fcool � 0.03 at t

(s)
cool/tff ≈ 10. We

emphasize that this relation is non-trivial, since t
(s)
cool is independent of

the actual gas temperature in the simulation (equation 4). The panel
shows that the median relations between fcool and t

(s)
cool/tff are almost

independent of redshift and radius, suggesting that the volume filling
fraction of cool gas is determined mainly by t

(s)
cool/tff rather than by

other system parameters.
In Fig. 4, we plot the radius where t

(s)
cool = tff as a function of Mvir for

different redshifts. In cooling flow solutions, this radius corresponds
to the sonic point, since the Mach number of the flow roughly equals
(t (s)

cool/tff )
−1 (Mathews & Bregman 1978; Stern et al. 2020). The figure

shows that R(t (s)
cool = tff ) tends to be beyond 0.5Rvir in haloes with

mass �1011 M�, while it drops to disc scales (�0.1Rvir; see below) at
Mvir � 1012 M�. At intermediate masses (∼1011–1012 M�), we find
t

(s)
cool = tff between 0.1Rvir and 0.5Rvir, and fcool is large in the inner

CGM while it is small in the outer CGM. Fig. 4 thus demonstrates the

3This difference can be understood by noting that at 105 � T � 107 K where
the cooling function scales as � ∝ T−0.5 one gets tcool ∼ kT/nH� ∝ S1.5

(neglecting metallicity gradients). In cooling flows in an isothermal potential
S ∝ r and tff ∝ r, so tcool ∝ r1.5 and hence tcool/tff ∝ r0.5 increases outwards.
In contrast, isentropic models give tcool ∝ r0 and tcool/tff ∝ r−1; i.e. this ratio
decreases outwards.
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Neutral CGM as high-redshift DLAs 2873

Figure 4. The radius where t
(s)
cool = tff versus halo mass and redshift.

Coloured lines and bands denote the median relation and ±1σ range for
each redshift bin, as in Fig. 2. The value of R(t (s)

cool = tff ) is beyond 0.5Rvir in
haloes with mass �1011 M� and drops to disc scales at Mvir � 1012 M�.

S21 result that as FIRE haloes grow in mass, fcool drops and the hot
phase becomes prevalent first in the outer CGM and only later in the
inner CGM. This ‘outside-in’ formation of a stable hot CGM phase
is opposite to the scenario suggested by Birnboim & Dekel (2003)
based on idealized simulations, where an expanding accretion shock
causes the hot phase to form from the inside out.

3.2 Self-shielding radius

In the previous section, we demonstrated that a large fraction of
the inner CGM volume is cool in �1012 M� FIRE haloes, where
the cooling times of hot gas are short. Here, we explore under
which conditions this volume-filling cool gas is also shielded from
photoionization.

As mean CGM densities at a given r/Rvir are expected to scale
with cosmic mass density and be roughly independent of halo mass
(see equation B3 in the appendix), we expect the importance of
shielding in a volume-filling cool phase to mainly depend on redshift.
This is demonstrated in the top panel of Fig. 5, where we compare
spherically averaged hydrogen density profiles nH(r) in FIRE with
the minimum density for shielding in FIRE nH;shielded. The value of
nH;shielded is estimated from equation (1) assuming T ≈ 104 K and
� = 10−12 s−1, as measured for the UVB at z ∼ 1–5 (e.g. Faucher-
Giguère 2020). To derive nH(r), we divide each snapshot into radial
shells of width 0.05 dex. We then sum the number of hydrogen
particles in all resolution elements with centres within the shell
and divide by the shell volume. Solid lines and coloured bands in
Fig. 5 mark the median and ±1σ range of these spherically averaged
profiles, among all snapshots in the relevant (z, Mvir) bin. The median
densities decrease with radius as r−2.1 − r−2.3 and increase with
redshift roughly as ∼(1 + z)3. The radius where nH exceeds nH;shielded

increases from ≈0.05–0.1Rvir at z ∼ 1 to ≈0.3Rvir at z = 4, and is
roughly independent of halo mass.

The bottom panel of Fig. 5 plots the ratio of the spherically
averaged density of T < 104.5 K gas, nH; cool, to the total gas density
plotted in the top panel. The panel shows that nH; cool � 10nH in
1012.5 M� haloes and nH; cool � 5nH beyond 0.5Rvir in 1011.5 M�

Figure 5. Top: Spherically averaged gas density profiles in FIRE, as a
function of redshift and halo mass. For each bin in (z, Mvir), a line and band
denote the median and ±1σ range of density profiles among all snapshots in
the bin. Note that densities increase with redshift and are roughly independent
of Mvir. Circles mark where the average densities exceed the shielding density,
calculated using equation (1) with � = 10−12 s−1 and T = 104 K. Bottom:
The ratio of the average cool (T < 104.5 K) gas density to the total density.
The cool gas and total gas densities are comparable in ∼1010.5 M� haloes
and at small radii in ∼1011.5 M� haloes, indicating no compression by an
ambient hot phase.

haloes, consistent with the compression of cool gas by an ambient hot
phase. In contrast, nH; cool ∼ nH in 1010.5 M� haloes and at small radii
in 1011.5 M� haloes. These haloes and radii correspond to regions
where t

(s)
cool < tff and hence the hot phase is largely absent (Fig. 4), so

nH roughly traces the density of the cool phase.
The radius where nH = nH;shielded can also be estimated analytically

as a fraction of Rvir (Appendix B)

R(nH = nH;shielded) = 0.33f 1/2
gas

(
1 + z

5

)3/2

�
−1/3
−12 T −0.09

4 Rvir, (5)

and in physical units

R(nH = nH;shielded) = 21f 1/2
gas

(
1 + z

5

)1/2

�
−1/3
−12 T −0.09

4 M
1/3
12 kpc,

(6)

where fgas is the CGM mass in units of the halo baryon budget and
M12 ≡ Mvir/1012 M�. Taking � appropriate for the UVB in FIRE
(i.e. neglecting ionization from local stars), and calculating fgas based
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2874 J. Stern et al.

Figure 6. Neutral hydrogen fraction in the FIRE CGM, as a function of
redshift and halo mass. For each (z, Mvir) bin, a line and band denote the
median fH I profile and ±1σ range among all snapshots in the bin. The inner
CGM is predominantly neutral in ∼1010.5 M� and ∼1011.5 M� haloes, and
the extent of this neutral region increases with redshift. The radius where
fH I ≈ 0.5 in <1012 M� haloes roughly corresponds to where the mean
density exceeds the shielding density (marked by circles; see Fig. 5). In
>1012 M� haloes, the CGM is predominantly ionized even at radii where
nH > nH;shielded, due to the dominance of the collisionally ionized hot phase.

on the total gas mass at 0.1 − 1Rvir in the snapshots, we find that
the median value of the product f 1/2

gas �
−1/3
−12 somewhat decreases with

redshift, from ≈1.5 at z = 0 to ≈0.9 at z = 4. Using these values in
equation (5) demonstrates that it provides a good approximation for
the radius at which nH = nH;shielded, shown in Fig. 5.

The implications of rapid cooling and self-shielding for the
hydrogen neutral fraction fH I are shown in Fig. 6. To calculate fH I as a
function of r/Rvir in a given snapshot, we divide the gas into 0.05 dex-
wide shells in radius, and divide the H I mass by the total hydrogen
mass within each shell. For each bin of (z, Mvir), we then calculate
the median and ±1σ range of the fH I profiles among all snapshots in
the bin. Fig. 6 shows that the inner CGM has a high neutral fraction
in <1012 M� haloes, while the extent of this neutral region increases
with redshift. On average, we find fH I > 0.5 out to 0.1–0.15Rvir at z

= 1, out to ≈0.2Rvir at z = 2, and out to ≈0.4Rvir at z = 4. These
radii are similar in the low mass (1010.5 M�) and intermediate mass
(1011.5 M�) bins, and are comparable to the radii at which the mean
gas density exceeds nH;shielded (marked by circles). In contrast, in the
high mass bin (1012.5 M�) the CGM is predominantly ionized at all
radii, due to the collisionally ionized hot phase filling the halo when
t

(s)
cool > tff .

3.3 Neutral CGM kinematics

Fig. 7 explores the kinematics of neutral inner CGM in FIRE. For
each radial shell, we measure the distribution of radial velocities of
resolution elements within the shell, combining shells with the same

Figure 7. Radial velocity distribution of the neutral CGM in FIRE. Lines
mark the median vr (weighted by H I mass) at different radii, while coloured
bands denote 16–84 and 5–95 percentiles. The combined distribution of all
snapshots in the (z ∼ 2,Mvir ≈ 1011.5 M�) bin is shown in the top panel,
and similarly for the (z ∼ 4,Mvir ≈ 1011.5 M�) bin in the bottom panel.
Vertical lines mark the radius within which the CGM is predominantly neutral.
Characteristic vvir and Rvir are noted in the legend. The radial velocities in
the neutral inner CGM span ±vvir, with a small net inflow.

r/Rvir from all snapshots in a given (Mvir, z) bin. To focus on the
neutral CGM, we weigh each resolution element by its H I mass. The
top panel shows the distributions in the (z ∼ 2, Mvir ≈ 1011.5 M�) bin
while the bottom panel shows the distributions in the (z ∼ 4, Mvir ≈
1011.5 M�) bin. Vertical lines mark the median radius at which fH I =
0.5 (Fig. 6), which increases with redshift from ≈0.2Rvir ≈ 16 kpc
at z ∼ 2 to ≈0.4Rvir ≈ 20 kpc at z ∼ 4. Lines mark the median of
the distribution while coloured bands denote the 16–84 and 5–95
percentiles.

Fig. 7 demonstrates that at radii where the CGM is predominantly
neutral (left of the dashed lines) the 5–95 percentile range of vr,H I

spans ±150 km s−1 in the z ∼ 2 panel and ±200 km s−1 in the z ∼
4 panel, roughly equal to the median virial velocity vvir of snapshots
in the bin (noted in the legends). The H I-weighted median velocity
is negative (inflow), though with relatively small absolute values of
20–30 km s−1. The mean of the distribution (not shown) is similar
to the median. Other redshifts and masses in our sample exhibit a
similar spread of −vvir � vr;H I � vvir and a small negative median
vr;H I.

While Fig. 7 demonstrates that the average inflow velocity in
inner neutral CGM is small, we emphasize that the CGM is not
thermal-pressure supported since there is no ambient hot phase
with temperature ∼Tvir. Neutral CGM in FIRE more resembles
‘dynamically supported CGM’, where support against gravity is
provided by bulk flows and turbulence arising from the interaction
between cosmological inflows and outflowing galactic winds, as seen
in idealized CGM simulations with t

(s)
cool < tff (Fielding et al. 2017).
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Neutral CGM as high-redshift DLAs 2875

Figure 8. Projected properties of a z = 4 CGM in the m13A4 simulation. Halo and stellar masses are, respectively, 5 × 1011 and 0.8 × 1010 M�. The panels
show mass-weighted logarithmic temperature (top-left), hydrogen column (top-right), neutral hydrogen fraction (bottom-left), and neutral hydrogen column
(bottom-right). Black circles mark the virial radius Rvir = 50 kpc, the shielding radius at which nH = nH;shielded (16 kpc, equation 1), the radius at which
t
(s)
cool = tff (13 kpc, equations 3–4), and the stellar half-mass radius R1/2 = 2.3 kpc. To minimize the cross-section of the central galaxy, the orientation of the

images is edge-on with respect to the angular momentum of gas at the centre. DLA sightlines (NH I > 2 × 1020 cm−2) are delineated by black contours in the
bottom-right panel. Note that at radii smaller than R(t (s)

cool = tff ) the CGM is predominantly cool and neutral, and has a DLA covering factor close to unity.

4 TH E D L A C OV E R I N G FAC TO R O F TH E C G M
IN F IRE

Above we demonstrated that FIRE haloes have a high neutral fraction
at CGM radii where t

(s)
cool < tff and nH > nH;shielded. We now discuss

the implications for DLA covering factors.
Fig. 8 plots projected quantities in the z = 4 snapshot of the

m13A4 simulation. The halo and stellar masses in this snapshot
are Mvir = 5 × 1011 M� and M∗ = 0.8 × 1010 M�, and the galaxy
star formation rate is SFR = 16 M� yr−1. The top-left panel shows
the mass-weighted logarithmic temperature 〈log T〉ρ , derived by
depositing the temperature of particles on an evenly spaced grid
according to their smoothing kernel, and then averaging over ±Rvir

in the direction perpendicular to the image. The other panels show
similar projection maps of NH, NH I/NH, and NH I. To focus on the
CGM and minimize the effects of an extended gaseous disc, we
choose an edge-on orientation, such that the total angular momentum
vector of gas in the inner 0.05Rvir is directed upwards. We also mark
in the panels the virial radius Rvir = 50 kpc, the stellar half-mass
radius R1/2 = 2.3 kpc (measured using all stars within 0.15Rvir), the
radius where nH = nH;shielded (16 kpc), and the radius where t

(s)
cool = tff

(13 kpc).
The top-left panel of Fig. 8 shows that at radii smaller than

R(t (s)
cool = tff ), the CGM is predominantly cool with temperatures

of 103–104 K, orders of magnitude lower than the halo virial
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2876 J. Stern et al.

Figure 9. (Images) H I columns in the m13A4 simulation as a function of redshift. The redshift and halo mass are noted in the panels. Solid white circles mark
Rvir and R1/2, while dotted circles mark the radius where fH I = 0.5. Black contours delineate DLA sightlines. As in Fig. 8, the projection axis is chosen so the
angular momentum vector is pointed upwards. (Bottom right) The DLA covering fraction versus impact parameter for the five snapshots. Note how the region
where CFDLA approaches unity expands with increasing redshift, tracing the region where the CGM is predominantly neutral.

temperature of Tvir = 1.5 × 106 K. The absence of a dominant hot
phase is consistent with rapid cooling within this radius. The bottom-
left panel shows that this inner region is also neutral along practically
all sightlines, as expected since typical densities are above nH;shielded.
In contrast, at larger radii cool temperatures and high neutral fractions
are seen only along specific angles.

The top-right panel in Fig. 8 shows that NH exceeds 1020 cm−2

in the inner CGM of this halo, typically by a large factor of �10,
as expected in haloes with a mass Mvir ∼ 109 M� or larger (see
Appendix B). A large neutral fraction in the inner CGM is hence
a sufficient requirement for a large DLA covering factor in such
haloes, as evident in the bottom-right panel. We find a DLA covering
factor of CFDLA = 0.75 at impact parameters R⊥ < R(t (s)

cool = tff ) in
the edge-on projection shown in Fig. 8, and a similar CFDLA = 0.74
at the same impact parameters in a face-on projection.

Fig. 9 plots NH I maps (similar to the bottom-right panel of Fig. 8)
for snapshots of the m13A4 simulation in the range of 1 ≤ z ≤ 5.
As in Fig. 8, the projection axis is chosen so the angular momentum
vector of gas at the centre is pointed upwards in all images. A strong
increase in the DLA covering fraction of the CGM with redshift
is apparent, from a few small patches of DLA sightlines at z = 1
to a DLA covering fraction approaching unity out to ∼0.5Rvir at z

= 5. This trend is quantified in the bottom-right panel, where we
plot CFDLA(< R⊥) versus R⊥/Rvir for each of the five snapshots.
This panel also shows that the impact parameter where CFDLA = 0.5
roughly corresponds to the 3D radius where fH I = 0.5 (marked by
crosses).

Fig. 10 plots the dependence of the DLA covering factor on halo
mass and redshift in all 16 FIRE simulations. The left-hand panel
plots R⊥(CFDLA = 0.5)/Rvir, where R⊥(CFDLA = 0.5) is defined as
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Neutral CGM as high-redshift DLAs 2877

Figure 10. The extent of DLAs in FIRE versus halo mass and redshift, in units of Rvir (left) and in physical units (right). Coloured lines mark median relations
for different redshift bins. The ratio R⊥(CFDLA = 0.5)/Rvir shows a strong trend with redshift, due to mean densities exceeding nH;shielded at larger fractions of
Rvir with increasing redshift (Fig. 5). At Mvir � 1012 M�, the value of R⊥(CFDLA = 0.5) decreases relative to lower Mvir due to the decrease in the filling factor
of cool gas (Fig. 2).

the impact parameter within which 50 per cent of sightlines have a
DLA. We calculate R⊥(CFDLA = 0.5) in a random edge-on projection
of each simulation snapshot, and use coloured lines and bands
to denote the median and dispersion of all snapshots in different
redshift bins. The right-hand panel plots R⊥(CFDLA = 0.5) in physical
units.

The left-hand panel of Fig. 10 demonstrates that the DLA covering
fraction of the CGM increases strongly with redshift. Specifically,
in 1011–1012 M� haloes the value of R⊥(CFDLA = 0.5)/Rvir increases
by an order of magnitude from ≈0.05 at z = 0 to ≈0.5 at z = 5.
The ratio R⊥(CFDLA = 0.5)/Rvir also exhibits a weak dependence on
halo mass at 1010.5–1012 M�. Both these trends are expected from
the relation between average CGM densities and nH;shielded shown
in Fig. 5 and equation (5), which show that R(nH = nH;shielded)/Rvir

increases strongly with redshift and is roughly independent of halo
mass. The right-hand panel shows that in physical units R⊥(CFDLA =
0.5) depends only weakly on redshift, increasing by at most a factor
of 2 from z = 0 to 5 for a given halo mass, and increases with halo
mass up to Mvir ≈ 1012 M�, as expected from equation (6). At larger
halo masses, R⊥(CFDLA = 0.5) drops, as most evident in the z ∼ 1
and 2 bins. This drop is due to the high t

(s)
cool/tff in the inner CGM

of these haloes, which implies a small fcool and hence a low neutral
fraction (Fig. 6).

We note that the weak dependence of R⊥(CFDLA = 0.5) on redshift
in physical units (right-hand panel of Fig. 10) is a result of the
relatively weak dependence of mean CGM densities on redshift at
fixed physical radius and halo mass, so the physical radius where
nH = nH;shielded ≈ 0.01 cm−3 weakly depends on redshift. This is
in contrast with the strong evolution of R⊥(CFDLA = 0.5) with
redshift in units of Rvir (left-hand panel of Fig. 10). This behaviour
is phenomenologically similar to the lack of evolution of the
inner DM profile in physical units (e.g. Diemer, More & Kravtsov
2013; Wetzel & Nagai 2015), a similarity that warrants future
investigation.

5 C OMPARI SON TO O BSERVATI ONS

In this section, we compare neutral inner CGM in FIRE with
observations of DLA–galaxy pairs at z ∼ 4. To this end, we calculate
the predictions of FIRE for the impact parameters, metallicities,
velocity dispersions, and number densities of z ∼ 4 DLAs.

5.1 DLA metallicities

In the top panel of Fig. 11, we plot DLA metallicity ZDLA in
FIRE as a function of impact parameter and halo mass. To derive
ZDLA(Mvir, R⊥), we use all 3.5 < z < 4.5 snapshots from the 16
FIRE simulations. We choose 50 randomly oriented mock sightlines
with NH I > 2 × 1020 cm−2 through each snapshot, and calculate the
average metallicity of each sightline, weighted by the H I mass
of resolution elements along the sightline. As above, we include
particles within ±Rvir from the mid-plane in the averaging. The
sightlines are then binned by R⊥ and by Mvir of the snapshot, and in
Fig. 11 we plot the median and 16–84 percentile range of each (Mvir,
R⊥) bin. The figure shows an increase of ZDLA with halo mass, and a
relatively flat metallicity profile out to ≈20 kpc ≈ 0.3–0.5Rvir in the
two most massive bins. This suggests a relation between mass and
metallicity in the inner CGM similar to that in the ISM.

We compare the predicted CGM metallicity profiles to the Neele-
man et al. (2017, 2019) observations of DLA–galaxy pairs. The
Neeleman et al. sample is based on a selection of six high-metallicity
DLAs (ZDLA = 0.05–0.2 Z�) from a larger sample of DLAs along
random quasar sightlines (Rafelski et al. 2012), which were followed
up with ALMA observations. [C II] 158 μm emission was detected
around five of the six DLAs at impact parameters 20–40 kpc,
potentially originating from the associated galaxy. Around one of
the DLAs, two [C II] sources were detected, so the associated galaxy
in this object is uncertain. Four of the six [C II] sources also have
detected continuum infrared emission, while optical emission was
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2878 J. Stern et al.

Figure 11. DLA metallicities (top) and velocity widths (bottom) in z ∼
4 FIRE haloes. Solid lines and coloured bands denote medians and 16–84
percentile ranges, as a function of impact parameter and halo mass (noted
in the legend in log M�). Circles mark the radii within which the DLA
covering factor is 50 per cent (typically ≈0.4Rvir; see Fig. 10). Error bars
mark impact parameters between high-metallicity DLAs and bright galaxies
measured by Neeleman et al. (2017, 2019). The observed DLA impact
parameters, metallicities, and velocities fall within the 16–84 percentile
ranges of 1011.5–1012 M� haloes in FIRE.

not detected in any object (potentially due to dust obscuration).
The galaxy SFRs inferred by Neeleman et al. from the infrared
luminosities are 7, 15, 24, and 110 M� yr−1. These SFRs are similar
to those of luminous Lyman-break galaxies, and to the SFRs in the
central galaxy of the four massive (Mvir ∼ 1011.5–1012 M�) haloes in
our sample, which have 300 Myr-averaged SFRs of 2.5, 15, 75, and
78 M� yr−1 at z = 4 (see fig. 15 in S21).

Error bars in the top panel of Fig. 11 plot metallicity and impact
parameter measurements from the observed sample. In the object
with two possible associated galaxies, we plot a horizontal error bar
to denote the uncertainty in R⊥. The figure shows that the metallicities
and impact parameters in the Neeleman et al. sample fall within the
±1σ range of 1011.5–1012 M� haloes in FIRE, the same halo mass
range suggested by the observed SFR.

Four of the five Neeleman et al. DLA–galaxy pairs have R⊥ �
30 kpc, while 1–2 objects have R⊥ � 20 kpc (depending on the actual
R⊥ in the object with two possible hosts). These impact parameters

are comparable to R⊥(CFDLA = 0.5) in the massive haloes, which
equals 30 kpc in the 1012 M� bin and 20 kpc in the 1011.5 M� bin.
Thus, a substantial fraction of the Neeleman et al. sample appears to
originate in the region where the DLA covering factor is predicted
to be close to unity, i.e. where the CGM is predominantly cool and
neutral.

5.2 DLA kinematics

The bottom panel of Fig. 11 plots predicted DLA velocity widths,
v90; DLA. To estimate v90; DLA in the simulation, we create mock
observations of Si II λ1808 absorption spectra of sightlines through
FIRE haloes, using the TRIDENT package (Hummels, Smith & Silvia
2017). We measure the velocity range that includes 90 per cent of
the absorption flux in the mock spectra, excluding the outermost
5 per cent of the flux on both the red end and the blue end of the
absorption spectrum. The range and dispersion in predicted v90; DLA

are then calculated using the same binning in Mvir and R⊥ as in the
top panel. The predicted v90; DLA in the Mvir ∼ 1011.5 M� mass bin
(blue) can be compared to the distribution of radial velocities (vr, H I)
shown in the bottom panel of Fig. 7. At R⊥ = 20 kpc (≈0.4Rvir),
we find a 16–84 percentile range of 50 � v90; DLA � 250 km s−1,
compared to −150 � vr,H I � 100 km s−1, indicating that often both
inflowing gas and outflowing gas contribute to the absorption along
a single sightline.

Four of the five observed v90; DLA are within the 16–84 percentile
range of 1011.5–1012 M� haloes (the same halo mass range suggested
by the DLA metallicities and galaxy SFRs). The largest observed
v90; DLA = 500 km s−1 is in the 5–95 percentile range of the 1012 M�
halo bin.

5.3 DLA number densities

The predicted number of DLAs along IGM sightlines is plotted in
Fig. 12, separated into the contribution from different halo masses
and different DLA metallicities. To estimate the expected number of
DLAs, we use

d3NDLA

dXd log Mvird log Z
= d2Nh

dXd log Mvir
CFDLA(< Rvir,Mvir, Z), (7)

where NDLA is the number of DLAs along the line of sight, dX is the
normalized path-length (e.g. Wolfe et al. 2005):

dX = (1 + z)3

∣∣∣∣ cdt

dz

∣∣∣∣ H0

c
dz, (8)

and CFDLA(< Rvir, Mvir, Z)dlog Z is the covering factor of DLAs with
metallicity in the range of (Z, Z + dlog Z) in FIRE haloes with mass
in the range of (Mvir, Mvir + dlog Mvir). We calculate the number of
haloes per normalized path-length and per decade in mass using

d2Nh

dXd log Mvir
= c

H0

dnh

d log Mvir
πR2

vir, (9)

where dnh/dlog Mvir is the comoving halo number density taken
from Behroozi et al. (2019), which is based on the Bolshoi–Planck
dark matter simulation (Klypin et al. 2016). Fig. 12 demonstrates
that 1010–1011 M� haloes contribute a larger fraction of DLAs than
more massive haloes, but high-metallicity DLAs with Z > 0.1 Z�
are dominated by massive haloes with Mvir > 1011.5 M�.

The Gaussian line in Fig. 12 marks the observed d2N/dXdlog Z
based on the analysis of Rafelski et al. (2012), which showed that
observed metallicities of z ≈ 4 DLAs follow a lognormal distribution
with a mean of 10−1.54 Z� and a width of 0.5 dex. We set the
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Neutral CGM as high-redshift DLAs 2879

Figure 12. The contribution of haloes with different masses to the z ∼
4 DLA population, as a function of DLA metallicity. Colour bands plot
predicted DLA number densities for different Mvir, derived from the covering
area of DLAs in FIRE haloes convolved with the halo number densities
from the Bolshoi–Planck dark matter simulation. Note that massive haloes
(�1011.5 M�) dominate the high-metallicity (>0.1 Z�) DLA population.
The Gaussian line marks the Rafelski et al. (2012) fit to the observed
DLA metallicity distribution, while the error bar denotes the uncertainty
in the Gaussian normalization. The FIRE simulations of >1010 M� haloes
reproduce the observed number of DLAs with Z > 0.05 Z�, while the number
of lower metallicity DLAs is underpredicted.

normalization of the observed metallicity distribution to reproduce
the integrated dN/dX = 0.08 ± 0.01 measured by Prochaska &
Wolfe (2009), while the error bar denotes the uncertainty in the
dN/dX measurement. The predictions of the FIRE simulations are
consistent with the observed number of DLAs with Z > 0.05 Z�,
while the number of lower Z DLAs is underpredicted, by a factor of
≈5 at Z � 0.01 Z�. We discuss possible origins for this difference
in Section 6.3 below.

6 D ISCUSSION

In this paper, we showed that the inner CGM (�0.4Rvir) of z ∼
4 haloes with mass �1012 M� is predominantly neutral in FIRE,
leading to large DLA covering factors. We further demonstrated that
the inner CGM is also neutral in lower redshift haloes, though out to
a smaller fraction of Rvir (�0.2Rvir at z ∼ 2 and �0.1Rvir at z ∼ 1; see
Fig. 6). We showed that a high neutral fraction occurs in the CGM
when two conditions are satisfied: cooling times are sufficiently short
so that hot gas cools rapidly; and densities are sufficiently high so
that cool gas is shielded from photoionization. Such a neutral CGM
differs from the standard CGM picture based mainly on lower redshift
observations and simulations, in which the CGM is a mixture of hot
collisionally ionized gas and cool photoionized clumps or filaments
(e.g. Tumlinson, Peeples & Werk 2017). In this section, we compare
our results to previous studies, and discuss several uncertainties and
implications.

6.1 Previous models of DLAs from the volume-filling phase of
the CGM

Zheng & Miralda-Escudé (2002, hereafter ZME02) have also argued
that high-redshift DLAs originate in a volume-filling neutral CGM.
They assumed a spherical CGM in thermal and ionization equilibrium
with the UVB, and calculated the optical depth along rays in different
directions. They derived a radius RZME02 within which gas is shielded
from photoionization, which scaled to our assumed cosmology and
UVB equals (see appendix B)

RZME02 = 0.46 M
1/9
12

(
1 + z

5

)1.6

f 2/3
gas �

−1/3
−12 Rvir. (10)

The value of RZME02 can be compared to the radius at which the
average gas density equals nH;shielded (Fig. 5) and to the radius where
the DLA covering factor is 50 per cent in FIRE (Fig. 10). These three
estimates are comparable both in magnitude and in dependence on
halo parameters. Our conclusion that inner CGM are neutral at high
redshift is thus quantitatively similar to the conclusion of ZME02,
despite the significant difference in calculation method.

More recently, Theuns (2021) showed that a model where the
CGM is filled with cool cosmological accretion is consistent with
the observed column-density distribution of DLAs, and with the
independence of the DLA distribution function on redshift at z ∼
2–5. Their model is similar to our results based on FIRE in that the
inner CGM is predominantly cool, though in FIRE the inner CGM
is not pure inflow but rather a mixture of inflows and outflows (as
indicated, e.g. by gas kinematics in Fig. 7 and by gas metallicity in
Fig. 11). The CGM profile of nH ∝ r−2.2 assumed by Theuns (2021)
is also similar to the slopes of r−2.3 − r−2.1 in FIRE, while their CGM
density normalization is roughly a factor of 2 lower (compare their
fig. 1 with Fig. 5 above).4 Thus, the DLA column density distributions
predicted by Theuns (2021) for the inner CGM are expected to be
similar to those in FIRE.

Our results extend the analytical studies of ZME02 and Theuns
(2021) in two main ways. First, we demonstrate that their assumption
of a cool and quasi-spherical CGM is valid in FIRE when t

(s)
cool � tff

(Fig. 3), and present simulation results where the range in halo mass,
redshift, and radius in which this condition is satisfied. Specifically,
we find that a large volume fraction of the inner CGM is cool at
halo masses �5 × 1011 M� at all redshifts, while the outer CGM is
cool at lower halo masses of �1011 M� and mainly at z > 2 (Fig. 2).
Secondly, we demonstrate that a neutral CGM occurs even when
accounting for the complexities in the FIRE cosmological simula-
tions neglected by these analytical studies, including deviations from
spherical symmetry, heating by accretion and stellar feedback, and
the contribution of winds from the central and satellite galaxies to
the CGM (for an analysis of these processes in FIRE, see Muratov
et al. 2015; Anglés-Alcázar et al. 2017a; Hafen et al. 2019, 2020).

6.2 The extent of neutral CGM versus disc sizes

HST observations of galaxy sizes at z ∼ 4 find effective radii
re ≈ 0.5–2 kpc for stellar masses of 109–1011 M�, corresponding
to re ∼ 0.01–0.035Rvir according to abundance matching estimates
(Shibuya, Ouchi & Harikane 2015). These measurements are roughly

4The density profile assumed in Theuns (2021) is based on self-similar
solutions for cool cosmological accretion (Bertschinger 1985). It is intriguing
that this calculation roughly reproduces the profiles in FIRE despite the
addition of outflows from the galaxy, which warrants further investigation.
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consistent5 with the four simulated galaxies in our sample in
this stellar mass range, which have stellar half-mass radii R1/2 =
0.8–2.3 kpc. Our result that neutral CGM and high DLA covering
factors extend to r ≈ 20 kpc ≈ 0.4Rvir at this redshift (Figs 6 and
10) thus implies that DLAs extend to radii more than an order of
magnitude larger than re. This conclusion is consistent with previous
studies that demonstrated that DLA number densities are higher than
expected based on the cross-section of galactic discs (Berry et al.
2014; Di Gioia et al. 2020).

We find that the extent of the region where DLA covering factors
are large decreases with cosmic time with respect to Rvir, due to
lower gas densities and hence less shielding from photoionization.
Since disc sizes are also expected to scale with Rvir (e.g. Mo, Mao &
White 1998), this result suggests there is a critical redshift at which
DLAs transition from originating in quasi-spherical neutral CGM to
originating in central discs. In our sample of FIRE galaxies, angular
momentum support becomes important at �0.1Rvir (see fig. 13 in
S21), corresponding to the value of R⊥(CFDLA = 0.5) at z < 1
(Fig. 10). Indeed, DLA covering factors at z < 1 differ between face-
on and edge-on orientations, typically by ≈30 per cent, in contrast
with at z � 1 when there is no systematic difference between different
orientations. Our results thus suggest that a transition occurs in the
DLA population at z ∼ 1, from being dominated by neutral CGM
at higher redshifts to being dominated by central discs at lower
redshifts.

6.3 CGM metallicities in FIRE versus observations

We find that the enrichment of the z ∼ 4 CGM in FIRE is consistent
with observations of high-metallicity DLAs at the same redshift.
This is apparent in the impact parameters between DLAs and their
associated galaxies (Fig. 11), and in the number densities of high-
metallicity DLAs (Fig. 12). Our results, however, suggest a lack of
low-metallicity DLAs (Fig. 12). Some of the missing low-Z DLAs
could originate in ∼109 M� haloes, which are not included in the
predictions shown in Fig. 12. We can roughly estimate the total
(metallicity-integrated) contribution of these haloes by extrapolating
the R⊥(CFDLA = 0.5) versus halo mass relation at z = 4 to 109 M�
(see Fig. 10), and multiplying by d2Nh/dXdlog Mvir calculated as in
Section 5.3. This gives d2N/(dXdlog Mvir) ≈ 0.02, roughly half of
the deficit in the FIRE prediction. Haloes with an even lower mass
are unlikely to contribute significantly to the DLA population due
to CGM depletion by UVB photoheating (Okamoto, Gao & Theuns
2008; Theuns 2021). Thus, the covering factors of DLAs in low-
mass haloes and/or at large radii where metallicities are low may be
underpredicted by FIRE. Larger samples of DLA–galaxy pairs that
extend to lower masses will be able to test this possibility.

6.4 Ionizing radiation from local stars and AGN

Our result that the CGM can be largely neutral requires it to be
shielded from local ionizing sources such as young stars and AGNs.
This follows from the expected ionization rate of a young stellar
population if absorption by the galaxy is neglected:

�SF = QSFσH I

4πr2
∼ 1.7 × 10−9 SFR

10 M� yr−1

(
r

10 kpc

)−2

s−1, (11)

5At lower redshifts z � 2, the four galaxies in our sample with Mvir >

1012 M� are more compact than in observations; see Wellons et al. (2020)
and Parsotan et al. (2021).

where σH I ≈ 10−17.2 cm2 is the H I opacity to ionizing radiation and
QSF ∼ 3.3 × 1053(SFR/M� yr−1) s−1 is the emission rate of ionizing
photons. The numerical value of QSF is evaluated based on Sternberg,
Hoffmann & Pauldrach (2003) for an upper IMF mass cut-off of
120 M�, and is consistent with QSF in the stellar population model
used in FIRE. Similarly, for an AGN

�AGN=QAGNσH I

4πr2
∼1.9×10−8 LAGN

1046 erg s−1

(
r

10 kpc

)−2

s−1, (12)

where we assumed an ionizing photon luminosity QAGN =
LAGN/72 eV, where LAGN is the bolometric luminosity (e.g. Telfer
et al. 2002), and σH I = 10−17.6 cm2 for the hard AGN spectrum. At
radii r ≈ 10 kpc, the values of �SF and �AGN are factors of ∼103–
104 larger than �UVB ∼ 10−12 s−1 while the extent of shielded region
extends as �−1/3 (equation 5), so the CGM can be largely neutral
only along directions in which local radiation is absorbed.

The FIRE simulations account for ionizing photons from young
stars and for absorption of these photons by particles neighbouring
the star particle (Section 2). In most cases where we find the
inner CGM is neutral, the neighbouring particles entirely absorb
the ionizing stellar radiation. This is evident from the extent of the
neutral CGM being well approximated by R(nH = nH;shielded) (Fig. 6),
where nH;shielded is calculated assuming that ionization by local stars
is negligible.

A more accurate calculation of the escape fraction fesc of ionizing
photons from the galaxy was conducted by Ma et al. (2020), albeit in
FIRE simulations with somewhat higher redshifts (z � 5) than those
analysed here. They post-processed the FIRE simulation snapshots
with a Monte Carlo radiation transfer code, and found that the
absorption of ionizing photons from young stars is bimodal, with fesc

approaching unity along low-column density paths from the most
vigorously forming star-forming regions, while along other paths
fesc ≈ 0 (see their fig. 8). It is thus conceivable that only a small
fraction of the CGM is exposed to stellar ionizing radiation even if
the average escape fraction is 〈fesc〉 ∼ 10 per cent (e.g. Steidel et al.
2018). To test this possibility, we ran a preliminary Monte Carlo
analysis on z ∼ 4 snapshots with Mvir ∼ 1011.5 M� in our sample,
which have t

(s)
cool < tff in their inner CGM (Fig. 3). We find that the

average fH I in the inner CGM are lower by �25 per cent than those
in the fiducial calculation, suggesting that our conclusions hold also
when applying a more accurate radiation transfer calculation. A more
thorough investigation is deferred to future work (Holguin et al., in
preparation).

In active galaxies, the radiation from the central source is absorbed
along ∼50 per cent of sightlines, giving rise to the type 1 AGN/type
2 AGN dichotomy, with the covering factor of the absorbing gas
potentially increasing to lower AGN luminosities (Maiolino et al.
2007; Stern & Laor 2012; Lusso et al. 2013). Thus, the CGM of active
galaxies can be largely neutral only along type 2 directions. AGNs
are, however, plausibly rare enough not to affect our conclusions
regarding typical CGM. Even relatively weak AGNs with X-ray
luminosities of ≈1042 erg s−1 have an upper limit on their number
density of ∼10−4 Mpc−3 at z ∼ 4 (Vito et al. 2016), compared to a
number density of 10−3 Mpc−3 for >1012 M� haloes and 0.03 Mpc−3

for >1011 M� haloes (Rodrı́guez-Puebla et al. 2016).

7 SU M M A RY

We use the FIRE-2 cosmological simulations to study when the CGM
of galaxies is predominantly neutral and has a large DLA covering
factor. We utilize a suite of zoom simulations that together span halo
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masses of 1010 � Mvir � 1013 M� at 0 < z < 5. Our results can be
summarized as follows:

(i) The volume filling fraction of cool T < 104.5 K gas is large
(fcool � 0.3) at CGM radii where the cooling time of hot T ∼ Tvir gas
is shorter than the free-fall time (Fig. 3). This condition is satisfied
in FIRE in the inner regions of haloes with a mass of ∼1012 M�
or lower, and extends to the outer regions of haloes with a mass of
∼1011 M� or lower (Fig. 4).

(ii) In �1012 M� FIRE haloes where a large fraction of the inner
CGM volume is occupied by cool gas, this gas is also neutral at radii
where densities are large enough to shield it from photoionization.
The maximum radius where the cool CGM is shielded increases rel-
ative to the halo size with redshift, roughly as ∼0.3[(1 + z)/5]3/2Rvir

(Fig. 6).
(iii) Gas radial velocities in predominantly neutral inner CGM

in FIRE typically span ±vvir, with a small mean inflow velocity
(<0.2vvir, Fig. 7), suggesting a mixture of inflowing and outflowing
gas. The importance of galaxy outflows for the neutral inner CGM
is also indicated by its high metallicity, which is within a factor of 2
of the ISM metallicity in the central galaxy (Fig. 11).

(iv) Predominantly neutral inner CGM have a DLA covering
fraction approaching unity (Fig. 10). This implies that at z ∼ 4
DLAs extend to radii that are an order of magnitude larger than the
effective radius of the central galaxy. Our conclusions on the extent
of DLAs in the CGM are quantitatively similar to those of Zheng &
Miralda-Escudé (2002) and Theuns (2021), who assumed a spherical
CGM in photoionization equilibrium with the UVB.

(v) The FIRE simulations predict that 1010–1011 M� haloes con-
tribute a larger fraction of DLAs than more massive haloes, but
high-metallicity DLAs with Z > 0.1 Z� are dominated by massive
haloes with Mvir > 1011.5 M� (Fig. 12). We also predict that the DLA
covering fraction decreases at Mvir � 1012 M� since the inner CGM
of massive haloes is filled with hot collisionally ionized gas (Fig. 10).

(vi) Comparison of FIRE predictions with the DLA–galaxy im-
pact parameters recently observed by ALMA at z ∼ 4 (Neeleman
et al. 2017, 2019), together with the observed DLA metallicities,
velocity widths, and galaxy SFRs, suggests that these DLAs originate
in a predominantly neutral inner CGM of 1011.5–1012 M� haloes
(Fig. 11).

If the high-redshift inner CGM is largely neutral, as we find in the
FIRE simulations, then its mass, metallicity, and dust-to-gas ratio can
be directly constrained by DLA surveys without resorting to large
ionization corrections (∼103–104) as required in the study of ionized
low-z CGM (e.g. Werk et al. 2014). The high-redshift neutral CGM
thus inherently avoids a major observational challenge of accounting
for the hard-to-see ionized phase. As the CGM is the destination
of galaxy-scale outflows, this possibility to accurately deduce its
properties from high-z observations may allow to better constrain
the physics of galaxy feedback in the early universe, a substantial
uncertainty in current models of galaxy formation.
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Faucher-Giguère C.-A., Kereš D., Dijkstra M., Hernquist L., Zaldarriaga M.,

2010, ApJ, 725, 633
Faucher-Giguère C.-A., Hopkins P. F., Kereš D., Muratov A. L., Quataert E.,
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APPENDI X A : J EANS SCALE A PPROX I MATIO N

The Jeans scale approximation for nH;shielded (equation 1) is based on
the assumption that absorbers are in hydrostatic equilibrium and have
a gas fraction equal to the cosmic baryon fraction fg = �b/�m ≈ 0.16
(Schaye 2001). We repeat Schaye’s derivation here for reference.

Writing hydrostatic equilibrium as an equality between the dy-
namical time and the sound-crossing time, we get√

fg

Gρ
= L

√
μmp

γ kT
, (A1)

where L = NH/nH is the absorber size and γ = 5/3 is the adiabatic
index. Using this relation and the hydrogen mass fraction X ≡
nHmp/ρ, we can derive the Jeans column density

NH; J =
(

γ kXfg

μm2
pG

)1/2

n
1/2
H T 1/2

∼ 1.5 × 1020T
1/2

4

( nH

0.01 cm−2

)1/2
(

fg

0.16

)1/2

cm−2. (A2)

For highly ionized optically thin gas, we can approximate fH I =
0.46 T −0.76

4 �−1
−12(nH/cm−3), so from NH I; J = fH INH; J we get

NH I; J ∼ 6.9 × 1017 T −0.26
4 �−1

−12

( nH

0.01 cm−2

)3/2
(

fg

0.16

)1/2

cm−2.

(A3)

The shielding density at which the cloud becomes optical thick
can then be derived from requiring σH INH I; J = 1, where σH I is the
opacity of H I to ionizing photons. This gives

nH;shielded ∼ 0.01 × T 0.173
4 �

2/3
−12

(
fg

0.16

)−1/3

×
( σH I

10−17.6 cm2

)−2/3
cm−3.

(A4)

APPENDI X B: A NA LY TI CAL ESTI MATES O F
C G M D E N S I T I E S A N D C O L U M N S

Characteristic CGM columns and densities can be derived by
assuming a spherically symmetric CGM with a power-law density
profile −a:

ρ = ρ(Rvir)

(
r

Rvir

)−a

. (B1)

The normalization of the density profile is chosen so that the total
gas mass within Rvir equals Mgas = fgas(�b/�m)Mvir, where fgas is
the CGM mass relative to the halo cosmic baryon budget. Typical
fgas in FIRE, estimated by summing the gas mass at 0.1 − 1Rvir, are
∼0.15–0.35 at z ∼ 0 and ≈0.4–0.8 at 2 < z < 5 (see also Hafen et al.
2019). We thus get

ρ(Rvir) =
(

1 − a

3

) �b

�m
fgas�cρcrit, (B2)
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where ρcrit = 3H2/8πG is the critical density (H is the Hubble
parameter) and �c is the mean halo mass overdensity with respect
to ρcrit (Bryan & Norman 1998). Assuming a hydrogen density nH

= 0.7ρ/mp and a = −2 similar to the slopes in FIRE (Fig. 5) we get
for the inner CGM:

nH(r) = 0.13fgas

(
1 + z

5

)3 (
r

0.1Rvir

)−2

cm−3, (B3)

where we used an Einstein–deSitter approximation for
√

�cH , which
is accurate to 10 per cent or less at z > 1 in our assumed cosmology:

√
�cH ≈ 5.8

(
1 + z

5

)3/2

Gyr−1. (B4)

Using equation (B3) and the density threshold for shielding (equation
1), one can estimate the shielding radius Rshielded within which cool
gas is shielded from ambient radiation. This gives

R(nH = nH;shielded) = 0.33f 1/2
gas

(
1 + z

5

)3/2

�
−1/3
−12 T −0.09

4 Rvir. (B5)

In units of Rvir, this radius has a strong dependence on redshift and
no dependence on halo mass, similar to the comparison of mean
densities with nH;shielded in FIRE (Fig. 5).

Equation (B3) can be used to estimate the hydrogen column at an
impact parameter R⊥:

NH(R⊥) =
∫

nHds

= 8.3 × 1021fgasM
1/3
12

(
1 + z

5

)2 (
R⊥

0.1Rvir

)−1

cm−2,(B6)

where ds = dr/
√

1 − (R⊥/r)2 and we calculated the integral using
the equality

∫ ∞
1 x−1(x2 − 1)−0.5dx = π/2. We also used the follow-

ing approximation for the virial radius based on equation (B4):

Rvir =
(

2GMvir

�cH 2

)1/3

≈ 64 M
1/3
12

(
1 + z

5

)−1

kpc. (B7)

Alternative density profiles with power-law slopes in the range of
−2.8 < a < −1.2 yield columns that are within 50 per cent of the
value in equation (B6). Equation (B6) demonstrates that for fgas ∼
0.5 and halo masses above ∼109 M�, characteristic columns are
substantially larger than the H I-column threshold for DLAs of 2 ×
1020 cm−2. A large neutral fraction is hence a sufficient condition
for a large DLA covering factor in these haloes. At halo masses

<109 M� where Tvir � 104 K (see equation 2), haloes are expected
to lose their gas due to photoheating by the UVB (Okamoto et al.
2008), and thus the volume-filling phase of their CGM is unlikely to
significantly contribute to the DLA population.

We show also that our derivation of R(nH = nH;shielded) in FIRE
is comparable to the idealized radiation transfer calculation of
Rshielded by ZME02. Defining RZME02 as the radius where the neutral
hydrogen fraction in the ZME02 approaches unity (equal to 0.5rss

in their notation; see their fig. 1), we get RZME02 = 14 kpc for their
fiducial parameters of Mvir = 1012 M�, Mgas(< Rvir) = 0.05Mvir,
Rvir = 51.5 kpc, and �−12 = 1.25. Using their scaling of RZME02 ∝
(fgasMvir/Rvir)2/3�−1/3 and equation (B7), this yields

RZME02 = 0.43 M
1/9
12

(
1 + z

5

)3/2

f 2/3
gas �

−1/3
−12 Rvir, (B8)

which is comparable to equation (B5), and to the radius where fH I =
0.5 in FIRE (Fig. 6). This similarity is despite that the calculation of
nH;shielded is based on a Jeans-scale approximation for the size of the
cool gas clouds, while the ZME02 calculation is based on radiation
transfer in a spherically symmetric cool CGM.

APPENDI X C : D I FFERENT PHYSI CAL
I MPLEMENTATI ONS AND R ESOLUTI ON

In Fig. C1, we repeat the calculation of Fig. 3 for different implemen-
tations of the m12i simulation, which has Mvir(z = 0) ≈ 1012 M�.
Blue lines denote the fiducial calculation used in the main text, which
includes a prescription for subgrid metal diffusion (Hopkins 2017;
Escala et al. 2018) and a gas mass resolution of 7100 M�. Cyan lines
denote a lower resolution calculation with a gas mass of 57 000 M�,
red lines denote an MHD calculation, and the yellow line denotes a
calculation that does not include subgrid metal diffusion. The left-
hand panel shows that the relation between t

(s)
cool/tff , halo mass, and

radius is rather independent of physical implementation, except in
the low-resolution simulation where t

(s)
cool/tff increases above unity at

somewhat lower halo masses than in the other simulations (see also
fig. 21 in S21). The right-hand panel shows that the shape of the
relation between fcool and t

(s)
cool/tff is similar across all calculations.

The no metal-diffusion simulation is offset to a factor of 2–3 lower
fcool at a given t

(s)
cool/tff compared to the other calculations, potentially

since without subgrid diffusion metals and cooling are concentrated
in a small fraction of CGM resolution elements (Hafen et al. 2019).
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Figure C1. Similar to Fig. 3 for different implementations of the m12i simulation. Blue lines denote the fiducial calculation used in the main text, which
includes a prescription for subgrid metal diffusion and a gas mass resolution of 7100 M�. Cyan lines denote a lower resolution calculation with a gas mass
resolution of 57 000 M�, red line denotes an MHD calculation, and the yellow line denotes a calculation that does not include subgrid metal diffusion. The
left-hand panel shows that the relation between t

(s)
cool/tff , halo mass, and radius is rather independent of the inclusion of MHD, metal diffusion, or resolution

at the tested range. The right-hand panel shows that the relation between fcool and t
(s)
cool/tff has a similar shape in all calculations, with the no metal-diffusion

calculation offset to a factor of 2–3 lower fcool at a given t
(s)
cool/tff .
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