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Abstract 5 

Solving ill-structured problems is a complex task that is required of engineers who work in 6 

industry. To better prepare undergraduate engineering students for this complex task and their 7 

future professional careers, this paper provides an analysis of the results of research focusing on 8 

the study of problem-solving processes adopted by civil engineering students, faculty members, 9 

and practicing engineers. This exploratory work presents the findings of how 16 participants 10 

solved an ill-structured engineering problem and examines similarities and differences between 11 

the participants in terms of their problem solving processes. This study was guided by the 12 

following research question: What specifically are the problem solving processes of (a) students, 13 

(b) faculty, and (c) practicing engineers, and what are the similarities and differences between 14 

them when solving an ill-structured problem? In order to answer this research question, verbal 15 

protocol analysis was used. Participants were asked to think aloud as they formulated potential 16 

solutions to the proposed problem. Our findings indicated some distinct differences between 17 

students, professors, and practicing engineers in their problem-solving processes. Faculty were 18 

found to double-check their solutions and make assumptions more than students and practicing 19 

engineers, while students were found to express their feelings more and use analogies and outside 20 

knowledge less than faculty and practicing engineers. These differences between students, faculty 21 

and practicing engineers suggest that engineering curriculum and instruction should supplement 22 
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well-structured problems with ill-structured problems in engineering classrooms to help students 23 

become familiar with multiple problem solving approaches available to them and better understand 24 

the connection between the workplace and the classroom. 25 

  26 
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Introduction 27 

There is a growing amount of research in the engineering education field, and a notable 28 

increase in efforts to improve the engineering curriculum in recent years. Initial efforts can be seen 29 

in the early reports of the American Society for Engineering Education (ASEE) published in the 30 

1950s. The reports of this period were focused on incorporating social sciences such as humanities 31 

and arts into sciences such as engineering and mathematics (Grayson 1977). The purpose of this 32 

integration was to focus engineering programs on solving real-world societal problems. These 33 

discussions originating in the 1950s have continued to be discussed in a variety of education-34 

focused panel discussions, research papers, and technical reports, with an emphasis on 35 

incorporating real-world problems into engineering coursework, although some expectations have 36 

evolved since that time. Recent reports recommend that engineering students should be introduced 37 

to real-world problems as early as possible (National Academy of Engineering 2004; Phase I 2005; 38 

Olson 2013). This recommendation is also supported by engineering companies that emphasize 39 

the need for real-world practical experience (Olson 2013).      40 

The idea of incorporating open-ended real-world problems into engineering classes has 41 

been motivated by the fact that students predominantly solve well-structured problems in the 42 

classroom, while practicing engineers solve more complex ill-structured (also called ill-defined) 43 

problems in their workplace. Because of this fundamental difference between the types of 44 

problems encountered in the classroom and the workplace and the associated problem solving 45 

skillsets needed to address them, recent studies have emphasized the importance of integrating 46 

real-world problems into engineering classes such that students are more comfortable with 47 

complex problems when they begin their professional career. Jonassen (1997) distinguished 48 

between well-structured problems and ill-structured problems in terms of instructional design 49 
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requirements. According to Jonassen (1997; 2000), well-structured problems are domain-50 

dependent, possess one single answer, and require limited application of concepts and principles. 51 

Well-structured problems are those that students and faculty usually encounter in classroom 52 

settings. Ill-structured problems, on the other hand, do not possess a prescribed solution. Their 53 

solutions are not easily predictable because they are not content-dependent and their parameters 54 

are not necessarily presented, may include conflicting information, and/or non-engineering 55 

constraints. They benefit from knowledge across multiple disciplines and are not only limited to 56 

classroom settings. These are the types of problems that are often encountered in everyday 57 

engineering practice. Jonassen (1997) makes such a distinction between well-structured and ill-58 

structured problems, arguing that solving well-structured problems in engineering classrooms does 59 

not transfer to engineering workplace settings due to their limited context and transferability. 60 

In light of this distinction and the emphasized gap between problem types encountered in 61 

academia and industry in the literature, a number of studies have focused on how students and 62 

practicing engineers approach complex open-ended problems (Ahmed et al., 2003: Atman et al., 63 

2007; Chimka & Atman, 1998; Dixon & Johnson, 2011; Jonassen et al., 2006; Litzinger et al., 64 

2010; Strobel & Pan, 2011; Swenson et al., 2014; Taraban et al., 2007). The findings of these 65 

studies indicate significant differences in terms of problem solving strategies used by engineering 66 

students and experts (practicing engineers). However, the large majority of the studies to date have 67 

focused only on students and professionals. Less work has been done to investigate the potential 68 

differences in approaches of engineering faculty in solving such problems (Atman et al. 2003). 69 

Given that it is generally engineering faculty who teach engineering students the methods and 70 

approaches to solving engineering problems, including faculty in this study to compare with 71 

students’ and professionals’ responses provides a new dimension to this research that we hope will 72 
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provide further insights to support improving engineering education of ill-structured problem 73 

solving methods.   74 

In summary, this study is guided by the following research question: What specifically are 75 

the problem solving processes of (a) students, (b) faculty, and (c) practicing engineers, and what 76 

are the similarities and differences between them when solving an ill-structured problem? This 77 

study explores problem solving processes of students, faculty, and professional engineers, in 78 

particular in the field of civil engineering. Civil engineering is chosen for several reasons. First, 79 

after military engineering, civil engineering is the oldest field of engineering which led to the 80 

formation of many engineering disciplines such as Construction Engineering, Structural 81 

Engineering, Transportation Engineering, and Geotechnical Engineering. Second, it is among the 82 

most popular engineering disciplines in terms of the number of undergraduate and graduate 83 

students in the U.S. (Roy, 2019). Rather than including the study of all engineering disciplines, 84 

given the broad nature of areas that fall within engineering, civil engineering was chosen to focus 85 

on to ensure that the sample population of participants had similar backgrounds and training. In 86 

the U.S., nearly all civil engineering programs are ABET accredited, thus choosing this discipline 87 

also provides some level of guarantee that similar types of coursework were taken by participants.  88 

Background  89 

Problem solving  90 

Problem solving is one of the fundamental elements of engineering. Averill (2019) 91 

proposed a framework for students and instructors that provides the main components required to 92 

solve engineering problems, including 1. Concepts (i.e. fundamental theories, models, and 93 

principles), 2. Compass (i.e. a guide or a set of steps), 3. Computations (i.e. mathematical skills), 94 
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4. Communication (i.e. skills needed to tell a story), 5. Consistency (i.e. repeated use of consistent 95 

processes) 6. Checks (i.e. validation of solution), and 7. Collaboration (i.e. teamwork). Similarly, 96 

Sharp (1991) suggested that the components of the engineering problem solving model consists of 97 

identifying a need, defining the problem, collecting data, generating alternative solutions, 98 

evaluating different potential solutions, and specifying the best solution. Such problem solving 99 

models play a role in helping students improve their problem solving skills and guiding instructors 100 

in the teaching of problem solving. 101 

There has been a growing interest in exploring how novices and experts approach 102 

engineering problems. Kolodner (1983) defines an expert as being highly knowledgeable about 103 

their domain and knowing how to use their knowledge in an effective way, while novices have no 104 

or little knowledge about a domain, are considered to have less experience, and rely on help from 105 

others (Trevelyan 2014). In order to investigate how engineers solve problems, many researchers 106 

have turned their attention to this distinction between the two groups to examine this essential 107 

aspect of engineering practice (i.e. problem solving) from a range of different perspectives. 108 

In one approach to engineering problem solving, some researchers studied the steps 109 

completed by students in solving an engineering textbook (well-structured) problem (Kumsaikaew 110 

et al., 2006; Litzinger et al., 2010). In another approach, studies have focused on the problem-111 

solving process, specifically solving ill-structured problems. Several researchers focused on 112 

exploring the processes used by engineering students (Atman et al., 2005; Dringenberg & Purzer, 113 

2018; Litzinger et al., 2010), whereas others investigated how practicing engineers approach 114 

problem solving, resulting in a comparison between students and expert engineers (Ball et al., 115 

2004; Dixon & Johnson, 2011).  116 
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However, despite the abundant comparisons of students and practicing engineers, very few 117 

studies have focused on how engineering faculty approach (ill-structured) problems (Atman et al., 118 

2003; Holme, 2001). In one study, Atman et al. (2003) explored design strategies of four 119 

engineering faculty and compared their findings to those of a previous study on engineering 120 

students’ design behavior, finding that there were some faculty whose problem solving processes 121 

were similar to those of graduating students with high quality problem solutions, some were similar 122 

to entering (freshman) students with low quality problem solutions, and, some similar to archetypal 123 

entering students. Overall, faculty’s design behavior varied considerably like students’ design 124 

behavior. However, these studies focused only on faculty and students without examining how 125 

professionals solve complex problems.    126 

 Given that students and faculty were found to have different approaches in terms of their 127 

processes of problem solving, and that there is very limited study on how faculty solve complex 128 

problems and the relative comparison to students and professionals, more studies are needed in 129 

this area to document the differences between engineering faculty and students, and practicing 130 

engineers. In addition, professors more commonly utilize well-structured problems when teaching 131 

engineering technical courses, as well-structured problems typically have one correct solution, and 132 

are thus more easily evaluated. As such the methods they practice and teach most commonly do 133 

not provide professors with experience and practice in improving their ill-structured problem-134 

solving skills. Jonassen (2011) points out that worked examples and case studies are two of the 135 

components of problem-based learning environments. Worked examples are typically used in the 136 

teaching of well-structured problems to model problem solving process, while case studies are a 137 

primary form of teaching ill-structured problems that require learners to analyze existing problems 138 

and their solutions in authentic contexts and apply prior knowledge. Given that it is the engineering 139 
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faculty who integrate worked examples and case studies in the engineering classrooms, their 140 

problem solving processes are worthy of further investigation. Additionally, unlike the problems 141 

practicing engineers solve on a daily basis, many engineering professors are expected to solve 142 

engineering research problems, the approach of which is significantly different than that of an ill-143 

structured engineering problem encountered in industry. Although engineering faculty solve ill-144 

structured problems in their workplace, the type of ill-structured problems they solve may differ 145 

in that they are generally research focused. This shows that the practicing engineers’ and 146 

professors’ goals and processes of solving problems are likely different but valuable in different 147 

ways, and therefore worthy of further investigation.  148 

Verbal Protocol Analysis 149 

One way to examine problem solving strategies is through collecting verbal protocols. 150 

Verbal protocols allow problem solvers to verbalize what they think and researchers to capture 151 

and document what a participant says. In this process participants are asked to think out loud as 152 

they solve a problem(s). Upon capturing verbalization using audio and/or video recordings, verbal 153 

protocols are typically transcribed and used to understand the problem-solving processes of 154 

participants. They can also be used for comparison of responses between different levels of 155 

participants. Verbal protocols are useful for the gathering of unfiltered data that reflect 156 

participants’ complex thought processes such as hesitations, decision-making, and alternative 157 

solutions (Koro-Ljungberg et al., 2013). Since narration is less linear and not coherent, participants 158 

are less conscious about conforming to norms and expectations while verbalizing, making the 159 

generated data unprocessed. Two types of verbal protocol analysis exist: 1. Concurrent think-aloud 160 

(verbalization and decision making occur simultaneously and 2. Retrospective think-aloud 161 

(verbalization occurs after decision making) (Koro-Ljungberg et al., 2013; Kuusela & Paul, 2000).  162 
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A great number of studies have investigated how engineers solve ill-structured problems 163 

using verbal protocols (Dixon & Johnson, 2011; Douglas et al., 2012; Koro-Ljungberg et al., 2013; 164 

Taraban et al., 2007). Koro-Ljungberg et al. (2013) adopted a different approach to verbal protocol 165 

analysis. In contrast to using traditional think-aloud protocols which are typically researcher-166 

defined processes, they focused on utilizing participant-generated knowledge through think 167 

alouds. This was done using constructivist theory combined with follow-up interviews. Their 168 

findings indicated that participant-driven think aloud methods could be used in qualitative research 169 

and aid with documentation of the complexities of the problem solving processes. 170 

In short, a perusal of research on engineering problem solving shows that students and 171 

practicing engineers take different steps in solving problems. Within the substantial literature on 172 

engineering problem solving, an understanding of how engineering faculty solve complex 173 

problems has remained somewhat limited, because a number of studies have predominantly 174 

compared the ways students and professionals solve problems. Pertaining to these differences 175 

between students, faculty, and practicing engineers and a lack of research on how faculty approach 176 

problem solving, this exploratory study investigates the problem solving processes of engineering 177 

students, faculty, and practicing engineers to solve an ill-structured problem.  178 

Methodology 179 

To conduct a comparative analysis of problem-solving processes of students, faculty, and 180 

practicing engineers, in this section we summarize the utilized methods, including the participant 181 

characteristics, the development of the ill-structured problem, data collection, coding, and analysis.  182 

 183 

 184 
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Participants 185 

A purposeful maximum variation sampling method was adopted for recruiting participants 186 

in this study (Palinkas et al., 2015). Within the scope of this study, included in this paper are the 187 

responses of seven civil engineering students, five professors, and four practicing engineers, who 188 

were recruited and asked to solve an ill-structured engineering problem. The student participants 189 

were undergraduate students (two sophomores, two juniors, and three seniors) in civil engineering 190 

at a large public university and a small public university in the Midwest region of the U.S. with no 191 

significant employment history in civil engineering as illustrated in Table 1. Of seven student 192 

participants, three of them were male and four of them were female. The faculty participants (three 193 

male, one female, and one who preferred not to answer) were also recruited from the same 194 

universities. The faculty did not have significant employment in the civil cngineering industry, 195 

with all but two having less than 5 years of experience in the industry outside of academia. The 196 

practicing engineers (three male and one female) all had over five years of experience in the civil 197 

engineering industry. Seven of the participants received their undergraduate degrees from a 198 

university classified as a large university by the Cargenie classification system (“The Carnegie 199 

classification” n.d.), five received their degrees from a medium university, and four from a small 200 

university. One of the strengths of this sample is that the participants have different level of work 201 

experience in industry and academia. In this exploratory study, we recruited both female and male 202 

students and plan to recruit more female faculty and practitioners as well as freshman students in 203 

future work. 204 

 205 

 206 
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Procedures 207 

Problem formulation   208 

An ill-structured civil engineering problem was developed by the research team members, 209 

including faculty members, and graduate and undergraduate students in engineering. The team 210 

generated a number of open-ended complex questions iteratively considering that the problems 211 

should be related to civil engineering and be ill-structured in nature. Jonassen’s (1997) paper 212 

served as a reference in the process of ill-structured problem generation to ensure that problems 213 

followed attributes of ill-structured problems described by Jonassen. The number of generated ill-214 

structured problems was then reduced to four and these problems were sent to the advisory board 215 

members to receive their input and guidance. The advisory board consisted of eight members, 216 

including two practicing civil engineers, two engineering faculty (one of the faculty had prior 217 

industry experience), three faculty in education with expertise in online modules, pedagogy, and 218 

problem solving, and a research scientist from psychology with expertise in data and analytics. 219 

Students, faculty, and practicing engineers all had an opportunity to review and comment on the 220 

potential problem(s) considered during the development stage of this study. Based on the board 221 

members’ comments and discussions among research team members, one question is discussed in 222 

this study. The question utilized for this research is shown in Figure 1 below.  223 

 Funke (1991) categorizes the components of a complex problem as follows: 1. 224 

Intransparency, 2. Having multiple goals, 3. Complexity of the situation, 4. Connectivity of 225 

variables, 5. Dynamic developments, and 6. Time-delayed effects. The river trash problem used in 226 

this study includes many of these components. For component [2], although the major goal was to 227 

remove trash from a river, participants were asked to provide four items, i.e. they had four 228 

additional goals to accomplish, by the end of the designated time. These included an annotated 229 
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drawing of their design, a plan for testing, a list of materials needed to create their proposed design, 230 

and methodology for construction of their design.  In addition, they were also asked for the solution 231 

to be low cost, without impacting wildlife population and boat traffic. These represent the multiple 232 

goals [2] that were requested to be met in solving the problem. Some information was not available 233 

to the participants such as where trash was located (i.e. how deep in the river/stream), how much 234 

of the trash needed to be removed, the total budget, and flow of the stream/river, making the 235 

problem less transparent [1] and more dynamic [5]. The depth and width of the river/stream, flow 236 

rate, amount and type of trash, river channel topography, weather conditions, number of 237 

volunteers, available budget, type, size and amount of wildlife, and available tools and materials 238 

that can be used to develop a solution were some of the variables that participants had to consider 239 

for their solutions [3, 4]. Given the short amount of time participants were given to solve the 240 

problem, the last component in Funke’s definition (i.e. time-delayed effects) was not considered 241 

in this study.  242 

Data collection   243 

All of the participants were asked to solve the selected ill-structured problem individually. 244 

Concurrent verbal protocol analysis was used to collect data during the problem solving process. 245 

First, each participant was provided with a well-defined (closed-ended) warm-up civil engineering 246 

problem, and given five minutes to solve the problem by thinking out loud, in order to familiarize 247 

themselves with the process of thinking aloud. Upon completion, participants were given the ill-248 

structured problem, printed on a piece of paper along with several photographs to support the 249 

problem statement, and asked to solve the problem in 35 minutes. During this time, participants 250 

were asked to read and solve the problem and formulate a solution. Participants were given pieces 251 

of paper and a smart pen for recording purposes and were not allowed to use any references, 252 
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including the internet. The reason participants were not allowed to use outside resources was 253 

because the focus of this research was on assessing the problem solving process within the duration 254 

offered to solve the problem, rather than assessing how participants used outside resources. The 255 

researcher in the room during problem solving acted as an observer and prompted participants to 256 

think aloud and keep talking if they fell silent during the verbalization process for more than 20 257 

seconds. The process of problem solving was recorded. Participants were given a $20 gift card for 258 

their participation. 259 

Data Analysis  260 

Transcribing the collected verbal protocols was the first step for analyzing data. Each 261 

participant’s audio recording was used for transcription and then timestamped. Video recordings 262 

were used as a back-up in case of any inaudible sections of the audio recording. Chi’s (1997) steps 263 

in analyzing verbal protocols were followed in this study, including deciding on how to segment 264 

the protocols, developing or choosing a coding scheme or formalism, operationalizing evidence 265 

for coding (i.e. which segments correspond to the codes), depicting the mapped formalism (i.e. 266 

depicting the data graphically to present them to the audience), seeking a pattern in the depicted 267 

data, and interpreting the pattern.   268 

One of the first steps in data analysis was to develop a codebook. For developing a coding 269 

scheme, upon reading through previous studies on engineering problem solving and selecting 270 

relevant ones, a list of codes was compiled from several studies, including Atman et al. (2005), 271 

Atman et al. (2007), Taraban et al. (2011), and Dixon and Johnson (2011). After collecting input 272 

and feedback from all team members, some of the codes were eliminated based on their relevance 273 

to the goal of this study and some new codes that emerged during coding were added to the 274 

codebook. Both emergent (i.e. codes that are different than prefigured codes) and a priori (i.e. 275 
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codes that come from the literature review) codes were used during the coding process. The final 276 

set of codes used are listed in Table 2.  277 

The codes problem statement, idea generation, idea expansion, feasibility, connection to 278 

outside knowledge, and solution selection were used in the aforementioned four studies. We 279 

revised their definitions and names after a review of the studied transcripts. These past studies 280 

informed our research, however, we also developed our own codes such as, double checking and 281 

participant emotions based on the participants’ responses. These two codes were developed by the 282 

research team after reading through transcripts, listening to audio files, and coding the pilot study 283 

transcripts. They were added to the codebook, as they occurred frequently within the transcripts. 284 

Participants expressed their emotions and double-checked their solutions and themselves several 285 

times without being prompted to do so. Given that showing emotions and double-checking are 286 

natural processes of problem solving, we decided to add these two codes to the codebook. 287 

Upon developing a codebook, the transcribed protocols were divided into segments for 288 

coding purposes. Transcripts were coded at the sentence level, a method which has generally been 289 

followed in the literature thus far (Atman et al. 2007; Taraban et al. 2007), and which enables the 290 

coding to capture the entire problem solving process. If a sentence consisted of more than one idea, 291 

each idea was coded separately, that is, a sentence was divided into segments. Upon completion 292 

of these steps, each transcript was coded with the support of a software program, MaxQDA, which 293 

supports text-based coding. Codes were assigned to each sentence or phrases using the ten codes 294 

in the codebook. Five of the transcripts were coded by two coders to ensure inter-coder reliability. 295 

In case of any disagreement between the two coders, a third coder’s opinion was consulted. When 296 

80% inter-coder agreement was reached, the remaining transcripts were coded by a single coder. 297 

After coding all transcripts, the uncoded segments such as “[silence]”, “[whispers]”, and 298 
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“[humming]” were deleted and all transcripts were merged into a single file to document the 299 

similarities and differences between the participants’ responses.  300 

The analysis of the resulting data is conducted in several ways. First the problem solving 301 

processes of each group of participants (faculty, students, and professionals) are discussed 302 

individually. Next, a comparison, including similarities and differences, across the data associated 303 

with students, faculty, and practicing engineers are made. For each group, first the number of initial 304 

ideas generated by each group of participants is discussed. One part of the problem solving process 305 

is idea generation, i.e. developing initial idea(s) of the main concept which can be further refined, 306 

and used to solve the problem. Previous research has indicated that the level of idea generation 307 

may be influenced by the level of expertise (Atman et al. 2005; 2007), as well as creativity (Ghosh 308 

1993; Adams et al. 2009).  Second is the types of final solutions that ultimately resulted from each 309 

group, which is one of the important elements of design process (Chimka & Atman 1998; Atman 310 

et al. 2007). In addition to the level of idea generation and types of final solutions, how much time 311 

was spent to solve the problem and the total number of each coded segment                                                                                       312 

used by the participants (Atman et al., 2008) were examined using the same coding software 313 

program.  314 

The resulting data were assessed as follows. First, the number of codes in each main code 315 

used by each participant was documented using the same software program, which also helped us 316 

determine how many solutions were formulated by participants. Next, the amount of time spent by 317 

each participant to solve the problem was calculated using the timestamps within the transcripts. 318 

In addition, the percentage of text coverage for each code (e.g. percentage of idea generation 319 

within participant transcripts) was calculated. These metrics were included in the study, as they 320 

have been commonly used in recent literature and helped to examine problem solving processes 321 
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of participants. Video recordings were also used to clarify the researchers’ questions and aid with 322 

the data analysis process.  323 

Results 324 

The findings are summarized in Table 3, 4, 5, and 6 which provide the amount of time 325 

spent to solve the problem, the number of codes for individual participants and the average across 326 

each of the three groups (students, faculty, and practicing engineers) for all participants, the 327 

percentage of the transcript associated with each code, and examples of codes from participants’ 328 

transcripts, respectively.   329 

Students 330 

Students developed from one to five initial ideas with an average of 2.7 initial ideas 331 

throughout the 35-minute problem solving process. The portion of the text associated with the 332 

development of these ideas is approximately 5.8%. On average, student participants spent 333 

approximately 28 minutes solving the problem (Table 3), with a range of 19 to 33 minutes. The 334 

final solutions that students developed to remove trash included a range of different ideas, 335 

including a fishing net, downstream barrier, wire meshed angled wall, manual removal, mesh cage, 336 

and garbage collector device such as the use of stakes, screens, and sieves. Using a net as a 337 

component of the final solution was the most common part of a solution, either with a motor to 338 

move the net around, or for manual trash removal purposes. 339 

The student participants were found to make a large number of idea expansion-related 340 

statements as they worked on the problem, in comparison to the other codes (Table 4). This 341 

included on average, 19.3 idea expansion codes, representing 41.5% of the text, as shown in Table 342 

5. It was observed that in order to build on a previously stated initial idea, students mostly 343 
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expanded on an idea by either developing additional details and information, making assumptions, 344 

or completing calculations. It was noted that the process of idea expansion occurred throughout 345 

their problem solving process. Upon finishing reading the problem statement, four of the student 346 

participants went about making assumptions such as “So I am assuming these are gonna flow on 347 

the top” (S3) and explaining why they would pick streams rather than a river to implement their 348 

solution. In addition, six students referred back to the problem while solving the problem. The 349 

problem statement code was observed mainly at the beginning of the problem solving process.  350 

Three students also used hypothetical processes as a way to develop a solution to the given 351 

problem. For example, S6 said at the very beginning of the problem solving process “Unless you 352 

come with a plastic solution that makes everything biodegradable once it hits water.” Similarly, 353 

S2 mentioned that “I mean, again, if I were in this industry, I would see- look at all the previous 354 

options that have been considered and implemented to see the pros and cons of each and find the 355 

best solution from there.” These examples indicated that students relied on possible ideas or 356 

situations rather than real ones. Given that participants were not allowed to use outside resources, 357 

using such hypothetical processes is not surprising, particularly because most students did not have 358 

expertise and/or prior experience in this area. Table 6 provides more examples from participants’ 359 

transcripts. Within the student transcripts, students had an average of 5.7 codes associated with 360 

discussing feasibility of a potential solution, representing an average of 12.3% of the transcripts. 361 

This was observed either by discussing workability and applicability or considering pros and cons 362 

of a solution. Discussing feasibility was usually preceded and followed by idea expansion.  363 

As expected, selecting a solution was usually observed at the end of the problem solving 364 

process after students developed details about their solution. Without being prompted, some 365 

students explicitly stated which solution they would choose. For example, S6 said “but that's what 366 
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we're gonna go with 'cause that's what's in my brain.” Students also expressed their feelings during 367 

the problem solving process. This was done in three ways, including feelings about the problem, 368 

feelings about ideas/solution, and feeling about themselves as problem solvers. They made 369 

statements such as “I hate working in my head” (S6) to express how they felt during the problem 370 

solving, or “Hmm, this is a cool problem and be really fun to look more detailed at the hydraulics 371 

of the water movement around the beds” (S2) to express their feelings about the problem. Student 372 

participants mostly expressed their feelings about their ideas and solution throughout the problem 373 

solving process. Overall, statements about feelings were found in all parts of the problem solving 374 

process. Only one student (S1) did not express any feelings while solving the problem.  375 

Connection to outside knowledge was also found within the four student transcripts, but to 376 

a lesser extent than the other two groups. This was done either using outside knowledge from the 377 

civil engineering domain or from a different domain, or using analogies, i.e. making a comparison 378 

between two situations either from a similar context (within-domain) or a different domain 379 

(between-domain). The following is an example of connection to outside knowledge within the 380 

same domain from a student (S5) transcript: “Everything I know comes from DOT time. So, that's 381 

why- that's why I'm referring to every single time I do anything.” This student was a junior with 382 

experience working as a co-op and/or intern. In this example, the student uses their prior 383 

background knowledge that they gained through their internship at the state Department of 384 

Transportation (DOT) to solve the engineering problem. It was observed that, of four students who 385 

made a connection to outside knowledge to develop a solution, two were juniors and two were 386 

seniors and they all had a co-op and/or internship experience.  387 

Another process that was used by students to solve the problem was double-checking. Five 388 

students double-checked either themselves, their solution, or the problem statement to ensure they 389 
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covered everything in their solution or to clarify their questions as in the following example: “To 390 

reflect. Let's go back and see if I answered everything” (S2). This was usually observed during the 391 

middle and towards the end of the problem solving process to ensure they included all the required 392 

sections to complete solving the problem. Two students were also found to compare their 393 

ideas/solutions throughout the problem solving process as in the following example: “So, I think-394 

- But I'm pretty sure this will cost more than my first solution” (S1). This student produced two 395 

solutions and discussed pros and cons of each to decide which one to implement. Although four 396 

student participants generated more than one idea, only two of them made a comparison between 397 

them.  398 

It was observed that students who had an internship experience relied on their knowledge 399 

and experience that they had gained outside of academia to solve the problem. Hydraulics of the 400 

water movement and consulting with agencies such as US Army Corps of Engineers to get their 401 

recommendation and look at the previous solutions were heavily discussed by S2, who had prior 402 

internship experience and was a senior. This was the only student who considered education as a 403 

solution. Similarly, S5, a junior, referred to DOT while discussing what material to use. 404 

Students’ experiences impacted how they approached the problem, as shown in the following 405 

example “Um, so, my main experience is in plumbing, and so, I'm literally thinking about this as 406 

a plumbing problem.” In addition, students’ showed a lack of willingness to meet the budget 407 

constraints. Although the problem required them to develop a low cost solution, students 408 

acknowledged that their solutions would be expensive, but they preferred to stick to them saying 409 

that “but it is a solution that will last forever” (S5) and “this will be expensive, but it will work” 410 

(S4). 411 

 412 
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Faculty 413 

Overall, faculty averaged four initial ideas within their transcripts, 1.3 ideas more than 414 

students. The portion of the text associated with the development of these ideas is 7.5%, which 415 

was more than that of students. On average, the faculty participants spent approximately 22 416 

minutes solving the problem, ranging from 15.2 to 28.2 minutes. Their final solutions consisted of 417 

using a grate and a net system, a net attached to concrete blocks, manual removal with volunteers 418 

on canoes, and a device with trash catching system. People removing trash manually was the most 419 

popular final solution among faculty, followed by using a net system, which is what students most 420 

commonly developed. It was observed that F3 developed 12 initial ideas to the given ill-structured 421 

problem, whereas the other four faculty developed between one and three initial ideas. This finding 422 

could be attributed to the participant’s (F3) prior industry experience working for a civil 423 

engineering firm for eight summers.  424 

To build on their initial ideas, faculty also expanded on these ideas with more details and 425 

information along with making assumptions and calculations. Compared to students, on average 426 

faculty had approximately two more code segments associated with idea expansion, yet idea 427 

expansion was associated with 1.6% less of the transcribed text than students (39.9%). Within the 428 

idea expansion periods, assumptions were found to be commonly used by faculty. As an example, 429 

one faculty (F1) said “Collection in the river would be a lot more challenging, I would presume.” 430 

Another faculty (F2) made an assumption by stating “I just don’t know like how much of the um, 431 

how much of the garbage and bags will actually flow, but let’s assume that they do flow.” It is 432 

noted that idea expansion was used in all parts of the problem solving process. During idea 433 

expansion periods, faculty were found to make a higher number of assumptions when compared 434 

to students and practicing engineers.  435 
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Although three faculty developed more than one initial idea, they did not compare their 436 

ideas explicitly, with the exception of one participant (F2). By comparison, while some students 437 

did not compare their ideas to others, similar to faculty, some students compared their ideas several 438 

times; professionals compared ideas at least once. With respect to expressing feelings during the 439 

problem solving process, faculty had a similar level of expression of emotions to students in terms 440 

of number of codes, but less percentage of text (13.2% compared to 17.8% for students). They 441 

mainly expressed their feelings about their ideas and the problem, rather than how the problem 442 

made them feel as problem solvers. For instance, one faculty (F2) expressed their feelings about 443 

ideas as follows: “Um, …another idea would be what – but if this is a one-time thing … I mean, 444 

depending on how bad the pollution is and how much is there a collected – could this be done just 445 

like, would you have somebody going p—no I don’t think that’s a good solution, no” Another 446 

faculty (F4) also made statements such as “Oh, yeah, the backwater slews are the ones that give 447 

me the most consternation,…”, which indicated feelings about their ideas. Expression of feelings 448 

were found within all faculty transcripts.  449 

Connection to outside knowledge, both within and between domains, was also found within 450 

the transcripts of the faculty participants, on average similar to those of students. Using outside 451 

knowledge to solve the problem was found in three faculty transcripts (F2, F3, and F4). One 452 

example of using outside knowledge from a different domain within a faculty transcript (F4) was 453 

as follows: “… so that means we need to find out how much of this trash comes from random… 454 

we also need to know who much is from weather. How much of this comes when the wind blows 455 

on garbage day and knocks over the garbage cans… nor do we know the rates of raccoons in the 456 

watershed. Raccoons are notorious for knocking people’s garbage cans over during the wind 457 

storms.” In this example, the faculty made use of their prior outside knowledge – rates of raccoons 458 
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– to help solve the problem. In addition, faculty used analogies only to make an analogy between 459 

two situations from a similar context, as in the following example: “So the first solution, and – and 460 

probably this will be my final solution, is to um – is the Anacostia River Navy. This is similar to 461 

the- the uh, Skunk River Navy that they have here…” (F8). 462 

Another process that faculty employed to solve the ill-structured problem was to double-463 

check the problem statement and their solution. Faculty double-checked their work approximately 464 

twice as often as students. Double checking occurred after reading the problem statement (e.g., 465 

“Anything else I’m missing in the problem statement?”), in the middle of the problem solving 466 

process (e.g., “What are my constraints?” then reads from the problem statement, “Do not affect 467 

the fish and the wildlife...”) and at the end of the problem solving (e.g., “Okay, is there something 468 

I’m missing like last time?”). Double-checking was found to occur in four of the faculty transcripts. 469 

It was also noted that faculty averaged 5.4 instances of problem statement codes within their 470 

transcripts, which was twice as many as students, which shows that during the allocated time 471 

period, faculty read, summarized, or paraphrased the problem statement twice as much as students.  472 

 Faculty tended to clearly define the problem and identify the cause of trash before 473 

formulating a solution. It was observed that F3 and F4 reminded themselves that the problem 474 

was a trash problem in the form of solid waste rather than a pollution problem while F2 used 475 

both terms interchangeably. F3 mentioned that “I am gonna force myself to do 10 solutions” and 476 

developed 10 solutions at the end of the problem solving process. This was the only faculty 477 

participant who decided to formulate a certain number of solutions at the very beginning and 478 

considered educating people as a prevention method and using drones, social media platforms 479 

such as Facebook, and games such as treasure hunt as a way of removing trash. Unlike the other 480 

four faculty, F4 focused in on actual sources of trash, such as raccoons that knock people’s 481 
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garbage cans over, during the first 20 minutes rather than developing a solution. In addition, F3 482 

asked whether they could use MS excel and Matlab to solve the problem while such a request did 483 

not come from other participants. 484 

Practicing Engineers  485 

Practicing engineers averaged 1.5 initial ideas, which is fewer than the average number of 486 

ideas from students (2.7) and faculty (4). In addition, only 3.2% of the text of practicing engineers’ 487 

is for initial idea development, which is lower than both students and faculty. The practicing 488 

engineers spent 26.5 minutes on average to solve the problem. The shortest and longest amount of 489 

time spent to work on the problem were 22.3 and 30.0 minutes, respectively. For their final 490 

solution, two of the four participants did not consider multiple solutions throughout their problem 491 

solving processes. That is, two of the practicing engineers attached to their initial idea and 492 

proposed it as their final solution rather than selecting one from a wide range of initial ideas. 493 

Practicing engineers’ solutions ranged from using a grate, barriers with nets, having people use 494 

large nets, and a baffle system, thus two of the solutions included the use of a net.495 
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With respect to idea expansion, practicing engineers had the highest amount of text (55%) 496 

dedicated to this part of the problem solving process, but a similar number of codes to the other 497 

groups as shown in Figure 2. In this portion of their problem solving process, assumptions and 498 

calculations were not as common as developing details associated with their initial ideas. In the 499 

following example, a practicing engineer (P1) builds on their inlet idea to remove trash as follows: 500 

“Especially since there’s tree branches and stuff upstream. Maybe uh, a pipe-a pipe structure that 501 

would, had to have enough, uh, it wouldn’t be able to be smooth, it would have to have enough, 502 

uh, roughness to it to collect the debris.” Idea comparison was another process that two practicing 503 

engineers used when solving the problem. This part of the problem solving process averaged 2.5% 504 

of text, which is more than students (1.2%) and faculty (0.4%). For example, ideas were compared 505 

when practicing engineers debated whether to pick a river or a stream to implement a solution as 506 

in the following example “A larger stream would- probably might cost a little bit more money just 507 

'cause it's, it's harder to get the equipment into the river” (P4). 508 

Similar to students and faculty, practicing engineers expressed their feelings about the 509 

problem, their ideas, and how they felt while working on the problem. Practicing engineers mainly 510 

expressed how they felt about their ideas followed by their feelings about themselves as problem 511 

solvers and the problem statement. As an example, one of the practicing engineers (P1) said “Yes, 512 

I’m not sure this prototype is really the best way to go.” Another practicing engineer (P2) said at 513 

the end of the problem solving process “Um, again, I'm trying to convince myself-[chuckles] that 514 

I had a good solution.” Expression of feelings were found within all practicing engineer 515 

transcripts. Practicing engineers, however, did not express their feelings as often as students and 516 

faculty.  517 
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 When making a connection to outside knowledge, practicing engineers made this 518 

connection either within the civil engineering domain or from a different domain, and did so more 519 

commonly than students areand faculty as shown in Figure 2. One practicing engineer (P2) wanted 520 

to develop a solution similar to what is being done in Baltimore, and therefore made a connection 521 

to outside knowledge from a different domain as in the following example: “Now, I-I have seen 522 

that- And actually, it was in Baltimore harbor, have seen, they actually have small boats that just 523 

go around the harbor and all they do is collect trash in the harbor.” Similarly, another practicing 524 

engineer (P4) used their outside knowledge about a similar solution implemented in Colorado as 525 

follows: “I have heard somebody is doing this in Colorado. They had really good results and it 526 

was cheap and they used um, aesthetics trees and they placed um, nice boulders and gravel around 527 

it. So it made it look very natural and it was like a place to come, like the park area. But it was 528 

actually just a d-- like a detention pond area that had been full of trash and other things.” 529 

Analogies were also observed within the practicing engineer transcripts which included both 530 

within-domain and between-domain analogies.  531 

It was noted within the practicing engineer problem solving processes that the portion of 532 

the text associated with problem statement was only 2.6% compared to students (5.8%) and faculty 533 

(10.2%). This indicated that once reading the problem, practicing engineers went about solving 534 

the problem and did not go back to the problem statement to get information as often as students 535 

and faculty did. In addition, only two of the practicing engineers (P1 and P4) went back and forth 536 

between the provided problem statement and solving the problem. This showed that practicing 537 

engineers spent less time gathering information through reading the problem statement. Practicing 538 

engineers also generally double-checked either their solutions or themselves several times before 539 

they completed the problem solution. Furthermore, it was noted that the practicing engineers did 540 
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not make as many feasibility-related statements as students and faculty did, which showed that 541 

they did not discuss the workability or pros and cons of their solution as much as the other two 542 

groups did. This could be because practicing engineers are more used to solving ill-structured 543 

problems in their workplace, thus know better what would work or not. Also given that they 544 

referred to similar solutions implemented earlier in other places, they might have assumed which 545 

solution would be feasible or not without saying it out loud. 546 

Practicing engineers heavily relied on their prior work experiences to solve the problem 547 

and involved stakeholders such as users and residents in their problem solving. Personal 548 

experiences and classes that they have taken also played a role in practicing engineers’ problem 549 

solving processes. P3 mentioned their experience living close to the water and seeing trash in 550 

rivers before and a field trip to a polluted area in a Hydrology class that helped them see a few 551 

solutions such as barriers, stating “Um, the more I'm thinking about my water classes, obviously, 552 

we'd wanna locate it on the inside of the corners.” It was observed that P3 also approached the 553 

problem from the perspective of a resident living in that location. They stated what they would 554 

feel as a member of that population, if the proposed solution were implemented. Likewise, P2 555 

recounted the times when as a kid how they tried to get minerals from streams for fishing using a 556 

small net and their trip to the Baltimore harbor where they saw small boats that collect trash. 557 

These childhood memories, personal and professional experiences and observations, and field 558 

trips as part of courses affected their development of a solution. 559 

Discussion 560 

Our research question examines problem solving processes of students, faculty, and 561 

practicing engineers when solving an ill-structured engineering problem. A closer look into 562 

student, faculty, and practicing engineer transcripts revealed both similarities and differences 563 
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across the three groups. Using a net system or grate followed by downstream barrier and manual 564 

removal were popular solutions across students, faculty, and practicing engineers. Another 565 

similarity was that all the participant groups offered, on average, more than one initial idea to the 566 

given ill-structured problem, with slightly higher numbers with faculty and students. In addition, 567 

they all made use of expanding idea details, assumptions, and calculations to detail their initial 568 

solutions. In order to see if their solution was feasible, they questioned the workability and 569 

applicability of their idea and discussed its advantages and disadvantages. While doing so, it was 570 

observed that they expressed their feelings about the problem, themselves, and their solutions. It 571 

was also noted that the participants used their prior knowledge (i.e. made a connection to outside 572 

knowledge) and double-checked their solutions during the problem solving process. In summary, 573 

most codes were used, on average, by all three groups. This suggests that we are inherently aware 574 

of the processes adopted by engineering students, faculty, and practicing engineers when solving 575 

an ill-structured problem. However, given that the order and frequency of these codes along with 576 

how much time is spent on the task overall and in each process of problem solving differed across 577 

participant groups, these may have implications on the quality of the problem solution.  578 

In this study, we found that the students spent slightly more time overall solving the 579 

problem (i.e. developing a solution and responding to the four items requested in the problem 580 

statement within the allocated time) than the faculty and practicing engineers, although the 581 

difference is small. This differs from the findings of Atman et al. (2007) who found that industry 582 

professionals spent more time solving the problem overall than the students. One explanation for 583 

this may be the type, difficulty, and complexity of the ill-structured problem in this study and the 584 

associated amount of time the students spent understanding the problem. In the study by Atman et 585 

al. (2007), participants were given up to three hours to complete the task, while in our study 586 



27 
 

participants were given 35 minutes. In addition, Atman et al. (2007) stated that their ill-structured 587 

engineering problem was a general topic, that is, it was not in the participants’ area of domain. In 588 

this sense, since the problem in this work is civil engineering specific, this may have influenced 589 

the familiarity of the professionals to the problem as compared to students, and thus the differential 590 

time taken to solve the problem. All these factors could influence the amount of time spent solving 591 

the problem.  592 

In addition, we found that the text coverage for the problem statement code within the 593 

student transcripts, which was used to understand the problem, was more than twice as much as 594 

those of practicing engineers. This finding is in agreement with Dixon and Johnson’s (2011) 595 

finding which indicated that students spent more time in the problem identification stage than 596 

professional engineers, while experts only spent a limited amount of time identifying the problem. 597 

In addition, we found that the faculty spent the shortest amount of time overall solving the problem 598 

and the percentage of text for the problem statement code was highest within the faculty transcript. 599 

Similar to Atman et al. (2003) who found significantly different amounts of time spent by four 600 

faculty solving the problem, we found that among the three participant groups, faculty had the 601 

highest variation in terms of time spent to solve the problem. Thus, the length of time given to 602 

participants to solve the problem, type of problem, and prior experience with ill-structured 603 

problems may have impacted how much time participants spent overall solving the problem.  604 

A similarity among the studied groups occurred for idea expansion, which dominated the 605 

design processes of students, faculty, and practicing engineers. This was followed by feasibility 606 

analysis and participant emotions. These findings support the results of Atman et al. (2005; 2007), 607 

which suggested that practicing engineers and students spent most of their time expanding an idea 608 

in the problem solving process. We also note however, that, interestingly, the amount of 609 
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transcribed text associated with each of these portions of the process is most similar, between 610 

faculty and students, rather than faculty and professionals. These resembling design processes 611 

between students and faculty raise educational questions and implications and suggest further 612 

research opportunities. Perhaps these similarities suggest that students mostly learn their problem 613 

solving skills from their professors who teach problem solving in academic settings and, for that 614 

reason, the problem solving processes of students differ from those of practicing engineers. Given 615 

this, students’ problem solving processes resembling those of faculty is not surprising, unless they 616 

are exposed to opportunities such as internships/co-ops outside of academia during their 617 

undergraduate studies. Our results related to connection to outside knowledge showed that junior 618 

and senior students who had an internship experience used more prior knowledge and drew more 619 

analogies similar to practicing engineers.  Perhaps some engineering design courses can benefit 620 

from being taught or co-taught by practicing engineers with a significant amount of industry 621 

experience (as real-world engineering design projects are prime examples of ill-structured 622 

problems) to implement learning practices in engineering classrooms that help students get 623 

familiar with practicing engineer-like problem solving processes. This is already practiced at some 624 

institutions for design and capstone type courses.  625 

One of the differences across students, faculty, and practicing engineers when solving an 626 

ill-structured problem was the use of assumptions by faculty as they expanded on an initial idea, 627 

i.e. faculty used more assumptions than the other groups. This may be attributed to the nature of 628 

research-intensive faculty positions’ activities that do not usually involve solving ill-structured 629 

problems similar to those in industry on a daily basis when teaching engineering courses, or 630 

conducting research. Research related tasks also require making assumptions, but can also be 631 

driven by the need to challenge and test engineering assumptions commonly made in engineering 632 
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practice to further the state of the art. Similarly, faculty was the group that double-checked their 633 

solutions most when compared to students and practicing engineers. This also could be because of 634 

the aforementioned reasons, or that research in general requires the checking of solutions over a 635 

longer period of time prior to, for example, publication, whereas an industry-related problem is 636 

often solved on a quicker timeline where there is less time for consideration of detailed double 637 

checking. Another potential explanation for this difference in the frequency of double checking 638 

and assumptions might be participants’ self-efficacy. Carberry et al. (2010) categorized engineers 639 

with firsthand engineering experience as high self-efficacy group and undergraduate engineering 640 

students as intermediate self-efficacy group after surveying a large number of participants. This 641 

suggests that self-efficacy may play a role in participants’ making assumptions and double-642 

checking.  643 

The literature suggests that while solving a problem, most practicing engineers typically 644 

attach to a single early solution and make modifications to that idea rather than formulating a wide 645 

range of alternative solutions (Cross, 2004). What we encountered in our findings was the average 646 

number of alternative solutions the practicing engineers produced was 1.5. Two of the practicing 647 

engineers developed two alternative solutions, while the other two only developed one solution. 648 

Upon a detailed review of the transcripts of the two practicing engineers who formulated two 649 

alternative solutions, we found that in one of the transcripts, one of the alternative solutions 650 

developed was a prevention method (i.e. catching pollution as early in the process as possible) 651 

rather than a concrete solution such as a net system. Thus, overall our findings indicated that 652 

practicing engineers attached to a single idea throughout their problem solving process, resonating 653 

with Cross’ (2004) findings. The students and the faculty, in contrast, averaged 2.7 and 4 654 

alternative solutions, respectively. While the practicing engineers gave examples of pre-655 
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implemented solutions from other parts of the country as they worked on the task and integrated 656 

them into their problem solving processes, it was observed that the students and the faculty initially 657 

pursued alternative strategies without attempting to develop a similar pre-existing solution and 658 

adapting it to the context of the problem. As stated by Atman et al. (2007), these observations 659 

indicate that students and particularly faculty may have a more limited repertoire of previously 660 

solved ill-structured problems and thus generate multiple solutions compared to practicing 661 

engineers who tend to formulate a more promising solution initially and make it work for the rest 662 

of the problem solving process. Another explanation for practicing engineers’ developing fewer 663 

number of alternative solutions may be that they are used to working for for-profit companies 664 

which operate in a time sensitive work environment on a daily basis. Given the time constraints, 665 

they may have applied these habits to their problem solving process in this study. 666 

An analysis of students’ and practicing engineers’ use of outside knowledge showed that 667 

differences existed in the types of analogies employed. Our findings indicated that students tended 668 

to use more between-domain analogies (i.e. they drew analogies between two ideas from different 669 

domains), while practicing engineers used more within-domain analogies (i.e. analogies from the 670 

same domain), which contradicted the findings of Dixon and Johnson (2011) who found that 671 

engineering students used more within-domain analogies and practicing engineers used more 672 

between-domain analogies. More broadly, however, the practicing engineers surpassed the 673 

students and faculty in the percentage of connection to outside knowledge used drawing more 674 

analogies and referring to outside knowledge. Practicing engineers’ use of connection to outside 675 

knowledge shows that they have a better grasp on similar types of ill-structured problems and what 676 

type of solutions have been developed to solve such problems in other parts of the country, which 677 

helped them formulate their solutions.  678 
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Unlike the faculty and practicing engineers, the students did not make connections to 679 

outside knowledge as much as faculty and practicing engineers. This could be because students 680 

are not as experienced as faculty and practicing engineers in terms of solving ill-structured 681 

problems. When students’ year of academic study was examined, it was found that two of the 682 

students who were sophomores did not make use of any outside knowledge or draw analogies, 683 

while junior and senior students employed these processes, although it was not as much as faculty 684 

and practicing engineers. It was observed that the junior and senior students who made a 685 

connection to outside knowledge all had a co-op and/or internship experience. Therefore, such 686 

observations suggest that students make a connection to outside knowledge as they gain more 687 

experience, particularly through industry experience. This finding could also be attributed to 688 

students’ making more hypotheses and proposing solutions that seemed possible rather than actual. 689 

One implication is that exposing students to workspace problems starting from their freshman year 690 

in engineering classrooms or providing them with internship opportunities early on in their 691 

engineering careers to gain experience in the engineering industry could help students to 692 

familiarize themselves with ill-structured problems and better prepare them for their future 693 

professional career.  694 

An additional finding with regard to students was that they expressed how they felt about 695 

the problem and the problem solving process more often than the faculty and practicing engineers 696 

without being prompted to do so. This was found in statements such as “I am not qualified for 697 

this” and “I’m thinking a way too uh, primitive with what I’m thinking right here", which were 698 

found less within the faculty and practicing engineer transcripts. One explanation for this is that 699 

students are not familiar with solving ill-structured problems as much as practicing engineers and 700 

faculty, thus they may express how they feel about it as they are working on the problem. Research 701 
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shows students think that they are not exposed to ill-structured problems in their classes as much 702 

as well-structured problems and feel uncomfortable solving them due to problems’ ambiguous 703 

nature (McNeill et al., 2016) and that they find ill-structured problems more challenging than 704 

classroom problems (Pan & Strobel, 2013). Perhaps due to these challenges that students think 705 

they face when solving an ill-structured problem, the student participants in our study expressed 706 

their feelings out loud more than faculty and practicing engineers.  707 

Conclusions, Recommendations, and Future Work 708 

From our findings, we have a better understanding of the problem solving processes of 709 

undergraduate engineering students, faculty, and practicing engineers take when solving an ill-710 

structured problem. This paper presented a comparative analysis of problem solving processes of 711 

engineering students, faculty, and practicing engineers and highlighted a number of similarities 712 

and differences in how students, academic professors, and professional engineers approach an ill-713 

structured problem. This study also adds to the literature on engineering education by examining 714 

faculty in addition to students, and practicing engineers. The results demonstrated that the problem 715 

solving processes were variable across participant groups and none of the participant groups 716 

adopted a single strategy.  717 

This study provides the following unique contributions: 718 

• New codes such as “participant emotions” and “double checking” were added to the 719 

codebook and the existing ones in the literature were re-defined to document problem 720 

solving processes of participants. Overall, a more comprehensive codebook was 721 

developed.  722 

• We examined problem solving processes of engineering faculty in addition to those of 723 

students and practitioners. This helped us explore how these three groups solve an ill-724 

structured problem and identify similarities and differences across them.  725 
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• Our findings indicated variation in terms of problem solving processes of students, faculty, 726 

and practitioners and that there is not a standard method to solving an ill-structured 727 

problem.  728 

The main implications of the study are summarized below.  729 

• The variability of problem solving processes across participants indicates the complexity 730 

of the design process used for solving ill-structured problems. We suggest integrating real 731 

world ill-structured problems in engineering classes to help students familiarize themselves 732 

with different methods to these problems. More cooperation between faculty and 733 

practitioners through workshops, technical conferences, and meetings, as well as through 734 

working on collaborative projects may help both faculty and practitioners familiarize 735 

themselves with multiple approaches and transfer this knowledge to their students. 736 

• We recommend creating more internship, co-op, and other work opportunities for 737 

engineering students as early as possible to expose them to real-world problems and help 738 

them develop ill-structured problem solving skillsets in addition to the skills that they gain 739 

in the engineering classroom. These experiences outside of academia could also help 740 

students feel more comfortable and confident during problem solving given the observed 741 

negative feelings about the problem and themselves that they expressed while solving the 742 

problem. 743 

• Resembling design processes between students and faculty suggest that students learn their 744 

problem solving skills from their professors. We suggest practicing engineers be involved 745 

in (co)teaching of design courses to aid students with getting familiar with practitioner-like 746 

problem solving behavior. In this way, students can be exposed to a variety of ill-structured 747 

problem solving processes of both faculty and practitioners as part of their development 748 

rather than following a step-by-step guide. Faculty with industry experience can also help 749 

to contribute to the teaching of ill-structured problem solving processes. 750 

 751 

The findings of this study indicated that the problem solving processes of students, faculty, 752 

and practicing engineers are not monolithic. These findings can raise awareness of the similarities 753 

and differences between engineering students, faculty, and practicing engineers in their problem 754 
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solving processes, which can lead to more conscious planning of teaching of ill-structured problem 755 

solving methods. The findings of this study provide a foundation for future studies examining 756 

problem solving processes adopted by engineers.  757 

 The results and limitations of this study suggest several avenues for further research. First, 758 

we worked to investigate the problem solving processes of engineering students, faculty, and 759 

practicing engineers when working on an ill-structured problem within the domain of civil 760 

engineering. The major focus of this study was to examine the design processes of participants, 761 

therefore evaluation of solution quality was not taken into account. However, further studies are 762 

needed to fully examine problem solving processes including other aspects such as design and 763 

solution quality using a larger data set. This work did not include factors such as race, gender, age 764 

that can also influence problem solving, which may impact transferability of our findings to other 765 

settings. Thus, future research is recommended to recruit more female participants and participants 766 

from a racially and ethnically diverse background to better understand problem solving processes 767 

used by engineers and apply our findings to other contexts. 768 
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Table 1. Characteristics of participants 

Role 
Year in 

school 
Gender Ethnicity 

Work experience in 

industry 

Work experience in 

academia 

# of design 

courses 

taken 

Student 

sophomore female Asian/PI none none not reported 

sophomore male white none none 1-2 

junior female white 1+ sem. intern none 1-2 

junior female white 1+ sem. intern none 1-2 

senior male white 1+ sem. intern none 3-4 

senior female white none none not reported 

senior male white 1+ sem. intern none 1-2 

 

 

 

Faculty 

 

 

 

 

NA male white none 
+5 years FT faculty 

in CE 
+5 

NA female white none none 1-2 

NA male white 8 summers CE firm none 1-2 

NA 

prefer 

not to 

answer 

white 
1+ sem. intern; +5 

years FT in CE 

< 5 years FT faculty 

in CE 
+5 

NA male white 1+ sem. intern;  

< 5 years FT faculty 

in CE; 1+ sem. 

TA/RA 

+5 

 

Practi- 

cing 

engineer 

 

 

NA male white +5 years FT in CE none 3-4 

NA male white +5 years FT in CE none 3-4 

NA male 
prefer not 

to answer 

+1 sem. intern; 

+5 years FT in CE 
+1 sem. TA/RA +5 

NA female white 
+1 sem. intern; 

+5 years FT in CE 
+1  sem. TA/RA 1-2 

Note: CE = Civil Engineering, FT = full-time, NA = not applicable, PI = Pacific Islander, RA = research assistant, 

sem. = semesters, TA = teaching assistant. 
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Table 2. Coding scheme used to compare problem solving processes of participants 

Codes  Definitions 

Problem statement 

 

Idea Generation 

Read the problem statement, paraphrase, summarize, 

interpret, or repeat verbatim 

Generate a new idea (i.e. potential solution to the 

problem), but only includes minimal details; this idea 

must be new and not previously stated 

Idea Expansion Develop a previously stated initial idea into a detailed 

idea, such as through numerical calculations and 

making assumptions to support idea expansion 

Hypothetical Process Discussion of a hypothetical methodology to follow to 

solve the problem 

Feasibility Discussion of if the detailed idea is likely to work, is 

doable, and/or is applicable 

Idea Comparison Compare one idea to another idea 

Participant Emotions What participants feel about the problem, themselves 

and their ideas/solution 

Connection to outside knowledge Reference to outside knowledge (i.e., past experience)  

Double checking Double check their understanding of the problem 

statement, their ideas, and/or their solution  

Solution Selection Summarize the final solution, indicate what idea to 

choose as final solution 
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Table 3. Time spent to solve the problem 

Student Time (min) Faculty Time (min) Practicing 

engineer 

Time (min) 

S1 19:21 F1 21:49 P1 22:29 

S2 29:32 F2 15:18 P2 25:08 

S3 33:09 F3 21:34 P3 30:00 

S4 27:08 F4 28:26 P4 29:48 

S5 29:10 F5 23:19   

S6 29:36     

S7 29:43     

Average time 28:14  22:05  26:51 

Note: S = student, F = faculty, P = practicing engineer.  
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Table 4. Number of codes used by participants  
Participant 

role 

Participant 

# 

Problem 

statement 

Idea 

generation 

Idea 

expansion 

Hypothetical 

process 

Feasibility Idea 

comparison 

Solution 

selection 

Participant 

emotions 

Connection 

to outside 

knowledge 

Double 

checking 

Students 

1 2 2 3 0 1 1 2 0 0 0 

2 4 2 18 1 9 3 3 13 3 4 

3 1 3 11 0 2 0 1 1 0 0 

4 6 5 20 0 14 0 0 5 4 2 

5 4 1 28 3 7 0 2 9 4 1 

6 2 1 20 1 4 0 3 10 0 5 

7 0 5 35 0 3 0 1 20 2 7 

Average 2.7 2.7 19.3 0.7 5.7 0.6 1.7 8.3 1.9 2.7 

Faculty 

8 1 3 15 0 1 0 0 2 0 0 

9 4  2  25 0 8 1 3 11 1 4 

10 7 12 19 0 7 0 1 13 4 14 

11 11 2 15 0 9 0 0 8 7 1 

12 4 1 32 2 9 0 0 1 0 6 

Average 5.4 4.0 21.2 0.4 6.8 0.2 0.8 7.0 2.4 5.0 

Practicing 

Engineers 

13 1 1 20 0 4 0 0 3 0 0 

14 0 2 9 1 5 3 0 5 3 0 

15 4 1 45 0 1 0 2 14 8 8 

16 0 2 29 1 5 1 0 1 2 5 

 Average 1.3 1.5 25.8 0.5 3.8 1.0 0.5 5.8 3.3 3.3 

Overall 

Average 

 

3.2 2.8 21.5 0.6 5.6 0.6 1.1 7.3 2.4 3.6 
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Table 5. Percentage of codes and standard deviation across participant transcripts 

Codes Student 

transcript  

(n = 7) (%) 

Student 

transcript 

SD 

Faculty 

transcript  

(n = 5) (%) 

Faculty 

transcript 

SD 

Practicing 

engineer 

transcript 

(n = 4) (%) 

Practicing 

engineer 

transcript 

SD 

Problem statement 5.8 5.3 10.2 6.3 2.6 2.4 

Idea Generation 5.8 6.2 7.5 6.5 3.2 2.3 

Idea Expansion 41.5 11.4 39.9 18.9 55.0 17.1 

Hypothetical 

Process 

 

1.5 

 

1.9 
 

0.8 

 

1.6 
 

1.1 

 

1.7 

Feasibility 12.3 6.7 12.8 5.1 7.9 6.7 

Idea Comparison 1.2 3.4 0.4 0.7 2.1 4.7 

Participant 

Emotions 

 

17.8 

 

9.9 
 

13.2 

 

6.7 
 

12.2 

 

6.8 

Connection to 

outside knowledge 

 

4.0 

 

3.2 
 

4.5 

 

5.5 
 

6.9 

 

4.7 

Double checking 6.2 4.7 9.4 7.3 7.9 6.5 

Solution Selection 3.7 5.4 1.5 2.1 1.1 1.2 

 Note: SD = standard deviation. 
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Table 6. Examples of codes from participants’ transcripts 

Problem Statement 

 - Okay. So, we're trying to remove trash from our river system and there are plastic-- mostly plastic, 

and pretty much all plastic, it seems, and paper. Um, and then, all small-- pretty small things like food 

wrappers, bottles, and cans, nothing massive. – F5 

 - … because, in the requirement it says, the solution should not hinder any boat-- boat traffic,… - S5 

Idea generation 

 - Um, one option for the main river might be to, um, yeah, need something like this maybe with um, 

some logs” – P4 

 - So I would first of all, examine available options and presumably a lot of these would include 

different types of grates or nets or some types filtration devices.  - F4 

Idea Expansion 

 - One, two, three, four, five, six, seven, eight, okay, nine, ten. So, make an assumption, say that 

probably 10 mainstreams contributing to the-to the river. – S2 (making an assumption) 

 - Okay. What I'm showing now is this process within the narrow streams to just having again, 

something like a- Like a large net but is fairly lightweight. But well, you can just- You could walk 

upstream, have a person on each side and maybe people walk-walking along this side, making sure that 

anything's caught in grass, whatever could be thrown into the net or pulled out…  - P2 (expanding idea 

details) 

 - And then we are- what's the remaining percentage- and 25 plus, let’s see that’s 51, 73, and 70. No. 

Let’s get a calculator out. Only 27% risk… - F4 (making calculations) 

Hypothetical process 

 - You could add sensors onto them, that like- -can turn into how much weight is like being, w-what the 

tension is in our carabiner, and if it's more than a certain amount, that when it's time to clean it, but that 

might cost you much to do. And seems a little bit overkill, but in a perfect world, we would do that. – 

S5 

Feasibility 

  - You can make an outlet for, to go to the, to let the water go back out of these collection pits, so you 

can then put a screen over the inside, the problem is that, that’s going to clogged up right away and 

then it’s not going to be effective anyway. So that’s not going to be functional. – P1 (discussing both 

pros and cons and workability of their solution) 

 - There's never a cheap fix. It's what my dad always says, "There's never a cheap fix." This will be 

expensive, however, it will work. – S4 

Idea comparison 

 - if you don't change people's mindsets of throwing things in the river then you know it'll just keeping 

a problem. So again that would be- that would be a more ideal sustainable solution is education. – S2 

Participant emotions 

 - You can tell I'm getting tired. – P2 (expressing how they felt about themselves) 

 - Okay, so, this is a little unclear – F2 (while reading the problem statement) 

 - So I don't like the dragline option even though it's the first one that came with me, uh, came to me.– 

P3 (expressing feelings about their ideas) 

Connection to outside knowledge 

 - Um, so, my main experience is in plumbing, and so, I'm literally thinking about this as a plumbing 

problem. – S4 (between-domain analogy) 



47 
 

 - … we went on a field trip, you've looked at a couple of things I remember in Hydra one. Two caps 

down, you know. Um, you're gonna get the picture first on this one.  - P3 (connection to outside 

knowledge  - within -domain) 

 - Geez. Mm-hmm. That's probably about right. So, you'll want, for sure, like a 12-inch diameter tile. I 

don't know, let's just say- So, there are 100 yards on the football field, which is 300 feet. So, if I say 

500, so I'll say 1000. – S4 (connection to outside knowledge  - between -domain) 

Double checking 

 - All right. Hmm, we have the drawing, we have the materials. We have the methodology. What are 

we missing? What are we missing? – S6 (double-checking themselves) 

 - It doesn't say anything in here. Um, it doesn't say anything about here about any kind of, um, bird or 

fowl life. – P3 (double-checking problem statement) 

Solution selection 

 - Yep, that's what we're gonna do, okay. – S6 

 - I think that's the way to go.  - S2 

 


