UNIFORM RECTIFIABILITY IMPLIES VAROPOULOS EXTENSIONS

STEVE HOFMANN AND OLLI TAPIOLA

ABSTRACT. We construct extensions of Varopolous type for functions f € BMO(FE), for
any uniformly rectifiable set E of codimension one. More precisely, let & C R**! be an
open set satisfying the corkscrew condition, with an n-dimensional uniformly rectifiable
boundary 9, and let o := H"|sq denote the surface measure on 9. We show that if
f € BMO(99,do) with compact support on 952, then there exists a smooth function V' in
Q such that |[VV(Y)| dY is a Carleson measure with Carleson norm controlled by the BMO
norm of f, and such that V' converges in some non-tangential sense to f almost everywhere
with respect to o. Our results should be compared to recent geometric characterizations
of LP-solvability and of BMO-solvability of the Dirichlet problem, by Azzam, the first
author, Martell, Mourgoglou and Tolsa and by the first author and Le, respectively. In
combination, this latter pair of results shows that one can construct, for all f € C.(99),
a harmonic extension u, with |[Vu(Y)|?dist(Y,9Q) dY a Carleson measure with Carleson
norm controlled by the BMO norm of f, only in the presence of an appropriate quantitative
connectivity condition.
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LIST OF SYMBOLS

C, Carleson norm of the measure p (Definition 2.4)
G Carleson packing norm of A C D (Definition 2.23)
D collection of dyadic cubes (Theorem 2.16)
x) dyadic cone at x € 92 (Definition 7.3)
x cone at x € ) (Definition 2.1)
o(z)  semi-closed truncated cone at x € @ C 9 (Section 4)
o(z)  interior of Tg(x)
Q open set in R"*! with ADR boundary 0
w harmonic measure with pole at X €
Uy, Uy  dilated and non-dilated closed Whitney region (Sections 4 and 7)
Ug closed restricted Whitney region (Section 8)
To,To  semi-closed and open Carleson box (Sections 4 and 7)
0 Carleson tent (Definition 7.3)
to modified Carleson tent (Section 8)
w Whitney cubes in 2 (Sections 4 and 7)
Go, counting function with respect to Qg € D (Lemma 4.13)
0,0 distance and smooth distance function with respect to 92 (Theorem 3.3)
(f)a,f, f integral average of f over A (Section 2)
Ny the set of non-negative integers {0,1,2,3,...}

1. INTRODUCTION

Connections between boundary geometry and PDE estimates have been studied for a
long time (see e.g. the seminal work of F. and M. Riesz [RR20]) but the work is still ongoing
and active. In the last couple of years, a lot of progress has been made, particularly in
domains with codimension 1 Ahlfors-David regular (ADR) or uniformly rectifiable (UR)
boundaries (see [Hof19] for a survey of some of these recent advances). In this article, we
complement recent results related to geometric characterizations of solvability of Dirich-
let problems, by showing that an extension property for BMO functions, first proved by
Varopoulos in the half-space [Var77, Var78|, remains true even in settings where harmonic
extension of BMO boundary data (i.e., BMO-solvability of the Dirichlet problem) may
fail: in fact, we show in the present paper that the Varopoulos extension property holds
always for UR sets of codimension 1. In particular, our results do not require any kind
of connectivity hypothesis on the domain or its boundary, whereas the analogous PDE
solvability results cannot hold without certain quantitative connectivity assumptions.

Let us be more precise. Recently, Azzam, the first author, Martell, Mourgoglou and
Tolsa [AHM*19] have presented a geometric characterization of quantitative scale-invariant
absolute continuity (i.e. the weak-A,, property) of harmonic measure with respect to the
surface measure. Their result together with recent work of the first author and Le [HL18]
gives us the following characterization theorem. For definitions of the properties mentioned

in the theorem and in the rest of the introduction, see Section 2.
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Theorem ([AHM'19, HL18|). Let Q C R™™ be an open set satisfying the corkscrew
condition and suppose that 9S) is n-ADR. Then the following conditions are equivalent:

(1) 9 is UR and Q satisfies the weak local John condition,

(2) harmonic measure belongs to the class weak-A., with respect to the surface measure
o =H"|sq on 09,

(3) the Dirichlet problem is LP-solvable for some p < oo,

(4) the Dirichlet problem is BMO-solvable.

By LP-solvability we mean that there exists a constant C' such that if f € LP(9€2), then
the solution u to the Dirichlet problem with data f converges non-tangentially to f and

[Nl Lean) < C| fllLe@0),

where N, is a non-tangential maximal operator. Many key results related to this concept
can be found in the monograph of Kenig [Ken94|. By BMO solvability', we mean that
there exists a constant C' such that if f is a compactly supported continuous function on
01, then the solution u to the Dirichlet problem satisfies the Carleson measure estimate

1 2 2
x€89,0<s7},1§1?1iam(89) U(A($’ r //QHB(:): r) |VU(Y)| 5(Y) ¥ = C”‘f”BMO(aQ)’

where A(x,r) = B(xz,r) N 0. This type of solvability was first shown to be equivalent

to LP-solvability, for some p < oo, by Dindos, Kenig and Pipher [DKP11|, in Lipschitz or

chord-arc domains (see also [Zhal8| for an extension to 1-sided chord-arc domains).

[t was previously known that the weak-A,, property of harmonic measure (equivalently,
LP-solvability for some p < co) may fail in the absence of connectivity, even if the bound-
ary is UR [BJ90], but the result of [AHM*19] is the first that tells us precisely how much
connectivity we need (although we refer the reader to related work of Azzam [Azz18|,
concerning the analogous geometric characterization problem, in the case that harmonic
measure is doubling). In particular, there are many domains with ADR or even UR bound-
aries for which one does not have BMO-solvability, nor LP-solvability for any finite p.

In this work, we nonetheless obtain extension results of Varopoulos type that can be
seen as substitutes for these solvability theorems, in domains with n-UR boundaries, but in
which the weak local John property may fail. We first consider extensions of L*° functions:

Theorem 1.1. Let Q C R™! be an open set satisfying the corkscrew condition, with n-UR
boundary. Then for every Borel measurable f € L>*(0N),do), there is a function & = Oy
in §2, such that

i) @ € C*(Q), and [VO(X)| < C||fllreon) 6(X)™", for all X € Q.
i) (|| L) < CllfllLe(o0),
iil) limy ., y.7. ®(Y) = f( ) for o-a.e. x € 011,
iv) [VO(Y)|dY is a Carleson measure:

sup // IVO(Y)|dY < O f|lp=-
r>0zco0 " B(z,r)NQ

IThe definition is slightly different if Q is unbounded and 8 is bounded; see [HL18, Section 5| for details.
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Here, limy_,, .. stands for one-sided non-tangential convergence?; o = H" loq is the
surface measure, and §(X) = dist(X, 08) for X € Q. The constant C' depends only on n,
and the UR and corkscrew constants.

We remark that in particular, Theorem 1.1 applies in the case that Q = R""\ E|
where E is an arbitrary n-UR set: the corkscrew condition in that case is a simple (and
well-known) consequence of Ahlfors—David regularity of E.

The proof is based on a combination of geometric arguments, potential theory and dyadic
analysis, but the basic strategy follows that of Varopoulos [Var77, Var78|: in particular, we
strongly make use of the e-approzimability property of harmonic functions, established in
the present context in [HMM16] (see Theorem 3.1 below). However, the implementation of
this program is a delicate matter in the present generality, owing to the need to make har-
monic extensions of functions belonging to L>(0S, do), with non-tangential convergence
o-a.e. to the data, even though harmonic measure may fail to be absolutely continuous
with respect to surface measure o; see Sections 5 and 6, and in particular Remark 6.4.

Originally, the notion (although not the terminology) of e-approximability was intro-
duced by Varopoulos [Var78|, and refined by Garnett [Gar81]|, in order to study new
ways to extend BMO functions inspired by Carleson’s corona theorem [Car62|, and the
closely related topic of H'-BMO duality (see particularly [FS72, Theorem 3]). The e-
approximability property provides a convenient detour to circumvent the unfortunate fact
that there exist harmonic functions u such that |Vu(Y)[dY is not a Carleson measure
[Gar81]. Subsequently, this property has offered ways to connect Carleson measure es-
timates for solutions, with quantitative Fatou Theorems |[Gar81], [BH18|, with absolute
continuity properties of elliptic measures [KKPT00, HKMP15| and with boundary geom-
etry [HMM16, GMT18, AGMT16, BH18, HT'17, BT19].

Our second result is the following generalization of [Var78, Theorem 2|, which in some
sense provides a substitute for BMO-solvability of the Dirichlet problem:

Theorem 1.2. Suppose that Q C R is an open set satisfying the corkscrew condition
with n-UR boundary. Then there exists a constant C' such that if f € BMO(OS),do) is
compactly supported, then there exists a function V = Vy in Q such that
i) Vel>®), and [VV(X)| < C|fllrmo 6(X)™L, for all X € Q,
i) limy ., 7 V(YY) = f(z) for o-a.e. x € 09,
iii) |[VV(Y)|dY is a Carleson measure:

1
sup — // VY)Y < C|fllsmo.
B(z,r)NQ

r>0,2€002 re

Here limy _,, y.7. stands for one-sided non-tangential convergence (see Definition 2.1 and

Remark 2.2); §(X) = dist(X,00), and o :== H"|sq is the surface measure.

The proof is a combination of Theorem 1.1, Garnett’s decomposition lemma (see Lemma
10.1), and the following extension result for the “dyadic part” of Garnett’s lemma:

2The notion of non-tangential convergence must be suitably interpreted in the present context. We shall
return to this matter in the sequel; see Definition 2.1, Lemma 4.14, and Remarks 2.2, 4.15 and 4.16.
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Proposition 1.3. Suppose that @ C R™™ is an open set satisfying the corkscrew condition
with d-ADR boundary for some d € (0,n]. Let D be a dyadic system on 02, Qo € D be a
fized dyadic cube and {Q;}; C Dg, be a collection of subcubes of Qy. Suppose that function
fin 0%, f(x) =32, ajlq,, satisfies the following conditions for some Cy > 1:

e [ € BMO(0Q),
° ZQjCQ 0(Q;) < Coo(Q) for every Q € D,
e sup; |a;| < c| f[l pmo,
where ¢ > 1 depends only on the dimension and the ADR constant (see Definition 2.11).
Then there exists a function F' = Fy in € such that
i) FeC®), and [VF(X)| < Cy||fllBaro 6(X)7, for all X € 9,
i) imy . n.7. F(Y) = f(z) for o-a.e. x € 09,
iii) |[VF(Y)|dY satisfies a quantitative codimension 1 type Carleson measure estimate:

1 ,

sup // VE(Y)|dY < CiCollfllsmro (1.4)
r>0,2€0Q T JJ B(z,r)nQ

for a constant Cy; > 1 depending only on the dimension and the ADR constant. Here

limy ., y.7. stands for standard type non-tangential convergence (see Definition 2.1); §(X) =

dist(X,00), and o = H%|pq is the surface measure.

We remark that in proving Theorem 1.2, we shall use only the codimension 1 case (i.e.,
d = n) of Proposition 1.3.

Unlike that of Theorem 1.1, the proof of Proposition 1.3 does not require any UR machin-
ery. Many of the key arguments are fairly elementary but still a bit delicate. A principal
difficulty is the need to build suitable substitutes for Carleson boxes that are compatible
with non-tangential convergence, as well as with proving the Carleson measure estimate
(1.4). Both the construction of our boxes and the rest of our techniques work for d-ADR
boundaries for any d € (0,n], including non-integer dimensions.

The paper is organized as follows. In the next section, we discuss the basic notation
and definitions in the paper. In Section 3, we consider e-approximators and many regu-
larization lemmas we need later. We build machinery for Theorem 1.1 in Sections 4 and
5, and we prove the theorem in Section 6. In Sections 7 and 8, we revisit and modify the
construction of Whitney regions and Carleson boxes and we use the modified construc-
tion to prove Proposition 1.3 in Section 9. Finally, in Section 10, we prove a version of
Garnett’s decomposition lemma and combine it with Theorem 1.1 and Proposition 1.3 to
prove Theorem 1.2.

Acknowledgments. The authors wish to thank the anonymous referee for many insightful
comments related to this work and related questions, and for several suggestions that have
helped to clarify and improve the presentation.

2. NOTATION AND BASIC DEFINITIONS

We use the following notation.



e O C R*""! will always be an open set with non-empty d-dimensional ADR boundary
0% (see Definition 2.11). In Sections 4, 5, and 6, we additionally assume that OS2
is n-UR (see Definition 2.13) and that € satisfies the corkscrew condition (see
Definition 2.12).

e The letters ¢ and C' denote constants that depend only on dimension, ADR con-
stant (see Definition 2.11), UR constants (see Definition 2.13) and other similar
parameters. The values of ¢ and C' may change from one occurence to another.
We do not track how our bounds depend on these constants and usually just write
v S g if 41 < ey for a constant like this ¢ and v = o if 11 < 99 <y If
the constant ¢, depends only on parameters of the previous type and some other
parameter k, we usually write 71 <, 72 instead of v; < ciys.

e We use capital letters X, Y, Z, and so on to denote points in {2 and lowercase letters
x,1, 2z, and so on to denote points in Of).

e The (n + 1)-dimensional Euclidean open ball of radius r will be denoted B(x,r) or
B(X,r) depending on whether the center point lies on 092 or 2. We denote the
surface ball of radius r centered at x by A(x,r) = B(x,r) N oQ.

e Given a Euclidean ball B := B(X,r) or a surface ball A := A(xz,r) and constant
k > 0, we denote kB = B(X, kr) and kA = A(x, kr).

e For every X € 2 we set 0(X) = dist(X, 092).

e We let H% be the d-dimensional Hausdorff measure and denote the surface measure
of 90 by o = H?|sq. The (n + 1)-dimensional Lebesgue measure of a measurable
set A C Q will be denoted by |A].

e For a set A C R"™! we let 14 be the indicator function of A: 14(z) =0ifx ¢ A
and 14(x) =1if x € A.

e The interior of a set A will be denoted int(A).

e The unit outer normal (when it exists) will be denoted by N.

e For yi-measurable sets A with positive and finite measure we set (f)a = f, fdu ==

o

Definition 2.1 (Cones and non-tangential limits). Suppose that m > 1. For every x € 09,
the cone of m-aperture at x is the set

[(z) =I"(z) = {Z € Q: dist(Z,z) < md(Z)}.

Let G be a function defined in €2, g be a function defined on 02 and = be a point on 0.
We consider two types of non-tangential convergence in this paper. We use the notation
limy ., n1. G(Y) = g(z) for both of them, but the meaning should be clear from context.
e With standard type non-tangential convergence we mean that there exists m > 1
such that we have limy_,o, G(Y%) = g(z) for every sequence (Y}) in I'"™(z) such that
limk_m) Yk = .
e With one-sided non-tangential convergence we mean that there exists m > 1 and a
connected component A C I'(x) such that z € 0A and limy_,. G(Yx) = g(x) for
every sequence (Y%) in A such that limy_,., Y} = .
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Remark 2.2.

i) If Q@ € R™! is an open set satisfying the corkscrew condition, with UR boundary
01, then for o-a.e. x € 0L, the cone with vertex at x has at most two connected
components inside €2 such that their boundaries contain x, by Lemma 4.13 (see also
Lemma 4.14, and Remarks 4.15 and 4.16).

ii) In the actual calculations related to non-tangential convergence, we use dyadic
cones that we define in later sections (see Section 4 and Section 7). These dyadic

cones always contain a truncated cone of the type f(x), at least locally.

Definition 2.3 (BMO and dyadic BMO). The space BMO(09) (bounded mean oscillation)
consists of those locally integrable function f such that

1 lmnto = sup ][ (@) — (Fal doy) < oo,
A JA

where the supremum is taken over all surface balls A C 9€). We define the dyadic BMO
space BMOp(0f2) by replacing the supremum over all surface balls with the supremum
over all dyadic cubes @ (see Theorem 2.16).

Definition 2.4 (Carleson measures). We say that a Borel measure p in €2 is a Carleson
measure (with respect to 0€2) if we have
u(B(z,) Q)

C,:= sup ~ < 0. (2.5)
€I, r>0 r

We call C), the Carleson norm of p.

Definition 2.6 (Local BV). We say that locally integrable function f has locally bounded
variation in Q (denote f € BV,(Q2)) if for any open relatively compact set ' C Q the
total variation over £ is finite:

%
/ IVp|dY = sup // pdivl dY < oo,
o __{fecg(gf) '

11 Looary<1
where C}(€)') is the class of compactly supported continuously differentiable vector fields
in .

Definition 2.7 (Carrot paths). Let X € Q and y € 09Q2. A connected rectifiable path ~
from X toy is a A-carrot path if Y\{y} C © and for every Z € v we have M(y(y, Z)) < 0(Z).

Definition 2.8 (Weak local John condition). We say that 2 satisfies the weak local John
condition if there exist constants A € (0,1), 6 € (0,1] and R > 2 such that for every X
there exists a Borel set I’ C Ay = B(X, R6(X)) NI such that o(F) > o (Ax) and for
every y € F' there is a A-carrot path connecting y to X.

Definition 2.9 (Weak A). Let v be a measure defined on 02 and Ay := By N 92 be a
surface ball. We say that v belongs to weak-A.(A) if there are positive constants C' and
7



s such that for each surface ball A := B N 0f) centered on 0f) with B C By we have

v(A) < C (Z&;)Sy(zm (2.10)

for every Borel set A C A.

We note that the constant 2 in (2.10) can be replaced with any constant ¢ > 1 without
changing the class weak-A(Ao) (see e.g. [AHT17, Section §]).

2.1. ADR, UR, NTA, CAD, and corkscrew condition.

Definition 2.11 (ADR). We say that a closed set E C R""! is a d-ADR (Ahlfors-David
regular) set for d € (0,n] if there exists a uniform constant C' such that

érd < a(Az,r)) < Cr?

for every x € E and every r € (0,diam(F)), where diam(F) may be infinite.

Definition 2.12 (Corkscrew condition). We say that 2 satisfies the corkscrew condition if
there exists a uniform constant ¢ such that for every surface ball A == A(z,r) with x € 02
and 0 < r < diam(0f2) there exists a point Xa € €2 such that B(Xa,cr) C B(z,r) N,

Definition 2.13 (UR). Following [DS91, DS93|, we say that an n-ADR set £ C R"*!
is UR (uniformly rectifiable) if it contains “big pieces of Lipschitz images” (BPLI) of R™:
there exist constants 6, M > 0 such that for every x € F and r € (0,diam(F)) there is a
Lipschitz mapping p = p,,: R" — R"" with Lipschitz norm no larger that M, such that

HY(ENB(x,r)Np({y € R™: ly| <r})) > o6r".

As it is well-known, UR is a necessary and sufficient condition for many types of PDE and
Calderon—Zygmund type harmonic analysis results on ADR sets or open sets with ADR
boundaries. In this paper, we work with two characterizations UR: e-approximability of
harmonic function (see Section 3) and bilateral corona decomposition (see Section 4). We
use e-approximability to build the extension in Theorem 1.1, and the bilateral corona
decomposition, and its consequences, as a tool to prove some convergence properties.

Definition 2.14 (NTA). Following [JK82|, we say that a domain © C R"*! is NTA
(nontangentially accessible) if

e O satisfies the Harnack chain condition: there exists a uniform constant C' such that
for every p > 0, A > 1 and X, X’ € © with §(X),0(X’) > pand | X — X'| < Ap
there exists a chain of open balls By,...,By € ©, N < C(A), with X € By,
X" € By, By N By # 0 and C~'diam(By,) < dist(By, 90) < Cdiam(By),

e both © and R™"! \ © satisfy the corkscrew condition.

Definition 2.15 (CAD). An open set Q C R""!isa CAD (chord-arc domain) if it is NTA,
and 02 is n-ADR. The constants in the Harnack chain, corkscrew, and ADR conditions

are referred to collectively as the chord-arc constants.
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2.1.1. Dyadic cubes.

Theorem 2.16 (E.g. [Chr90, SW92, HK12|). Suppose that E is a d-ADR set. Then there
exists a countable collection D (that we call a dyadic system ),

]D::U]Dk, Dy = {QF: a € A}

keZ
of Borel sets Q% (that we call dyadic cubes) such that
(i) the collection D is nested: if Q, P € D, then QN P € {0,Q, P},
(i) £ =Ugep, @ for every k € Z and the union is disjoint,
(iii) there ezist constants ¢; > 0 and Cy > 1 such that

A(zE 277 C QF C A(E, C127F) = Ay, (2.17)

(iv) for every set QF there exists at most N cubes ngl (called the children of QF ) such

that Q% =, ngl, where the constant N depends only on the ADR constant of E,
(v) the cubes have thin boundaries: there exists a constant vy > 0 such that

o ({z € Qk: dist(z, E\ QL) < 027"}) < C070(QF) (2.18)

for all cubes Q% and for all o € (0, ¢).

In addition, there exists a collection of dyadic systems {D*}_, on E, of bounded cardinality
N, and a uniform constant C, such that if A = BN E is any surface ball centered on E,
then there is at least one choice of dyadic system D¥, and a cube Q@ € DV, with A C Q,
and with diam(Q) < min(C'diam(B), diam(E)).

Remark 2.19. In general spaces of homogeneous type, dyadic systems were first con-
structed in [Chr90] for some parameter 6 € (0, 1) instead of the dyadic parameter 1/2 (we
may always choose 0 = 1/2 by [HMMM14]). In the same context, the adjacent systems
{D*}2_ | were contructed in [HK12| (see also [HT14, Tap16] for an alternative construction
and some additional approximation properties in geometrically doubling metric spaces).
For the history of adjacent systems in R™, see [CU17, Section 3].

Notation 2.20. We shall use the following notational conventions.

(1) Since the boundary 02 may be bounded or disconnected, we may encounter a
situation where QF = Qlﬁ although k # [. Thus, when we consider cubes Q* € D,
we assume that C127% < diam(92) and the number k is maximal in the sense that
there does not exist a cube Qf@ € D such that Qfg = QF for some | > k. Notice
that the number £ is bounded for each cube since the ADR condition excludes the
presence of isolated points in 0.

(2) For each k, and for every cube Q% := Q € Dy, we denote £(Q) = 27" and zq = 2*.
We call £(Q)) the side length of (), and z¢ the center of Q.

(3) For every @ € D, we denote the collection of dyadic subcubes of @ by Dg.

(4) Following [DS91], for every @ € D and k > 1, we denote

RKQ = {x € I : dist(z,Q) < (k — 1) diam Q} .
9



Remark 2.21. We record the following further observations.

(1) The following exterior variant of (2.18) in Theorem 2.16 also holds for every @ € D
o (Ext,(Q)) = o({r € B\ Q: dist (1,Q) < ol(Q)}) S C1o"0(Q), (2.22)

as may be seen by covering the exterior shell Ext,(Q) by dyadic cubes of uniform
side length ~ 0/(Q), each of which is a subcube of one of a uniformly bounded
number of neighbors of ) with side length equal to that of ). Applying (2.18) in
each of these neighbors, we obtain (2.22).

(2) By the ADR property and (2.17), we have o(Q) ~ ¢(Q)¢ with implicit constants
independent of @), and a(@) < o(Q) for the dyadic parent of @, that is, the cube Q
containing (), and belonging to the generation immediately preceeding that of @,
(i.e., @ € Dg_; when @ € D). Similarly we have 0(kQ) <, o(Q) for all K > 1.

Definition 2.23. We say that a collection A C D satisfies a Carleson packing condition if
there exists a constant C' > 1 such that

Z 0(Q) < Co(Qo)
QREA,QCQo

for every cube Qg € D. We call the smallest such constant C' the Carleson packing norm
of A and denote it by 4.

Lemma 2.24. Suppose E C R" is a d-ADR set and that A C D satisfies a Carleson
packing condition. Then we have

Y. UQ)" S Cul(Qo)"
QREA,QCQo
for every cube Q € D and every d < n.

Proof. For d = n, in the presence of the n-ADR condition, the lemma is a trivial refor-
mulation of Definition 2.23. Therefore let us suppose that d < n. In this case, the same
trivial argument using d-ADR gives D54 oco, Q) < Eal(Qo)e. Consequently,

DU = D U@ <UD UQ)!

QEA,QCQo QEA,QCQo QeA,QCQo
§ %Ag(Qo)n_daQo)d = %AK(QO)H~
|

3. e-APPROXIMABILITY AND REGULARIZATION

In the proof of Theorem 1.1, we follow the original idea of Varopoulos and construct the
extension using e-approximability of harmonic functions. It was recently shown that this

property characterizes uniform rectifiability:
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Theorem 3.1 ([HMM16, GMT18]). Suppose that Q@ C R™ is an open set satisfying the
corkscrew condition. Then 0 is UR if and only if every bounded harmonic function u

in §2 is e-approximable for every e € (0,1): there exists a constant C. and a function
O = P € BV,(2) such that

lu— @l < ellull ey and  sup // VOV dY < Culluf o,
B(z,r)NQ2

z€0,r>0 e

i.e. |VO(Y)|dY is a Carleson measure.

The direction UR implies e-approximability appears in [HMM16|, and the converse is
proved in [GMT18| (see also [HT17| and [BT19| for pointwise and LP versions of this
result). For other characterizations of UR with respect to properties of harmonic functions
or solutions to other elliptic PDE, see [ HMM16, HMM19, GMT18, HT17, BT19, AGMT16|.

Since e-approximators are a crucial ingredient in the proof of Theorem 1.1, it will be
convenient for us to use regularized e-approximators that are locally Lipschitz:

Lemma 3.2. We can choose the c-approximators ® = ®° in Theorem 3.1 so that
i) ® € COO(Q)
i) [VO(Y)| < 5(Y for every Y € Q,

iif) if |X — Y| < 8(X), then [d(X) — d(Y)| $ 55l

We shall verify this lemma by a fairly straightforward mollifier argument (see e.g. [EG92,
Section 4])). Since we need to regularize also other functions in subsequent sections, we
formulate the following lemmas in a fairly general way.

We start by noting that although our distance function § is Lipschitz, that is usually the
best level of regularity we can hope for in this context. However, we can use a classical
result of Stein to replace § with a smooth function that is pointwise close to d:

Theorem 3.3 ([Ste70, Theorem 2, p. 171|). Let E C R™"! be a closed set and §g be the
distance function with respect to . Then there exist positive constants my and mo and a
function Bg defined in E¢ such that

(i) miop(z) < Be(x) < modr(z) for every x € E°, and

(ii) Bg is smooth in E¢ and

‘—5E < CofBp(z)t1el,

In addition, the constants my, mo and C,, are independent of E.

For a given closed set £ C R"!, let § := 0, 8 = Bg, and my > 0 be as in Theorem 3.3.
Let ¢ > 0 be a smooth non-negative function supported on B(0, 5=—), satisfying ¢ < 1 and

[ ¢ =1. For every A > 0, we set

’2m

G(X) = 1 G) ,

11



and define

1 X-Y
ANX,)Y)=¢( X-Y)= ¢ ( ) )
(X,Y) = (oo ) s \ 5
Set Q :=R"™\ E, so that 9Q = E, and observe that for given X € ,
supp A(X, ) C By == B(X,3(X)/2), (3.4)

by construction. Suppose that Go: €2 — R is a locally integrable function. We set
= / AX,Y)Go(Y)dY . (3.5)

We then have the following.
Lemma 3.6. Let G be defined as in (3.5). Then G € C*(Q2) and

VX A(X,Y)Go(Y) dY. (3.7)
0=

The proof is a routine modification of the case Q = R"™! (see e.g. the proof of [EG92,
Theorem 1 4, p. 123]).

Lemma 3.8. If Gy € BV,.(Q) and u = |VGo(Y)|dY is a Carleson measure, then

IVGX)['S (3.9)

C
0(X)
for every X € Q, where C,, is the constant in (2.5).

Proof. We begin with some preliminary observations. With By defined as in (3.4), note
that by Theorem 3.3 and construction,

sup [AX, V)] S6(X)™ !, sup |[VxAX,Y)| S6(X) 2. (3.10)
YeBx YeBx
Moreover, [[ A(X,Y)dY =1, for every X € Q, and therefore
VX/ (X,V)dy © / Vi AX,Y)dY = 0. (3.11)
Set [GO]BX = ’Bx‘ lffBX Go. Then

VG(X

Vi A(X,Y)Go(Y) dY'

311

/VXAXY)(GO( ) — [GolBy) dY‘

X) 2 //B ) |Go(Y) — [Golpy | dY
—1//3 IVGo(Y)|dY , (3.12)
12



where we have used also (3.4), and Poincaré’s inequality for BV (see [EG92, Theorem 1,
p. 189)).
Now let Z € 09 be a “touching point" for X, i.e. | X — 2| = 0(X). Then

5(X) ! // V(Y)Y < (X)) // VoY) dY < b
Bx B(2,26(X))NQ 0(X)

by hypothesis. Combining the latter estimate with (3.12), we obtain the desired conclusion.
We remark that the full strength of the Carleson measure condition was not required here,
but only the weaker estimate

5(X)—n//3 IVGo(Y)|dY < C.

g

Lemma 3.13. If Gy € BV,.(Q2) and u = |VGo(Y)|dY is a Carleson measure, then also
IVG(Y)|dY is a Carleson measure and

1
S // VG(X)|dX < C,
r>0,2€00 7" JJ B(z,r)n02

where C,, is the constant in (2.5).

Proof. Fix B(z,r) with z € 99. We cover B(z,r)N by (possibly disconnected) “half-open"
regions

Vi ={X €eQnB(zr): 27" r <6(X) <27},

so that QN B(z,r) = U2, Vk. Observe that for X € Vi, the ball By defined in (3.4) is
contained in

Vi={Y eQnB(z,2r): 27" 2r <o(Y) <27}
and moreover, that for Y € By, we have
X V] <8(X)/2~ (V).
Thus, using (3.12), we see that

/Vk VG(X)|dX S //V 5(X)‘”—1//BX VGo(¥)|dY dX

S //V . [VGo(Y)| (5(1/)—”—1 //|YX|§6(Y) dX) dY = //V ) IVGo(Y)|dY.

Summing in k, and using that the sets V' have bounded overlaps, we obtain

// VG(X)]dX < // VG(Y)| dY < Cur™
B(z,r)NQ B(z,2r)NQ

as desired. O
13



Lemma 3.14. If Gy converges to g(x) non-tangentially in the standard (respectively, one-
sided) sense in a cone with large enough aperture, then also G converges to g(x) non-
tangentially in the standard (respectively, one-sided) sense.

Proof. Suppose that Y € I'™(z) for some m > 1. We recall that

G(Y) = nﬂ//ym (Y Y)Z)GO(Z)dZ.

In particular, since dist(z, Y) <md(Y), we have

Y 1
dist(z, Z) < dist(z,Y) + dist(Y, Z) < md(Y) + /62)( ) < <m + 5) (YY)
mo
for every Z € B(Y,5(Y)/2ms). Also, if |Go(Z) — g(z)| < € for every Z € B(Y, @), we
can use the facts that [[ ¢ =1 and ¢(X) <1 for every X € Q to show that

60 =000 < gt [ Gy 221600 - gt a7 5

By combining these two observations we see that if G converges to g(z) non-tangentially in

a cone with aperture m, then G converges to g(z) non-tangentially in a cone with aperture
m — % Observe that the preceding argument applies in the case of either standard or

one-sided non-tangential convergence. O

Remark 3.15. The aperture of the cones does not play an important role in this paper
and we use Lemma 3.14 without considering details related to them in the proofs. This is
because we can always use mollifiers that are supported on a smaller ball than B(0, ﬁ)
and we use dyadic cones that we can construct in such a way that they contain cones of
the type I'™ for a large m (see Section 7).

Proof of Lemma 3.2. By Lemma 3.8, Lemma 3.13 and the Mean value theorem, the pre-
vious regularization method gives us the desired properties i), ii) and iii), but it is not
clear if the regularized e-approximators are still e-approximators in the sense of Theorem
3.1. Because of this, we tweak the regularization method for e-approximators. If @ is the
original e-approximator, we define the regularized e-approximator with the formula

- / AL(X, Y)Bo(Y) dY |

where
A(X)Y) = Cpx)(X =Y).
This changes the outcome of Lemma 3.8 for ¢ in the sense that we get a bound
C
PX) < ——=
V(X S s

instead, where C. is the Carleson norm of the measure |V®y(Y)|dY. However, since

the size of the Carleson norm of the e-approximators is not important for us (i.e. it can
14



depend very strongly on ¢), we can simply absorb the constant e ! to the Carleson norm
of the regularized e-approximators. Thus, if @ is an e-approximator, then ® is a Ce-
approximator such that Carleson norm C. of the meaure [V®(Y)|dY satisfies C. < OS5
for some uniformly bounded constant C'. We omit the details. O

4. BILATERAL CORONA DECOMPOSITION AND ONE-SIDED NON-TANGENTIAL TRACES

In R?™ the construction of dyadic Carleson boxes and dyadic Whitney regions is very
simple: just take a dyadic cube on R", build a cube on top of it to get the Carleson
box and remove the lower half of the cube to get the Whitney region. These objects are
easy to work with particularly due to their simple geometric structure and they are very
effective in many situations (see e.g. [HKMP15, HR18|). However, it is still possible to
construct substitutes for these boxes and regions that share many good properties with
their R%"-analogues [HMM16, Section 3.

In this paper, we need two versions of the Whitney regions from [HMM16] for two
different purposes:

1) the original regions in a slightly modified form to prove Theorem 1.1 in Section 6,
2) simplified and non-dilated regions for the construction of the extension of Proposi-
tion 1.3.

The reason why we need these simplified regions is that although the boundaries of the
original dilated regions are ADR, they are not quite neat enough for some more delicate
estimates. We construct these regions in Sections 7 and 8.

Let us start by recalling some key tools from [HMM16]. In this section, Q C R"*! is
an open set with n-UR boundary 02 and DD is a dyadic system on 9€2. We begin with a
standard Whitney decomposition of (2.

4.1. Whitney cubes and regions. We use Whitney cubes and Whitney regions in our
proofs and constructions throughout the article. Suppose that W = {I}; is a Whitney
decomposition of Q (see e.g. [Ste70, Chapter VI|, that is, {/}; is a collection of closed
(n + 1)-dimensional Euclidean cubes whose interiors are disjoint such that | J; I = € and

4diam([]) < dist(41,090) < dist(/, 0N2) < 40diam([) for every I € W

(here, by 41 we mean the standard concentric Euclidean dilate, as opposed to the “dilate"
of a dyadic cube @ € D(99) defined in Notation 2.20 (4)), and

1

whenever I} N I, # (). For parameters n and K satisfying n < 1 < K and for every
Q € D(0N) we set

WG = Wo(n, K) = {I e W: n"/*(Q) < ¢(I) < K'?0(Q),dist(I,Q) < K'?¢(Q)}. (4.1)

Remark 4.2. We note that W% is non-empty, for n chosen small enough, and K large

enough, provided that € satisfies the corkscrew condition (see [HMM16, Section 3]). In
15



particular, the latter is true when Q = Qg = R""' \ E, where E C R""! is an n-ADR set.
In the sequel, we shall always assume that n and K have been so chosen.

Definition 4.3. For £ > 1 and every I € W, we let [* be the concentric dilation of I:
I'=17¢) =¢l1.

We note that if ¢ is close enough to 1, (and we shall always choose it so), the fattened
cubes I* have bounded overlaps, and retain the property that diam(7*) & dist(/*,02). We
shall refer to such values of & as allowable.

If we choose (as above) the parameters 1, K and £ in a suitable way, the collections
U Tews I and | Tews I*, and certain variants of these collections, have strong geometric
properties that we will formulate in the next lemmas and use in the subsequent sections.

Definition 4.4. We say that a subcollection S C I is coherent if the following three
conditions hold.

(a) There exists a maximal element Q(S) € S such that Q@ C Q(S) for every @ € S.
(b) If @ € S and P € D is a cube such that Q C P C Q(S), then also P € S.
(c) If @ € S, then either all children of @) belong to & or none of them do.

If S satisfies only conditions (a) and (b), then we say that S is semicoherent.

Lemma 4.5 ([HMM16, Lemma 2.2|). For any pair of positive constantsn < 1 and K > 1
there exists a disjoint decomposition D = G U B satisfying the following properties:

(1) The “good” collection G is a disjoint union of coherent stopping time regimes S.
(2) The “bad” collection B and the mazximal cubes Q(S) satisfy a Carleson packing
condition: for every @ € D we have

Yoa@)+ D a(QS) < Chrio(Q).
S:Q(S)CQ

Q'CQ,Q'eB
(3) For every S, there exists an n-dimensional Lipschitz graph U's, with Lipschitz con-
stant at most n, such that for every QQ € S we have
sup dist(z,T's) + sup dist(y,9Q) < nl(Q),

zeAY, yEBYHNT's
where By, = B(rg, K{(Q)) and Af = B N Q.

We call the decomposition D = G U B in Lemma 4.5 the bilateral corona decomposition
of D.

Next, we recall a construction in [HMM16, Section 3|, leading up to and including in
particular [HMM16, Lemma 3.24]. We summarize this construction as follows.

Lemma 4.6. Let E C R" be UR, and set Qg = R"M\E. Given positive constants n < 1
and K > 1, as in (4.1) and Remark 4.2, let D = G U B, be the corresponding bilateral
corona decomposition of Lemma 4.5. Then for each S C G, and for each QQ € S, the

collection W(% in (4.1) has an augmentation W§ C W satisfying the following properties.
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(1) Wo C W, = WSJF UWg~, where (after a suitable rotation of coordinates) each
Ie W5’+ lies above the Lipschitz graph I's of Lemma 4.5, each I € Wg_ lies below
I's. Moreover, if Q' is a child of @), also belonging to S, then each I € WSJF (resp.
INS W;f) belongs to the same connected component of Qg as each I' € ng (resp.
I'e Wy, ) and W5 N WS+ #0 (resp. W N W5~ #10).

(2) There are uniform constants ¢ <1, C > 1, and & > 1 such that

en20(Q) < (1) < CKY2(Q), VI e W,
dist(1,Q) < CKY20(Q), VI e W), (4.7)
ent?0(Q) < dist(I*(£),Ts), VI €W}, VEe([L&].

(3) For & > 1, and recalling Definition 4.3, set

Us =Ug.= |J I'©), Ug=Ujuuy, (4.8)
IeWgi
and given S', a non-empty semi-coherent subregime of S, define
Qs =QL U0, QF =05 =int [ J U, (4.9)
Qes’

Then there exists & > 1 such that each of Qf, is a CAD (Definition 2.15), with
chord-arc constants depending only on n,&,n, K, and the ADR/UR constants for
E, provided that 1 < £ < &.

As in [HMM16], it will be useful for us to extend the definition of the Whitney region U,
to the case that () € B, the “bad” collection of Lemma 4.5. Let W, be the augmentation
of W(% as constructed in Lemma 4.6, and set

Wy, Q e,
Wo ::{ W‘j geB (4.10)
Q>

For () € G we shall henceforth simply write W, Wg?t in place of W, Wg’i. For arbitrary
@ € D, good or bad, we may then make the following definitions.

Definition 4.11. Given &' > ¢ > 1, we let I" = &I and [}, = '] denote dilated Whitney
cubes, for allowable values of ¢, £ as in Definition 4.3. Suppose that x € 9Q and Q € D.
The closed Whitney region relative to (), and its fattened version are, respectively, the sets

o * fat .__
Up=|J I, us=J Iy
1eWq IeWqg

Similarly, we define standard and fattened versions of the “semi-closed” (i.e., closed away
from 0R2) truncated dyadic cone at x:

Tolx)= |J Uy, T8@= |J us
Q'eDg,zeQ’ Q'eDg,zeQ’
17



and the “semi-closed” Carleson box relative to Q:

To= U . 7= U w.
Q'eb,Q'CQ RIeb,Q'CQ

We list some further properties of Uy and 7 in the next lemma. Most properties in the
first lemma follow directly from the construction but some of them require slightly trickier
estimates related to the choice of  and K and the bilateral corona decomposition (see
[HMM16, Section 3]).

For an open set 2 C R""! that satisfies an interior corkscrew condition and has n-
dimensional UR boundary 02, we define the Whitney regions U as above, but only include
only those connected components contained in € (by the corkscrew condition, there must
be at least one such). Of course, this includes the case that Q = Qr = R"*! \ E| with for
an n-dimensional UR set E = 0Qg, as in Lemma 4.6.

Lemma 4.12. Let Q C R satisfy an interior corkscrew condition, with n-dimensional
UR boundary 0S2. We have the following properties:

o The region Ug is a union of a uniformly bounded number of Whitney cubes I such
that (Q) =~ L(I) and dist(Q, 1) ~ ((Q).

o The regions Ug have a bounded overlap property, i.e. we have ) . \Ug,| = |, Ug,

for cubes Q; such that Q; # Q; if i # j.

IfUg NUp # 0, then £(Q) ~ ((P) and dist(Q, P) < 4(Q).

For every Y € Uy we have 6(Y') = ((Q).

For every Q € D, we have [Ug| ~ ((Q)" T =~ £(Q) - 0(Q).

If diam(092) =~ diam(Q), then Q@ = Uqyep To-

o [f diam(0f2) < oo and diam(§2) = oo, then there exist R 2 diam(0Q2) and a ball
B(z, R) for some x € 0 such that 9Q C B(x, R) and B(z, R) N Q C Ugep To-

o If ) € G, then Ug has at least one connected component, and at most two, corre-
sponding to L{ét in Lemma 4.6.

o If Q € B, then Ug has a uniformly bounded number of connected components.

4.2. Non-tangential convergence of c-approximators. We shall use the properties in
Lemma 4.12 to prove some results about non-tangential convergence of s-approximators.

Lemma 4.13. Let Q C R be as in Lemma 4.12, and write D = BUG as in Lemmas
4.5 and 4.6. Let Qg € D be a fixed cube, denote

Mg, ={Q € B: Q € Qo} U{Q(S): Q(S) € Qo}seg
and set
Gao(r) = Y lg(x)
QeANG,
for every x € 0Q (thus Gg, vanishes outside of Qo). Then Gg,(x) < oo for almost every
x € Qo. In particular, for almost every x € o, there exists a stopping time regime S,
such that if v € Q and (Q) < U(Q(Ss)), then Q € S,. For each Q € S,, the interior of the

cone Yq(x) splits into at most two chord-arc domains, as does the sawtooth region Qs, .
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Proof. Since the collection .#(, satisfies a Carleson packing condition by Lemma 4.5 and
Q) C Qo for every Q) € #y,, we have

| Gaf@dota) = 3~ 0@ S ol@0)

Y QG.///QO

In particular, Gg,(x) < oo for almost every x € ()y. Thus, for almost every = € @)y there
exist C; > 0 such that if x € @ and (Q) < C,, then Q ¢ .#(,. In particular, there exists
a stopping time regime S, given by Lemma 4.5 such that if z € @ and ¢(Q) < C,, then
Q € S, C G. Thus, by Lemma 4.12, the corresponding Whitney region U splits into at
most two connected components. The final property follows now from Lemma 4.6. Il

For every x € 0f) that satisfies the condition in Lemma 4.13, we denote the components
of To(z) by Té(x), whose interiors, denoted by Tg(x), are subdomains of Q5 (see (4.9)),
respectively. Since €2 satisfies the corkscrew condition, at least one of Qifx is contained in
(), and it may be that both are. We define Tg(fgi) in the same way.

Lemma 4.14. Let Q C R™! be an open set satisfying an interior corkscrew condition and
let 002 be UR. Suppose that ®: Q — R is a smooth function such that pn = |[V®(Y)|dY
is a Carleson measure, and |V®(X)| < 6 y for every X € Q. Then ® has one-sided
non-tangential boundary traces in the followmg sense: for o-a.e. x € 0S), the limits

ot (x) = lim (YY) and ¢ (x)= lim P(Y)

YGYQ(S >(:v),Y—>x YETL_Q(S )( z),Y -z

eist and satisfy ||oF||1=o0) < ||| (), provided that Q5 C Q.
Remark 4.15. As noted above, necessarily Qf;x C € for at least one choice of + or —, and
possibly both. Thus, ® has at least a 1-sided non-tangential trace a.e. on 9€). In the case
that both components of {25 are contained in €, the traces p* and ¢~ may not coincide.
Indeed, if Q = R?™ UR™™ and & = lgnit — 1gnsr, then ot(z) =1and ¢ (z) = —1 for
every x € 0f2 (when we have chosen the directions + and — in the obvious way).
Proof of Lemma 4.1/. Fix a cube Qg € D, and let z € 02 be a point satisfying the
condition Gg,(z) < co in Lemma 4.13. We suppose that Qf C Q, and consider the limit
in TQ(S (z); the case that g C  may be handled by the same argument. Let {Xj}x

be an arbitrary sequence of points in Tg(sm)(:ﬂ) such that X} — z. It suffices to show that

{®(X}))} is a Cauchy sequence.

We have fixed 1 < £ < &', and have constructed the corresponding standard and “fat”
versions of the Whitney regions, cones and Carleson boxes as in Definition 4.11. Using
Lemma 4.6, we set

. + fat
To = TH5 .

Thus, T&SI) C Ty, and the interior of T( is an NTA domain. Let k,m € N, m > k,
and let 0 < ¢ < ¢ — & Since X, X,,, € TZ)( there exists a chain of balls {B;}Y,,

B; .= B(Y;,r;), inside the interior of Y, with the followmg properties:
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Yi =X, Yv = X,

1 S E(S(Xk), N S 55(X )

B; N By, # 0 for every i > 1,
(5(Yi) A dist(BZ-,é?Q),

radius p; satlsfylng

and such that dist(€;,00Q) ~ diam(¢&;) ~ r;,

(vii) the balls {B;}; and the cylinders {€;}; have bounded overlaps
Here, the implicit constants depend on the NTA properties of Ty, and possibly on ¢

We now have

|<]§[|<1> Xk|dX+Z]§[ )dX — ﬁ[
]5[,@ X,0)| dX

=1 1+ I 2 + I 3.
By the mean value theorem and the pointwise gradient bound, we know that ® is locally

| D (X

Lipschitz. Thus,
| X — X ]§[€5(Xk)
L<CH —dX <C dX =Ce
L o(Xk) - o(Xk)

By
and similarly I3 < e. As for I, by (v) and (vi) above, and Poincaré’s inequality, we have

x| = | ffocx)ax - @)e + @)~ ff o(x)ax

oo ff o
Bii1 B; Bit1
< 2]5[ B(X) —]§[<1>(Y) dy| dx
Ci (':i

/ IVO(X)|dX

X)|dXx

< / VB(X)|5(X) " dX.

< i
[




By construction, we may choose @ € S,, with ((Q) ~ max(d(Xx), (X)), such that
X, X € Tg(x) and €; C Tg’fat(x) foreachi =1,2,..., N. Then, by the bounded overlap
property of the cylinders {€;}; ,and the structure of the dyadic cones, we have

IS i:;//@ IVO(X)[6(X)™dX < //T+ IVO(X)[6(X) ™ dX
< > //mm\w )[6(X) " dX

mGQ’E]D)

< ) //mm'w’ @)™

IEQ,GDQ

1Y
Q // X)|dX.
+fat

= > //m VO (X)|dX

Q'eDq

< L [TE01X £ Go@)

since [V®(X)|dX is a Carleson measure. Thus, 3oy, 10%2 ffu* e |[VO(X)]dX < oo

Q’GJD)

We notice that

1/
/§ Q // IVO(X)|dX do(y)
Q u+tat

Q'eDq

for o-a.e. x € 0L2. In particular,

1o
lim Q // IVO(X)|dX =0
Q) o

0
Q’E]D)

for o-a.e. x € 0f). It follows that I, < ¢ if k, m are large enough, and consequently that
I + I, + I3 < e. We therefore conclude that {®(X})}x is a Cauchy sequence. O

Remark 4.16. As noted above (see Remark 4.15), it is possible that non-tangential traces,
whose existence is guaranteed by Lemma 4.14, may exist from two sides, and they may
not coincide. It will therefore be convenient to fix a canonical, unambiguous choice of
non-tangential approach. To this end, we proceed as follows. Recall the counting function
G¢ defined in Lemma 4.13. Set

Ant = {2 € 0Q: Gg(z) < 00, VQ € D}.

Recall that for each cube @, Gg(z) < oo for g-a.e. x € 09Q. Since D is countable, we
find that o(0Q2 \ Axt) = 0. For each x € Anr, there is a stopping time regime S,, as
in Lemma 4.13, with maximal cube Q(S,). We set Dnt = {Q(S:) }zeanr, and observe
that this collection is countable (thus, S, = S, for many choices of distinct = and y). We
enumerate Dyt = {Q;}52,, and for each Q; € ]D)NT, we let S; be the stopping time regime

with maximal cube @;. If Qifw is contained in €2, then for every ® as in Lemma 4.14, the
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non-tangential traces goi(a:) are defined for o-a.e. ¢ € Axrt. In addition, for z € Ayt there
is an index ¢ with S, = §;, and since the corkscrew condition holds in 2, at least one of in
is contained in €. If there is only one such, then the trace ¢(z) is defined unambiguously;
on the other hand, if both are contained in €2, then we arbitrarily set ¢(x) = ¢ (x). Note
that we make this same choice for every x € Anr such that S, = S;, and moreover, that
this choice is specified in advance, and is independent of ®.

5. SOME RESULTS ON BOUNDARY BEHAVIOR OF BOUNDED HARMONIC FUNCTIONS

In this section, we shall prove some useful facts about boundary behavior of bounded
harmonic functions. We begin with some preliminary observations.

Remark 5.1. In the sequel, given a function v defined in an open set €2, we let Tv denote
the non-tangential trace of v on 042, i.e., for x € 02, set

Tu(z) = Y_gn&.T' v(Y), (5.2)
provided that this non-tangential limit exists. Here, the notation Y — x N.T. means that
Y — z, with Y € T'(z) (see Definition 2.1), or with Y € T'(x) (see Definition 7.3 below,
and also Remark 7.5). We recall that in an NTA domain €2, if v is a bounded harmonic
function, then Tw(x) exists for w-a.e. x € I, by virtue of the Fatou Theorem of [JK82,
Theorem 6.4], where w is harmonic measure for Q2 with any fixed pole. Recall also that if, in
addition, the NTA domain has an ADR boundary (i.e., so that €2 is a CAD; see Definition
2.15), then in particular, by results obtained independently in [DJ90| and in [Sem89], w
and 0 = H"|sq are mutually absolutely continuous, and thus for a bounded harmonic
function v, one has that Tv(z) exists for o-a.e. x € 9. In particular, in this context, the
Dirichlet problem is uniquely solvable in Q, with data in LP(9€2, o) for p < oo sufficiently
large (depending on dimension and the chord-arc constants of ), with L? control of the
non-tangential maximal function, and with non-tangential convergence of the solution to
the data, o-a.e. on 0f). Therefore, in a bounded chord-arc domain €2, if v is a bounded
harmonic function with non-tangential trace Tv, we then have

U(Y):/ Tvdw', VY €Q. (5.3)
oN

Lemma 5.4. Let Q be a bounded CAD. Let {uy}72, be a sequence of non-negative, bounded
harmonic functions in €, whose sum

o0
u = E U
k=1

is also bounded in ). Then the non-tangential trace operator T satisfies the countable
additivity property
Tu(x) = Z‘Zuk(q:) , o-a.e x € 0N).

k=1
22



Proof. Set
f::‘z"ua fk ::Tuk7

which, as noted above, exist g-a.e. on 0f2, and of course inherit non-negativity from u and
ug. Since ¥ is a linear operator, for each positive integer N, and at o-a.e. point on 0f2,

kaZiTUk=5<§:uk> Sf(iuk> = %u,

k=1 k=1 k=1 k=1

where in the inequality we have used that u; > 0 for every k. Letting N — oo, we find
that

fi= ka € L>*(09,0).
k=1

Our goal is then to show that f = f at g-a.e. point on 0f). To this end, since {2 is a
bounded CAD, we may apply (5.3) to obtain

o o

fdw' =u(Y) = Z u(Y) = Z fr dw”

0% k=1 k=17 09
= Z fr dw¥ = fdwy =u(Y),
Gl R o0

for each Y € (), where the interchange of summation and integration in the fourth equality
may be justified by monotone convergence, since fr > 0. Thus w = u at every point in €2,
hence, o-a.e. on 0f), we have

0=F(@—u)=Fu—Fu=[—f.
O

In the sequel, given a set A, we denote the usual supremum norm of a function g defined

on A by
19llsup(a) = sup [g(X)].
XeA

Of course, for continuous g, one has ||g|sup(a) = ||g|| o(a); in particular,
|w|lsup(e) = ||©||z(@), for u harmonic in €. (5.5)

Next, we recall that by [Hell4, Theorem 3.9.1|, if ¢ is a Borel measurable function that
is everywhere bounded on 99 (i.e., ||glsupan) < 00), then

v(Y) ::/ gdw”,
o0N

exists and is harmonic in €, and satisfies ||v]|sup) < [|9]lsup(a02)-

Our main result in this section is the following.
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Lemma 5.6. Let Q C R be an open set, with n-UR boundary. Suppose that g is an
everywhere bounded Borel measurable function on 0. Set

vy(Y) = / gdw" . (5.7)
o9
Then the non-tangential trace v, exists o-a.e. on 2, and
Tug(x) = g(x), o-ae xed. (5.8)

We note that no continuity assumption is imposed on g; moreover, in the generality of
Lemma 5.6, harmonic measure need not be absolutely continuous with respect to surface
measure on Jf2.

Proof. By Lemma 4.6 and Remark 4.16, there is a countable collection of bounded chord-
arc domains {Q'}°,, with Q' = Q«jSE@ for some choice of &, such that Q¢ C €, and

o (092 (U;09')) =0. (5.9)

In the case that each of Q§ is contained in 2, then we may choose €’ to be either of these.
Moreover, by the Fatou theorem of [BH18|, Tv, exists at o-a.e. point on 0€2; more precisely,
it exists at o-a.e. point on 92 N INY, for each i, as a one-sided non-tangential trace (i.e.,
with the limit taken through the non-tangential approach region within €); one may then
invoke (5.9) to cover 0f) up to a set of o-measure zero. Thus, it is enough to verify that
(5.8) holds for g-a.e. x € 902 N 0, where €; is any bounded chord-arc subdomain of €,
whose boundary meets 02. We therefore fix such a subdomain €2y, and let T; denote the
non-tangential trace operator on 0€2;. Let g be an everywhere bounded Borel measurable
function on 0f2, and define v, as in (5.7), so that v, is a bounded harmonic function in €.
We note that if x € 92 N 0§ is a point where Tv,(z) exists, then Tyv,(x) exists, and

T1vy(z) = Tuy(x), (5.10)

since the non-tangential approach region in the subdomain {2; is contained in a non-
tangential approach region for the ambient domain 2. Observe also that

‘Il’Ug(X) :Ug<X), XGQQ@Ql,

since v, is, of course, continuous in Q. Applying (5.3) in the bounded chord-arc domain
1, we therefore have

vg(Y):/ T1v, dw +/ vgdwy , Y €y,
00NIN QMo

where w; is harmonic measure for €2;. We also define

Uy(Y) ::/ gdw! + / vydwy , Y €Qy,
20NN, Qno,

Thus, by Remark 5.1, v, is the unique solution to the Dirichlet problem in §2; with boundary

data (T1v,)1la0ne0, + vglansa,, and U, is the unique solution to the Dirichlet problem in
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2y with boundary data glsonan, + vglansn,. Moreover, each of these solutions converges
non-tangentially in €2 to its corresponding boundary data. In particular,

T, = (F1vg)Laaran, + Vglanaa, and  F10, = gloanaa, + vglanan (5.11)

o1-a.e. on 0f);, where o1 := H"|9q, is the surface measure on 0€;.

We now claim that v, = v, in ;. Assuming the claim momentarily, we then have
T1v, = %10, and this gives us Tyv,(x) = g(z) for oy-a.e. x € 9O by (5.11). In particular,
we have Tv, = g for g-a.e. point on 9 N I by (5.10), and hence that (5.8) holds, as
desired.

It therefore remains to verify that v, = v, in ;. To this end, we note first that the
claim holds immediately in the special case that g is continuous on 9f2, since in that case
Tv, = g at every point on 02 (indeed, every boundary point is regular in the sense of
Wiener, by the ADR property (see e.g. [HLMN17, Lemma 3.27] or [Zhal8, Section 3])).
By definition of v, and v,, we may write

vy(Y) :/ T (/ gdw(‘)) dwy + / / gdw”™ dw! (X),
20NN, ) 0NoQ, J o0

1y(Y) :/ gdw! + / / gdw” dwY (X).
20N00, Qno, Jaa

For each Y € ), define two non-negative set functions on the Borel subsets of 02 as
follows:

and also

Y . W) ne WX ne
WY (4) = /z< (4)) d} +/ (A) dw¥ (X),

QMO

and
iy (A) = / Ladwy + / wX(A) dw! (X).
0QNON QMo

Note that u*'(A) <1 and ¥ (A) <1 for all Borel A C 99, since w and w; are probability
measures. Since g is Borel measurable, it suffices to show that p¥ and pY are Borel
measures, with ¥ = 1Y | for each Y € €;; indeed, in that case we would have

)= [ gda’ = [ gdi 7,00, (5.12)

as claimed. Moreover, we have already observed that (5.12) holds in the special case that
g is continuous on d€), thus it suffices simply to show that p¥ and 1Y are Borel measures,
since equality then follows by equality on the continuous functions; in turn, it therefore
suffices to show that ;¥ and ji¥ are countably additive on the Borel subsets of 9€), i.e.,
that

MY( G Ak) = iuY(Ak) g (5.13)
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and similarly for ¥, whenever {A;};, is a countable family of disjoint Borel subsets of 9.
To this end, given such a collection { A}, set A :== Ui Ay, and define

u(X) = w(A), wup(X):=w(4).

Since harmonic measure is a probability measure, and in particular is countably additive,
we then have

1> u(X) = iuk(X) , VX eQ. (5.14)

Recall that harmonic measure and surface measure are mutually absolutely continuous on
the boundary of a chord-arc domain. Consequently, by (5.14), Lemma 5.4 (applied in the
bounded chord-arc domain §2;), and monotone convergence, we find that

MY(A):/ Tiudwy +/ wdw
20N00, QN

_ Z (/ Ty dw) + / m dw}/) — Z“Y(Ak) .
A eI —

k=1

The argument to treat ¥ is similar but simpler, requiring only countable additivity of
harmonic measure in lieu of Lemma 5.4, and we omit the details. Il

6. PROOF OF THEOREM 1.1

We now move to the proof of Theorem 1.1. Although we can still follow the original
strategy of Varopoulos [Var78|, consisting of e-approximation and iteration, we have to be
more careful with our construction. For example, the e-approximators in our setting may
not have pointwise non-tangential boundary traces but rather only one-sided traces in the
sense of Lemma 4.14 (see Remark 4.15). We shall therefore rely on the construction of an
unambiguously defined (at least 1-sided) non-tangential trace, as outlined in Remark 4.16.
In addition, absolute continuity of harmonic measure with respect to surface measure may
fail in the present generality, but Lemma 5.6 will allow us to make harmonic extensions,
and to relate the non-tangential traces of these extensions to the data, thus allowing us to
follow the basic strategy of Varopoulos.

In this section, 2 C R"*! is an open set with n-UR boundary 0f2.

Suppose that f is a Borel measurable function on 02, with || f|| 100 < co. We will
now construct the extension ® in Theorem 1.1.

Since f € L>®(0%,0), there is a set Z € 09, with o(Z) = 0, such that

[ fllsupeernzy = || fllz99,0) -

Since o is a Borel regular measure, there is a Borel set Zy D Z, with o(Zy) = 0. Set

itz e 00\ Z,
fo(x) = { f(ox) ifi 2 ZO.\
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Note that fy = f at g-a.e. point on 02. Moreover, fy is an everywhere bounded, Borel
measurable function on 9€2, so by [Hell4, Theorem 3.9.1|, we know that ug: Q — R, defined
by

w(X) = [ foly) dw™(y),
o9
is a harmonic function in € satisfying

”u0||sup(ﬂ) < ||f0||sup(89) = ||f||L°°(8Q,a),

where w?¥ is the harmonic measure on 99 with pole at X. Thus, by Theorem 3.1, Lemma

3.2 and (5.5), there exists a smooth $-approximator of uy, i.e. a function ®5 € C*°(€2) such

that

1

S weay < ol
B(z,r)NQ

where Cy depends only on dimension and the ADR and UR constants for 992. By Lemma
4.14 and Remark 4.16, ®; has a non-tangential trace (in at least a 1-sided sense), defined
o-a.e. on 02, that we denote by (. Furthermore, by Lemma 5.6, the non-tangential trace
Fup(z) exists, with

1
[uo — @ollr=(@) < Slluollze@ and  sup
zedQr>0 T

Tup(z) = fo(z) = f(x), for og-ae. z € . (6.1)

Let Z; C 09 denote the set where either ¢, does not exist, or where (6.1) fails, hence
0(Z1) = 0. Since o is a Borel regular measure, we may assume without loss of generality
that Z; is a Borel set. We now define

f( )_ f0($)—g00(x) ,1fxeaQ\Z1
1E = 0 freZ.

Then f; is an everywhere bounded Borel measurable function on 0f2, so there is a harmonic
function

w(X)= [ fly)de¥(y), XeQ,
o0
satisfying
1 1
[urllzeo@) < [ fillsupon) < lluo = Pollzeo) < §||Uo||L°°(Q) < Sl fllzeeo0)-
Again using Theorem 3.1 and Lemma 3.2, we may construct a smooth %—approximator of
uy, i.e. a function ®; € C*(Q) such that

1 1
|1 — @1 Lo () < §||U1||L°°(Q) < —|luo|lzee(e), and

1
J| o veay < Collullie < 5Collwlio.
B(z,r)NQ
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with Cj as above. By Lemma 4.14 and Remark 4.16, ®; has a non-tangential trace (in at
least a 1-sided sense), defined o-a.e. on 052, that we denote by ;. Moreover, by Lemma
5.6, u; has a non-tangential trace Tu; such that

Tuy(z) = fi(z) = fo(x) — po(x), o-ae xz€IN. (6.2)

Let Zy C 09 be the set of o-measure 0 such that either (6.2) fails, or ¢; does not exist.
Again, without loss of generality, we may assume that Z, is a Borel set. We set

f (:E) — fl(x) - 901<x) = fO(x) - 800(513) — 901(1‘) ,if x € 002 \ Lo
. 0 ifz € 2,

We let uy be the harmonic extension of f5, and iterate, to obtain for each £ € Ny, a sequence
of Borel sets Z;, C 02 of o-measure 0, harmonic functions uy, their %—approxima‘uors ®,., the
non-tangential boundary traces ¢, of the approximators, and the non-tangential boundary
traces fry1 of the function uyp — ®;. These satisfy

() ferr = fole) = Xilg@ilx), z € 0\ Zpwa,

(i) | frstlsupe) < llur — Pellze() < 27 luollzoo@) < 277 follsupon),
(1) fJur | oo () < [ fillsupon) < 27 k||Uo||L°°

(iv) suP,conr>0 7 Mg mna V) AY < Collur]lre@) < 27 Colluoll = o)
(V) [|®xll o) S 27%|Juol| ooy (by (ii), (iii) and the triangle inequality).

By (v), we may define the uniformly convergent series
X)=) ®X), XeQ. (6.3)

By construction, the function ® has a non-tangential boundary trace ¢ (in at least a 1-
sided sense; we recall that the 1-sided approach may be taken to be the same for all ®y:
see Remark 4.16), defined o-a.e. on 992,

1) =3 eula)

Since limye0 || fi|lsup@9) < Imy—o0 27| follsupan) = 0, we have limy_,oo fix(z) = 0 for every
x € 0. In particular, by (i) above we have

0= khjglokarl( x) = hm (fo( ) — Z%(@) = fo(z) —p(x), o-a.e x € 0N

(that is, for x € 90\ (UpZk)). Thus, p(z) = f(z) for o-a.e. x € 09, since fy = f at o-a.e.

point on 9. Also, for z € 9 and r > 0, and for every ¥ € C}(B(x,7) N Q) satisfying
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H@HLOO < 1, using (6.3) and then (iv), we have

1 =1
—-Af @@waiﬁy)dY::E:-—z7 Oy (Y) divl (V) dY
T B(z,r)NQ k=0 T B(z,r)N2

1

<o veway
r B(z,r)NQ

<> 27 Colluol < (@) = 2C0|luol| L(e)-
k=0

Thus, the measure p == |[V®(Y)|dY is a Carleson measure.

By Lemmas 3.6, 3.8, 3.13 and 3.14, we may further assume that ® € C*°(Q2), and that
IVO(X)| S uol|zee(d(X) ™. Since ||ug||reo) < ||f]lLoea0), this completes the proof of
Theorem 1.1.

Remark 6.4. Note that the preceeding argument involved the construction of a bounded
harmonic extension wu, corresponding to given Borel measurable data f € L*(01,do),
such that the non-tangential trace Tu satisfies Tu(z) = f(x) for o-a.e. x € 90. It is
perhaps worthwhile to observe that, in the absence of absolute continuity of harmonic
measure with respect to o, this extension need not be unique. Indeed, suppose that
| fllsuparzy = || f]l 90,0y = 1, for a Borel set Z C 0 with o(Z) = 0. Set

flz) ,ifzedQ\Z flz) ,ifzxeodQ\Z
%@%:{ 0 ifzeZ, m@%z{ 1 ifreZ,

and define

vi(Y) =v,(Y) = /mgidwy, YeQ,i=0,1.
Then ||v;||pe() < 1fori = 0,1, and by Lemma 5.6, the traces Tvy and Tw; exist o-a.e. on
0L), and satisfy

Tvo=go=f=¢g1 =%y, o-a.e on ).
On the other hand,
v (Y) = w(Y) +w' (2),

so if harmonic measure has positive mass on Z, then vy # vy.

7. CARLESON BOXES, CARLESON TENTS AND WHITNEY REGIONS

Before we prove Proposition 1.3, we revisit the construction of Whitney regions and
Carleson boxes. The previous construction (see Subsection 4.1, and [HMM16, Section 3|)
is not suitable for our current purposes, since the overlap of the Whitney and Carleson
regions causes technical difficulties related to the Carleson measure estimates.

Since we do not need many of the strong geometric properties of the Carleson boxes

constructed in [HMM16|, we start by presenting a simplified construction of the boxes
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and proving that the boundaries of the boxes inside 2 are upper n-ADR. We note that
the original proof for the upper n-ADR property of the boundaries of Carleson boxes in
[HMM16, Appendix| does not apply “off-the-shelf" in our situation because we do not use
dilated (hence overlapping) Whitney cubes (as is done in [HMM16, Appendix]|). However,
our approach makes the proof quite simple.

In this section, 2 C R™"! is an open set, satisfying the corkscrew condition, with d-ADR
boundary 052 for some d € (0,n], and D is a dyadic system on 9. Recall the Whitney
decomposition and the definition of the collections Wy = Wy(n, K) from Subsection 4.1.

Remark 7.1. In this and the next two sections, it will be technically convenient to work
with “half-open" Whitney cubes, that is, in Sections 7, 8, and 9, a cube I € W is assumed
to be of the form I = ;1] (ay, ax + k], with £(I) = h a dist(I,99). All other properties
of the Whitney cubes will be exactly as before.

We start by noting that our Whitney regions are not empty:

Lemma 7.2. We can choose the parameters n and K depending only on the corkscrew
constants, so that Wg # 0 for every Q € D.

The proof is a straightforward generalization of [HMM16, Remark 3.3] and [HM14,
Lemma 5.3]. We omit the details.

Let us remark that in the codimension 1 case, if Q = R"™\ E, with £ n-ADR, then
the corkscrew condition holds automatically, with constants that in turn depend only on
dimension and ADR. Moreover, in the d-ADR case with d < n, Q = R"™!\ F has only one
connected component, which necessarily satisfies the corkscrew condition.

Definition 7.3. Suppose that x € 9Q2 and (Q € D. The “half-open” Whitney region relative
to () is the set

the dyadic cone at x is the set

Q'eD: zeQ
the Carleson box relative to () is the set
TQ = U UQ/
Q'eD,Q'CQ

and the Carleson tent relative to () is the set

=0\ |J T

yeI\Q

Remark 7.4. We note that every I € W with ¢(I) < diam(9€2) belongs to the collection
W,, where as above ((Q;) = ¢(I) ~ dist(, Qr), and Q) is chosen to minimize dist(/, Q).

Moreover, for n chosen small enough and K large enough depending only on the properties
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FIGURE 1. A rough idea of the structure of Ty, (left) and 7 (right) on top
of a same cube () in the simplest case where (2 = ]Ri.

of the Whitney decomposition, every J € VW whose closure touches the closure of I, also
belongs to Wy,. Consequently, for such  and K, we have:

e if diam(9€2) < oo and diam(£2) = oo, then (Jycp T D B(w, R) N Q2 for some point
r € 002 and R ~ diam(0f2),
e if diam(99) ~ diam(2), then Jgyep T O Q.

Remark 7.5. Given m € (1,00), one may choose 1 small enough and K large enough,
depending on m, so that the dyadic cone I'(z) contains (at least locally) a cone of the type
I'(z) ={Y € Q: dist(z,Y) < mé(Y)}; ie., I"(x) N B(x,R) C I'(x) for R ~ diam(092).
We omit the routine proof of this fact.

We now fix a suitably large aperture constant m that allows us to apply Lemma 3.14
later. Combining Lemma 7.2 and Remarks 7.4 and 7.5, we see that we may (and do) choose
n and K depending only on the corkscrew constants, the Whitney cube constants, and the
fixed aperture parameter m, in such a way that the collections Wy are non-empty, the
Carleson boxes Ty have good covering properties and the dyadic cones contain “regular”
cones. The sets Uy, Ty and I'(z) then satisfy the same properties (with possibly different
implicit constants) as Up, Tg and Yo(z) in Lemma 4.12, excluding naturally the last two
properties related to the bilateral corona decomposition.

Next we prove that the boundaries of the boxes T in €2 are upper n-ADR. The bound-
aries of the boxes constructed in [HMM16] are also lower n-ADR, but for our present
purposes we shall need only the upper n-ADR property. We first prove a preliminary
lemma, which will also be useful in the sequel.

Lemma 7.6. Let Q) € D. Then for each positive k < 0o

S S wMan) < Q) (7.7)
Q/E]D)Q IGWQ/
dist(Q',Q°)<rl(Q")
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Proof. Note that the number of Whitney cubes in Wy is uniformly bounded for each @',
and that for I € Wy we have H"(0I) ~ ¢(Q’)", by the definition of Wy ; consequently

> MO Q)"
IEWQI
Organizing the subcubes of () by dyadic generation Dy = UZO:OD]E;, where
D ={Q CcQ: UQ)=2""(Q)}, 0<k<oo,
we obtain by the thin boundary property (Theorem 2.16 (v)) that
Y a@)527M0(Q). (7.8)

Q’GJD)’(?Q
dist(Q',Q°) S 4(Q")

Combining these observations, we obtain in the codimension 1 case d = n that

Sy Y wen sy 2M0@) $0(Q),

k=0 Q' E]D)g IGWQI k
dist(Q’,Q°) S 4(Q")

or in general that

2. 2. Y Mens) ) uQr

k=0 Q'eD, IeEWy k=0 Qe
dist(Q",Q) S H(Q) dist(Q",Q°)S4(Q’)
&)
shery. 2 1)
k=0 Q’E]D)g

dist(Q',Q°) S(Q")

UMY Y (@)

k=0 Q’e]})g
dist(Q’,Q°)<4(Q")

SHQ)" 2R (Q) S Q)"

g

Lemma 7.9. For each @, the set 5TQ 18 upper n-ADR, where 5TQ =0Ty NQ: for every
X € 0T and every R € (0, diam(Ty)) we have

H™ (0T, N B(X, R)) < R”,

where the implicit constant depends only on n, the ADR constant, the corkscrew constant,

the Whitney constants, and the fixed aperture parameter m.
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Proof. Note that if X € 5TQ, then by construction there exists a dyadic cube @' € D¢ and
a Whitney cube I € Wy such that X € 91. Also, if {(Q') < {(Q) and dist(Q’, Q°) > £(Q")

for Q' € Dg, then EﬂﬂﬁTQ = ) for every I € Wy. Thus, if I C Ty, with ﬁlﬂﬁTQ # (), then
I € Wy for a cube @' € D¢ such that dist(Q', Q°) < E(Q ), where the implicit constant
depend on 7 and K (which, in turn, we have chosen to depend only on the corkscrew
constants, the Whitney constants, and m).

Consequently, using Lemma 7.6, we obtain

H'(OTg)< >, Y H'ODSUQ)"
dist(Q’,Q°)S4(Q")
Thus, we have H”(gTQ) <A(Q)" =~ diam(Q)™ for any Q € D. Let us then prove the upper
n-ADR property. Suppose that X € 07y and R € (0, diam(7y)). There are three cases:

1) Suppose that R ~ diam(7y). Then, by the consideration above, we have
H"(0Ty N B(X, R)) < H"(0Ty) < diam(Q)" ~ diam(Ty)" ~ R".

2) Suppose that R < 6(X). Then, by construction, B(X, R) N 0Ty is contained in
a union of a uniformly bounded number of boundaries of Whitney cubes I such
that /(1) > R. Since OI is clearly n-ADR for each I € W, we therefore find that
H"(0Tg N B(X,R)) S R™

3) Suppose that §(X) S R <« diam(Ty). Then 0T N B(X, R) = 01y N B(X, R) for
some subcube of () € Dy with ¢(Q)") =~ R. Thus, by the consideration above, we
have

H"(0To N B(X, R)) = H"(0Ty N B(X, R)) < H"(0Ty) < Q)" =~ R".
This completes the proof. O

8. MODIFIED CARLESON TENTS

Fix a cube @)y € D. For all @ C o, we shall now construct disjoint Carleson tents (),
that have better covering properties than 7o. We let {Qo} be “generation zero", and then
enumerate the dyadic descendants of Qy: let {Q%}; be the first generation of descendants,
{Q%}; the second generation of descendants, and so on. Let the number of descendants of
generation k be N(k). We construct a restricted version of the Whitney collection Wy,
@ C Qo, by removing some of the cubes from W, : for each k,i € N, i < N(k), we set

k—1 N(m)

m=0 j=1

where of course the second union is vacuous if ¢ = 1, and both are vacuous if £ = 0. Note
that the restricted Whitney collections {Wg,}qcq, are pairwise disjoint, by construction.
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We can then define restricted Whitney regions Ug, and modified Carleson tents tq for
cubes ) C Qo:

vp=J I to= |J Uy (8.1)

rews, QED.Q'CQ

Q Q'

FIGURE 2. Two modified Carleson tents tg and t¢ in the simplest case where
Q) = R%. The boundary they share may be slightly messy but it consists of
a union of faces of Whitney cubes.

Remark 8.2. Since the Whitney collections {Wg,}qcq, are pairwise disjoint, and since
we are now working with half-open (hence disjoint) Whitney cubes I, it follows that the
sets {Up }ocq, are also pairwise disjoint.

Lemma 8.3. Suppose that ), Q1, Q2 € Dg,. We then have:
i) 79 C tQ.
i) If Q1N Q2 =0, then also tg, Ntg, = 0.
ili) If @1 C Q2, then also tg, C to,.
iv) Tg, = tg,- Moreover, for Q C Qo, there is a collection F(Q) = {Q'}Y., C Dg,, of
uniformly bounded cardinality N depending only on n, ADR, n and K, such that

Q) m2y 1 U(Q) with L(QY) = €(QV) for alli,i, and Tg C |, tg:-

Proof. The properties ii), iii), and iv) follow directly from the construction so we prove
only property 1).
Note that by construction (see Definition 7.3),

U rw= U Ue,
yEONQ Q'eD\Dq

and that U, C Ug for every Q" € Dg,. Moreover, the restricted Whitney regions Uy, are
disjoint (see Remark 8.2). Consequently,

=0\ |J Tw=To\ |J UpgcTo\ | Uyt

yeO\Q Q’ED\DQ Q/EDQO \DQ
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Lemma 8.4. The sets Otg N Q are upper n-ADR with the ADR constant depending only
on the dimension and the ADR constant of 0f).

Proof. Recall that 7o C tg, by Lemma 8.3 i). Thus, if I C tg, with I N dtg # 0, then
I € Wy, for a cube @ € Dg such that dist(Q',Q°) < ¢(Q’). One may then use Lemma
7.6, following the proof of Lemma 7.9 with minor adjustments. We omit the details. [

9. PROOF OF PROPOSITION 1.3

Suppose that Q C R"*! is an open set satisfying the corkscrew condition with d-ADR
boundary for some d € (0,n]. Let Q9 € D be a fixed dyadic cube, Dg, = {Q;}; C Dg, be
a collection of subcubes of )y and {a;}; a collection of coefficients such that

) = Z&leﬁ
J

belongs to BMO(0f2), the collection ]INDQO enjoys a Carleson packing condition with packing
norm ¢, = Co (see Definition 2.23), and sup; |a;| < [|f|[Bmo- Note that f vanishes on
0

002\ Qo, but we assume that f € BMO, globally on 0€2. We denote
FO - Z Oéjthja
J

where t¢, is the modified Carleson tent defined in (8.1). We will show that a smooth
version of F| satisfies the properties in Proposition 1.3.
We start by proving the following estimate that we shall need later:

Lemma 9.1. Let Q,Q’ € D be such that
UQ) ~ UQ) 2 dist(Q, Q). 9.2)
Then

Yo=Y | S Collfllzmo,

J:Q;2Q 7:Q;2Q’
where the implicit constant depends on the implicit constant in (9.2).

Proof. Let us fix two disjoint cubes @, Q" € D, that satisfy (9.2). Fix a constant C' large
enough (depending only on the implicit constants in (9.2)) that Q U Q' C Bf, := B(wq,),
with 7 == CU(Q). Let Ay = Bj N I denote the corresponding surface ball. Since
f € BMO(09), by the ADR property we have

][ = (fhag | + ]é =gl S F, 1 = Nl < o (9.3

Q




By the uniform bound on the coefficients and the packing condition of the collection {Q;};,
we have that

]é > ajlg(x) dwé% > o(Q)) S Collfllsmos

JQ;CQ J:Q;CQ
and similarly with @ in place of ). Combining this observation with (9.3), we see that

S ay—{f)ay| = ]é S ajlo, (@) — (f)ay | do

Q1 QCQ; Q;:QCQ;

:]é f@) = (flay — Z ajlg;(z)|dr S Col fllBmo,

J1Q;CQ

and similarly

S o= (fay| < Collfllso-

QRj:Q'CQ;
By the triangle inequality, these last two estimates yield

S a— Y | Gl lsmo.

Q;:QCQ; Q;:Q'CQ;

Lemma 9.4. We have

Y—x N.T.

for o-a.e. x € ). Here limy _,, y.1. stands for standard type non-tangential convergence.

Proof. By the Carleson packing condition of ﬁQO, and the uniform boundedness of the
coefficients ay, it follows that . 1¢;(z) < oo, and hence also |3, a;1q,(7)| < oo, for
o-a.e. x € 0. Also, Zj ajthj (Y) < oo for each Y € Q, since Y can belong to only a
finite number of modified tents ¢, (those for which £(Qo) > £(Q;) 2 6(Y")). Thus,

Fo(z,Y) Z ajlg, (v Zailt% = Zaj <1Qj (x) — Ly, (Y))

is absolutely convergent for o-a.e. x € GQ, and all Y € Q. For fixed x with >, 1o, (7) < oo,

we split
Ua-(Y)u(ye)

Fal(x)
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where Fi(z) = {Q; € Do, : z € Q;}, and Fy(z) = {Q; € Dg,: = € 02\ Q;}. In turn,

By = 3 o (lo,@ -l M)+ 3 a(1g,(@) — 1y (V)

QjEF1(x) QjEF2(x)

— F)(z,Y) + F2(z,Y).

In particular, for € 0Q \ Qo, we have Fy(x) = ]ﬁ)Qm and ﬁg(w,Y) = Fy(z,Y), since
Q; C Qo for each j.

Let us then show that limy _,, NT. ﬁg(x, Y) =0,i=1,2, for almost every x. Suppose
that ¢ > 0, Y. € I'(z) and dist(z,Y:;) < e. For those j such that z € @;, we have
1, (x) — Ly, (Y2) # 0 only if Y, € I'(z) \ tg,. Thus,

IF&(%K)ISSQPI%I( > 1o, (%) Ir@pig, (Ye) + > 1Qj(:v)1r<m>\tgj(3é)>
! UQj)<VE 0Q))>VE

= s{;p |Ozj| (Ils(l’) + 125(55))’

where sup; |a;| < || fllpmo by assumption. Recall that we have fixed z with ). 1, (z) < oc.
Thus, I§(x) < Zf(Qj)ﬁﬁ 1o, (x) is the tail of a convergent series, so that If — 0 as ¢ — 0.

Turning now to I3, we first note that since Y. € I'(x) \tg,, there exists a cube Q > z, such
that Y; € Ug \ tg,, with £(Q) ~ 6(YZ) < € for some uniformly bounded implicit constants.
If ¢ is small enough, then ¢(Q) < ¢(Q;) and thus @ C Q;, since z € ) N Q;. Hence also
tg C tg,. Consequently, Y. ¢ tg, and therefore there exists another cube Q" such that

Q") = U(Q), Yo € tg, and Q"N Q; = . In particular, dist(z, Q5) < e < /el(Q;). We set

55 = {2 € Q: dist(=,Q5) < VEHQ)))

for the same implicit uniform constant as above, and assume that € is so small that this
constant times /¢ is a lot smaller that 1. We then have

I5(x) < Z Ly (x) = he(z).

In particular, by (2.18) and the Carleson packing condition of {@Q;},; we obtain

helligy < Y o(S5) Se¥ > o(Q)) S70(Qo) 0,  ase—0.
Q;CQo Q;CQo

Thus, there is a sequence () with e, — 0 as k — oo, such that h., (z) — 0 as k — oo,
for o-a.e. © € J9Q. Since h. is pointwise decreasing as ¢ \ 0, we therefore have h.(z) — 0

as ¢ — 0, and hence also lim._,¢ I5(z) = 0, for o-a.e. x € 0N).
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Consider now those j such that x ¢ Q;. Then 1¢, (x)—thj (Yz) # Oonlyif Y, € I'(z)Ntg,.
In particular,

|F02(x,§2)|§SQP|O‘j|( Z Loong, (%) Lig,nr) (Yz) + Z 189\Qj(9”)1tQjﬂF(x)(Ye)>
! 0Qj)<VE 0Qj)>VE

= sgp || (J5 () + J5 (),

where, as before, sup; [a;| < || f|lBmo by assumption.

For Jf, we first note that Y. € tg, implies §(Y;) < dist(Y;,Q;) S £(Q;). Moreover,
since Y; € I'(z), we have |Y. — z| =~ §(Y.). Consequently, by the triangle inequality, there
exists a uniformly bounded constant ¢ > 1 such that x € ¢Q); (recall Notation 2.20 (4)).
Thus, we have Ji(z) < >2;.0,)<ye leq,(x). By the Carleson packing condition of {Q;};,
we know that 3 1.q,(x) < oo for almost every z. Therefore Ji(z) is bounded by the tail
of a convergent series for almost every x, hence Ji(z) — 0 as ¢ — 0 for almost every x.

For J5, we can use similar but simpler arguments as with /5 in the previous case. Since
Y: € I'(x) Ntq,, there exists a subcube @ C @Q; such that ((Q) = 0(Y:) S e and Y. € Uy.
By definition, we have Y. € T'(y) and dist(y, Y:) < §(Yz) for every y € Q). In particular,

~Y

there exists a point y € (); such that dist(z, Q;) < dist(z,y) < e < /el(Q;). We now set
X5 = {2 € 00\ Q1 dist(=,Q5) S VEUQ))}

and proceed as we did for I§, but now using the exterior thin boundary estimate (2.22) in
lieu of (2.18). We leave the remaining details to the reader. d

Remark 9.5. The previous lemma is true also if we define the extension F{ with respect
to the overlapping boxes T or the tents tg and in those cases the proof actually becomes
simpler. However, in the next proof it is crucial that we use the modified Carleson tents.

Lemma 9.6. The measure |VEy(Y')|dY (interpreted in the local BV sense: see Definition
2.6) satisfies a quantitative codimension 1 type Carleson measure estimate:

1
sup _n// IVE(Y)|dY S Coll fllsao
B(z,r)N

r>0,0coQ T
Lemma 9.6 is the last ingredient we need for the proof of Proposition 1.3. Indeed, let F
be the regularization of Fp, as in Section 3. By Lemmas 3.6 and 3.8, F' € C*>({)), and F
satisfies the pointwise gradient bound. We also find that F' converges non-tangentially to
f almost everywhere, and that |[VEF(Y)|dY is a Carleson measure, by combining Lemmas
9.4 and 3.14, and Lemmas 9.6 and 3.13. This completes the proof of Proposition 1.3. Thus,
the only thing left to do is to prove Lemma 9.6.

Proof of Lemma 9.6. Recall that, by Definition 2.6 and the fact that F{, vanishes outside
B(z,7) N Q for r > diam(99) (in the case that diam(0f?) is finite), we have to prove that

the total variation of Fy in B(z,r) N is bounded by CCor| f||pmo for every z € 9 and

every r < diam(0S2), where C' depends only on the dimension and the ADR constant.
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It is easy to see that every ball B(z, R) N 2 with € 9Q and R < diam(02) can be
covered by the union of interiors of a uniformly bounded number of Carleson boxes Tj,
with R =~ ((Q) (see [HMM16, p. 2353-2354] for details). Thus, it is enough to show that

I TR S ol o @y

for an arbltriry cube @ € D. We consnder first the case that ) C Q. Fix Q C @y and a
vector field U € Cj(int(Tg)) such that || v |lL= < 1. We have

//Fodivgzz%// divEf>
— // div ¥ + // divl = D1+ Sy,

j: 2Me(@) 0Q; )>2Me

where M is a sufﬁmently large positive integer to be chosen. The sum J; is easy. Since

Otq, N2 is a union of faces of Whitney cubes, and the support of \I/ has a strictly positive
distance to 02, we can apply the divergence theorem to get

// divl = / VN < H 0tg, N Q) < UQ,)", (9.7)
ta, dto. N

where in the last step we have used Lemma 8.4. Since T contains the support of ?,
every (Q; appearing in J; is contained in a ball By == B(xq, C{(Q)), for some C chosen
large enough depending on M, n and K. Combining the latter fact with (9.7), and using
the Carleson packing condition for the collection {@;} (and Lemma 2.24 in the higher
codimension case d < n), we see that J; < Cy (Q)".

The sum J, is little trickier. Since ¥ is compactly supported in int(7y), we have 3 =0
on dTg. In particular, if we happen to have Ty = tq, then Tg Ntg, = Ty for every Q)
in the sum J5, and the same divergence theorem argument as above implies that J, = 0.
Unfortunately, usually tg C T, so we have to be more careful.

By Lemma 8.3, there is a collection F(Q) = {Q’ i+,, of uniformly bounded cardinality
N, with £(Q") = £(Q") ~, x €(Q) for each i,i’, such that U;tq: contains Tp. We now
choose M = M(n, K) so that £(Q") = 2M¢(Q), for every Q' € F(Q). Thus, the cubes Q;
in Jp satisfy Q' NQ; € {0,Q"} for all i and j. This choice and the divergence theorem give

Ty = Zzaj// W =33 q N.U

i Q20! i Qo N

— —
where we have used Lemma 8.3 ii) and iii). Since supp(W¥) C int(7y), ¥ (X) can be
non-zero only if X lies in the interior of 7. Furthermore, the modified Carleson tents toi

are disjoint, and their union covers Ty. Thus, for every point X on 0ty where v (X) is

non-zero, there is a different cube Q% € F(Q) such that X € dtqe.
39



By Lemma 8.3, we have that dtgi N Otgr N2 is either empty or it consists of a union of
faces of Whitney cubes. Let us define the set of all the pairs of indices of the cubes Q* by
setting

P={(i,k): 1<i<k <N}
and let us define the collection of the faces of Whitney cubes between ¢ and o« by setting
Fux = {F: Fis a face of a Whitney cube contained in 0tg: N dtge}

for every (i,k) € P. Notice that .#(; ;) may be empty. We can now write

WYY wf W

i jiQ2Q QiNe
-y ¥ z%/ T Y o[ MT
(i,k)EP FEF (1,1 \J:Q;2Q* J:Q;2Q%

Where ﬁ is the outer unit normal of 075@1 N 2. We notice that on F' the normals ﬁ and
Nk point to the opposite directions. Thus, we actually have

=D 3ID Sl D SRR DI I 5 A 2
(i k)EP FEF (1 \j:Q, 00 7:Q;2Q* F

By Lemma 9.1, we therefore have

1| S Collfllemo > Y, HY(F

(i,k)EP FGy(i’k)

Furthermore, if F' € % ; 1), then by definition F' C dtgi N It so

> OHMF) < HM (0t NQ) SUQ)™,

FEfé\(i’m

since dtgi N Q is upper n-ADR by Lemma 8.4, and ¢(Q) ~ ¢(Q"). The number of the
modified Carleson tents tg: was uniformly bounded, hence, so is the cardinality of the set

P. Thus, Jo < Co|lfllsmo £(@)"™. This completes the proof in the case Q C Q.
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Next_,> we suppose that Q ¢ Qg. As above, let E? € Cj(int(Ty)) be a vector field such
that || V||~ < 1. Consider first the case that ¢(Q) > £(Q). We then have

[ |- ‘z //t% ¥ [, /g}waﬁ'

< sup |ay| E H"(Otg, NQ)
j ,
j

S llsno Y €Q))"
j

S Coll fllBmo £(Q0)"
S Gollfllsmo 4(Q)™,

where we have used the upper-ADR property of dtq;, the uniform bound for |a;, the

packing condition for the collection ]ﬁDQO = {Q,};, the fact that () contains every (); (and
Lemma 2.24 in the higher codimension case d < n).

We therefore suppose that £(Q) < ¢(Qo). In this case, since supp(?) C T, and since
to, C tg, = T, for each @}, we may further assume that dist(Q, Qo) < £(Q), where the

implicit constants depend on 7 and K, otherwise [[ Fydiv¥ vanishes. In particular, we
may suppose that Q@ C P € D, where ((P) = ((Qy), and dist(P, Qo) < £(Qo). Let us
enumerate the collection of such P (with @ itself excluded), as { P, }_,, where N is a
uniformly bounded number depending only upon n, ADR, n and K. For each such P,,, we
construct pairwise disjoint {t¢ } ¢ cp,, exactly as we constructed t¢ for Q' C @)y in Section
8, and then we build disjoint {ta}Q’EDQoUDPNmUDPN by setting

t*Q' = tQ’v Q, - QU
b=t \ tqo, Q' Ch
t*Q’ =ty \ (tQO U tP1>7 Q/ C P

ta/ = tQ/\(tQOUtplu...UtpN71>, Q/CPN.

We may then generalize Lemma 8.3, so that in particular, for each ) € Dp, U ... UDp,,
there is a collection F(Q) = {Q'}; C Do, UDp, U...UDp,, of uniformly bounded cardinality
depending only on n, ADR, 1 and K, such that £(Q%) ~ £(Q), with £(Q?) = £(Q") for all
i,7', and Ty C ;5. Moreover, t5, C t5,, provided that Q" C Q”, and t5, N5, = 0
whenever Q' N Q" = (). One may now repeat the previous argument, mutatis mutandis,

noting that Lemma 9.1 still applies in the case that Q' N Qy = (. We omit the details. [
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10. GARNETT’S DECOMPOSITION LEMMA AND PROOF OF THEOREM 1.2

In this last section, we present the final ingredient for the proof of Theorem 1.2: a
straightforward generalization of Garnett’s decomposition lemma to the setting of ADR
sets. The proof follows the original argument sketched as an exercise in Garnett [Gar81,
Section VI, Exercise 12 ¢| (and stated without proof in [Var77, Lemma 1.2.1]). We include
the details here for the sake of completeness.

Lemma 10.1 (Garnett’s lemma). Let E C R"" be a d-ADR set, d < n. Let Qy € D, and
consider f € BMOp(E) (see Definition 2.3), which vanishes on E\ Qo (provided the latter

is non-empty). Then there is a collection Do, = {Q;}; C Do, and coefficients o; such that
(1) sup; ey < [ £l Bmos N ~
(2) f = (Hao = [+ a5lq,, where f € L*(E,do) with || [z < || fll mos,
(3) Dg, satisfies a Carleson packing condition with 5, S 1
0

~Y

Remark 10.2.

i) Since || f||smoy S || fllBmos, the Lemma holds of course for f € BMO(E).
ii) The construction the coefficients «; is based on the same arguments as the proof
of the John—Nirenberg lemma [JN61].

Remark 10.3. If )y C E, then there is a cube () disjoint from @)y, of the same dyadic
generation (i.e., such that £(Q;) = ¢(Qo)), with common dyadic ancestor Q., such that
dist(Qo, Q1) S Qo) = 0(Q1) =~ ¢(Q.). Since f vanishes outside of @)y, we have that f =0

on ()1, hence

[(Faol = [{Han = (Nal S I1fllsrmos

where the last inequality is a well-known fact about dyadic BMO. Consequently, in this
case we may absorb (f)q, into f, so that item (2) in Lemma 10.1 becomes

(2a) f=f+3;a;lq,, where f € L*(E, do), with || f]z < || fl|snmo,.

Observe also that in this case f vanishes on E \ Qo-

Proof of Lemma 10.1. We build the collection ]]~)QO by using a stopping time argument. Set
Fo = {Qo}. We have

(If = {(Paohao < IlflBmo -

Let us subdivide @y and stop when (|f — (f)q,)o > 2|/ f|lBmo,. We let Fy = {Q;l)}j be
the collection of the maximal stopping cubes. By definition,

(1f = Dgwlgo < 1 fllswo, . V@Y € F.

For each Qg-l), we repeat the process with the modified stopping condition

(f = {flgwhe > 2l flemos -

42



We let F5 = {Q?)} ; be the collection of maximal stopping cubes. Again by definition,
{f = {Flgehom < [Iflsmos -

 We continue in this way, and denote the collection of cubes of level ¢ by F;. We now set

Dg, = |, Fi, and define
a;.i) =(f = (f)pe 1)>Q<z> = <f>Q§_i> — () pi-v,

k(J) k(5)

where for i > 1, P - 1) is the unique cube in F;_; such that Qj c PU"Y. We prove the

k(j)
properties (1) — (3) 1n order.
(1) Property (1) follows easily from the ADR property and the stopping criterion:

@) = - i do| < - v | d
o] |]€2§>f () i 47 _7695.” / <f>PI£(j>l) 7
5]{, [ =Af) pa-n| do S 1 fllBMOs,
QSZ) k(3)

where @gl) is the dyadic parent of Qy).
(2) Observe that f—(f)g, = —(f)g, in E'\ Qo, if the latter is non-empty, and in this case,

by Remark 10.3 we may simply set f = —(f)g, on E \ Q. It is therefore enough to prove
the decomposition (2) on Q.
For x € )y, we define a counting function

Ni(z) = # {z >1: EIQg-i) e F;, with x € Qg-i)} )
If Ni(z) < oo, we set N, = Ny(z), and note that in this case there is a cube Quin(7) € Fu,
such that * € Qumn(2), and x ¢ Q D for all i > N, and every j. Also, for every i < N,
there now exists a cube Q ) € F; such that x € Q . Since the cubes in each F; are
disjoint, by the definition of the cubes P k() 2 , We have

@ o , — o ,
ie) — <f>Q(2) <f>P1£z;(1>z)) - <f>Q<Z()zz <f>Q<.zf1iyz>.

(@)

In particular, the sum Zl 1%

is telescoping and we get

Za lQ() ZOC (i,0) = Qo+<f>Qmin($)'

On the other hand, if N3(x) = oo, then the analogous telescoping sum becomes

ZO[ 1Q() Zaj(zx) Q0+f< )
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by Lebesgue’s differentiation theorem, where the latter identity is valid for o-a.e. x such
that Ny(z) is infinite. Setting

s @) = (Daun@ . ENg(z) <00
i) '_{ 0, if NV(2)

oo,

we obtain the claimed decomposition in (2). It remains to check that with this definition,

we have ||f,:/||Loo(E’da-) < || fllsmo,- To this end, observe that in order to have Ny(z) < oo,
we must have that for every dyadic cube @ with x € Q C Qumin(2),

([ = {F)Qunt g < 2IIf B30,

otherwise, there would have been another stopping cube containing x, and strictly con-
tained in Quin (), which contradicts the definition of Qi (). By Lebesgue’s differentiation

theorem, we therefore find that |f(z)| < 2|/ f||smo, for o-a.e. x such that N¢(z) < oo, so
that (2) holds.

(3) By a standard limiting argument, we may assume that the collection ]ﬁ)QO is finite. We
first notice that by the stopping conditions we have

@<L [ ()] do (10.4)

~ 2[|fllBmop QW k()

Let @Q C Qg be fixed. We set

I= Y oR)=L+D,
ReDg,,RCQ

where [; is the sum over those Qg-l) such that Péé;)l) C @ and I, is the sum over the rest
of the relevant cubes. The cubes in the sum I are disjoint and thus, I, < 0(Q). Let i(Q)
be the smallest integer such that ;) contains at least one cube in the sum I;; thus, I,
is the sum over the cubes in Fjg)—; that are contained in (). With this notation, we may
write

I= Y > oR)=> > oR+L=5L+5h

i>i(Q)—1 REF;,RCQ i>i(Q) REF:,RCQ
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We have
=> > @)
i>i(Q) j:Q(oef, Q(_nCQ
(10.4)

< 2\|fHBMoD Z T /m|f—< S

y k(3)
> Q(Z)GJ: Q(Z)CQ J

w1 )
2| fllsmoy Z Z Z /Qf) |f=Af >Q(z | do

2iQ) Qi Ve 1.Qi V@ 1QVeF Q@Y

B) 1
= m Z Z /(il) |f — <f>Q§_¢71>]da

2HQ) QS VeFr1,Q{ Ve

S— (i-1) .
= S 2 > @I~ gl

i@ i@l Veri,Q Ve ’
(©)

1 i
<3 > QYY)

i@ Qi VeriQiVeq

VAN
DO | —

where we used in (A) the observation that with this notation P]gél_)l) = Q§i_1), in (B) the

fact that the cubes Qz(g') € F; are disjoint, and in (C) the definition of the BMOp norm.
In particular,

1
and thus I < 20(Q). This completes the proof. O
Theorem 1.2 follows now easily from the other results we have proven:

Proof of Theorem 1.2. Suppose that f is a compactly supported function in BMO(02).
Then, by Theorem 2.16, there is a choice of dyadic system D such that there exists a cube
Qo € D with supp f C Qp. By Lemma 10.1, there exists now a decomposition f = f + fo,

where
(1) f is bounded o-a.e., and Hﬂ\Lw(aQ) < HfHEMO(é?Q)a and
(2) folz) = ZQE@QO aglg(x) for a collection Dy, C Dg, and coefficients o such that
e ¢~ <1, and
Do, ~
® supoeg, (el S [fllBmow@a)-
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By Theorem 1.1, we know that there exists a function ® € C*°(€2) such that ¢ converges
to f non-tangentially almost everywhere, the measure p; = |V®(Y)|dY is a Carleson

measure and Cp, S || flzo2) S [If[[Bpocon)-

By the decomposition f = f + fy, we know that f; is a BMO function as it is a sum of
two BMO functions. Thus, by Proposition 1.3, there exists a function F' € C*°(€2) such
that F' converges to fy non-tangentially almost everywhere, the measure py == |VF(Y)|dY
is a Carleson measure and

Cur S €5, lfollBmoe) S 11/ IBmoae) + [1.fl|Bmoan)

S fllze@e) + 1 lBMo@a) S [ flBMoan)-
Thus, we can set V := & + F. ]
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