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Abstract

A physics informed neural network (PINN) incorporates the physics of a system by satisfying
its boundary value problem through a neural network’s loss function. The PINN approach has
shown great success in approximating the map between the solution of a partial differential
equation (PDE) and its spatio-temporal coordinates. However, the PINN’s accuracy suffers
significantly for strongly non-linear and higher-order time—varying partial differential equations
such as Allen Cahn and Cahn Hilliard equations. To resolve this problem, a novel PINN scheme
is proposed that solves the PDE sequentially over successive time segments using a single neural
network. The key idea is to re-train the same neural network for solving the PDE over successive
time segments while satisfying the already obtained solution for all previous time segments. Thus
it is named as backward compatible PINN (bc-PINN). To illustrate the advantages of be-PINN,
the Cahn Hilliard and Allen Cahn equations are solved. These equations are widely used to
describe phase separation and reaction-diffusion systems. Additionally, two new techniques have
been introduced to improve the proposed be-PINN scheme. The first technique uses the initial
condition of a time—segment to guide the neural network map closer to the true map over that
segment. The second technique is a transfer learning approach where the features learned from
the previous training are preserved. We have demonstrated that these two techniques improve
the accuracy and efficiency of the be-PINN scheme significantly. It has also been demonstrated
that the convergence is improved by using a phase space representation for higher-order PDEs.
It is shown that the proposed bc-PINN technique is significantly more accurate and efficient
than PINN.

Keywords: Physics informed neural networks,, Partial differential equation (PDEs), Allen Cahn
equation, Cahn Hilliard equation

1. Introduction

Traditional physics-based numerical methods for solving partial differential equations (PDEs)
have found remarkable success in solving various science and engineering problems. These
methods are accurate but computationally expensive for complex problems such as nonlinear
PDEs and requires problem—specific techniques. In the last decade data driven methods have
gained a lot of attention in almost all areas of science and engineering. Data driven methods for
PDEs can help in identifying highly non-linear mappings (between the inputs and outputs) which
can substitute or augment expensive physics based simulations. Due to their versatility and fast
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evaluation capabilities, machine learning based models can be used as PDE solvers in situations
when there is a requirement of a large number of simulations such as the inverse—problem and
homogenization [11 [2].

Several data—driven techniques have been attempted to solve PDEs. For instance, the Gaussian
Process based approaches are described in [3] 4} [5] [6] [7]. Despite the ease of training for Gaussian
Process, this approach did not gain as much popularity as a neural network for solving PDEs
due to its difficulties in handling high dimensional problems.

Among different data—driven techniques for PDEs the Physics Informed Neural Networks
(PINN) has shown remarkable promise and versatility. PINN is a new class of machine learning
technique where a neural network’s loss function is designed to satisfy the Initial Boundary Value
Problem (IBVP) [8]. A PINN “learns” the non linear map between the spatio-temporal input
and the solution of the PDE in a given domain. Henceforth, throughout this paper the PINN
described in [8] would be referred to as std-PINN. std-PINN utilizes the automatic-differentiation
capability [9] to compute the derivatives of the field variables.

Different variants of std-PINN are shown to work effectively in solving many forward and
inverse problems [10, [11) [12]. Recently in [13], PINN has been extended to satisfy various
conservation laws while solving the PDEs. This approach is named as cPINNs. ¢cPINNs solve the
problem over several sub-domains and ensure flux continuity at the boundaries of the sub-domains.
Another extension to cPINNs is XPINN known as extended PINN, where the authors propose a
generalized space-time domain decomposition based deep learning framework [14]. The key idea
in XPINN is to decompose the domain into multiple sub-domains and train the sub-domains
using multiple neural networks (sub Net), while ensuring C° continuity along the interfaces.
While most of the PINN approaches solve the strong form of a PDE, it can also be used to solve
the weak (variational) form of a PDE. Since the weak form incorporates the natural boundary
conditions, the neural network solution only needs to satisfy the essential boundary conditions a
priori. This aspect is used in several numerical methods for PDEs such as the finite element
method. Due to this advantage of weak form over strong form the application of PINN on
the weak form has been investigated in [15]. In this study, the authors have considered the
variational form for stochastic PDEs and applied the idea of PINNs to obtain the solution of
the PDE. Also the corresponding uncertainty propagation through their model is presented in
[15] [16]. Uncertainty quantification provides the variation associated with the prediction of the
model. It is particularly useful for systems where there is a high cost of data acquisition or
lack of high resolution data [I7]. The authors in [18] proposed a Bayesian approach for physics
informed neural network to solve forward and inverse problems.

The promise and versatility of PINN have been demonstrated through its application for a
wide range of problems. PINN has been used in modeling subsurface transport phenomena [19],
approximating Euler equations for high speed flows [1], constitutive modeling of stress—strain
behavior in biological tissues [20], predicting arterial blood pressure from noisy MRI data of flow
velocity [21], and cardiac activation mapping for diagnosing atrial fibrillation [22].

Recently many other data—driven techniques for solving time varying PDEs have been pro-
posed. In [23] the authors proposed a framework called Neural-PDE which aims to learn the
solution of the PDE by utilizing numerical techniques like FDM (Finite difference method) and
LSTM (Long short term memory) networks. The method aims to predict the solution of the
PDE at n future time steps by using the meshgrid data (solution) of all the previous time steps.
Artificial neural network based approaches for solving parametric PDEs have been introduced by
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the authors in [24]. Operator learning is a new and emerging technique for solving PDEs. In
operator learning a map between initial condition and solution of the PDE is learnt by using
multiple instantiations [25] [26] 27].

In the present work, we demonstrate that the accuracy of the std-PINN [§] suffers in the
presence of (i) Strong Non-linearity, and (ii) Higher order partial differential operators. In order
to illustrate the above, we chose the Allen Cahn equation having strong non-linearity and Cahn
Hilliard equation having strong non-linearity and fourth order derivative. These are the two
most widely used PDEs to study diffusion separation and multi-phase flows [28] [29] [30] [3T]. To
overcome the drawbacks of the std-PINN, we have proposed an extension, which is named as
backward compatible PINN (bc-PINN). The proposed be-PINN solves the PDE over successive
time segments by re-training the same neural network, where the key idea is:

To ensure that the neural network can reproduce the solution for all the prior time segments
while solving the PDE for a particular time segment.

Henceforth, this idea is referred to as backward compatibility. Some of the main advantages of
the proposed be-PINN method are as follows:

1. It works for higher order and strongly nonlinear PDEs by using fewer iterations and
collocation points while achieving significantly higher accuracy when compared to std-
PINN.

2. A single neural network is used for the entire domain and continuity across the time
segments is ensured for the predicted solution and its derivatives.

The rest of the paper is organized as follows: in section the std-PINN method is briefly
reviewed; in section the proposed bc-PINN method is presented; in section the Allen
Cahn and Cahn Hilliard equations are described; in section the be-PINN method is analyzed
and compared against the std-PINN and the XPINN method for the one dimensional (1D) Allen
Cahn and Cahn Hilliard equations; in section @ two new techniques initial condition guided
learning and transfer learning based acceleration have been presented along with the results for
the two dimensional (2D) Allen Cahn and Cahn Hilliard equations. Finally, the conclusions are
presented in section .

2. A brief review of standard physics informed neural network (std-PINN) for
partial differential equations

Physics informed neural network (PINN) is a class of machine learning model where the
governing PDE is satisfied through the loss function of the neural network [8]. The efficient
optimization and prediction capabilities of neural network are exploited in the std-PINN approach.
In std-PINN a neural network is trained to predict the solution at any point in the entire spatial—
temporal domain. Let’s consider the general form of a m'" order partial differential equation
(PDE):

he = F(h(z,t), hD(x,t) , b2 (z,t), - b (z,1)), x € QCRP, t € (0,T] (1)
Here,  is an open set of RP (D = 1,2,3). F is a non linear function of the solution h(x,t) and

it’s spatial derivatives (hggl)(m, t), h? (x,t),--- ,h(mm) (z,t)) where « and ¢ are the space and time
coordinates respectively. The corresponding boundary conditions and initial conditions are

h(z,0) = ¢(x), x€Q
h(—x,t) = h(zx,t), (x,t) €T x(0,T] (2)
AV (—x,t) = WD (x,t), (x,t) €T x (0,7
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Where, I' is the boundary of 2. The PDE, the Initial and the Boundary Conditions (given by
equation (]I) form a initial-boundary value problem (IBVP) considered in this study. The
boundary conditions are taken as periodic and the initial condition is a real function.

std-PINN approximates the map between points in the spatio-temporal domain to the solution
of the PDE. The parameters of the neural network are randomly initialized and iteratively updated
by minimizing the loss function that enforces the PDE. The std-PINN’s loss function consists of
three error components, for the prediction of the neural network as in the following (i) Initial
Condition, (ii) Boundary Condition, and (iii) PDE. Let h(z,t) be the output of neural network.
The three components of the std-PINN’s loss function are given below:

e Mean squared error on the Initial Condition

K3

MSE; = Ni 3 (i}(:c;;,()) - h;;)Q . zieQ (3)
b k=1

where fz(:c}c, 0) is the neural network output and A% is the given initial condition at (x%,0).
Here, the superscript, (e)” stands for initial condition.

e Mean squared error on the Boundary Condition

Ny na

1 g arg 2
MSEp = 303 (A Y h i) —hC Y (e )) L @k eTx 0.7 ()
k=1d=1

where ng is the highest order of derivative to which the periodicity is enforced on the
boundary, I'. Here, the superscript, (e)® stands for boundary condition.

e The Mean squared error due to Residual of the partial differential equation
R he— F(h D, 5O, i)

N,
MSEr = Ni S (R 1) . (@hth) € 2 x (0,T] ®)
" k=1

The superscript, ()" stands for residual of the PDE. (zi) and (x%,t}), represent the set of
points where the initial and boundary errors are computed. The residual/collocation error is
computed at the collocation points (a7,,t],). These points on the domain and the boundary are
obtained using a latin hypercube sampling approach. Therefore, the total loss function of the
neural network is given by adding all the aforementioned mean squared errors

MSE = MSE; + MSEp + MSEg (6)

Once the std-PINN is trained, the accuracy of the predicted solution is computed with respect
to the reference solution at unknown points (called testing points). Highly accurate solution
of the initial boundary value problem obtained by the Chebyshev polynomial based numerical
algorithm [32] and is considered as the reference solution. The relative total error (e4o¢q;) of the
PINN’s prediction over the entire domain is obtained by normalizing the error with respect to
the reference solution as

e [ 911/2
% 2 (@, ) = bl t) )
Etotal = 1/2 (7)

& S (e )]
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The relative error (g) of the PINN’s prediction at each point is obtained by normalizing the
absolute error with respect to the reference solution as

h(zg, ty) — h(mmtk)‘

(8)
[Zszl (h(zk, tk)ﬂ v

E(katk) =

Where h(zy, t;) is the reference solution and h(ay, ) is the neural network prediction for a

set of testing points {(xy, tk)}gzl, (g, tr) € 2 x (0,T). For all comparisons between reference
and predicted solutions the relative total error ‘cotq;’ and relative error ‘e’ is used.

3. The proposed backward compatible sequential PINN method (bc-PINN)

In this section, we introduce an extension of the std-PINN technique that solves an initial-
boundary value problem sequentially in time.

3.1. bc-PINN

In the proposed method the PDE is solved progressively in time by re-training a single neural
network over successive time segments. The limitation of such retraining is that the network
can predict only for the latest time segment and cannot predict for previous time segments for
those it has been trained earlier. To overcome this limitation, the proposed model is designed to
satisfy the solution of all the previous time segments while solving the PDE over a particular
time segment. This scheme ensures backward compatibility of the solution by a single network.
The proposed method is henceforth referred as backward compatible PINN (bc-PINN). The
schematics of bc-PINN for a particular time segment is shown in figure and the sequential
scheme of proposed be-PINN approach is shown in figure . In be-PINN the time domain [0, 7]
is discretized into N4, segments as

T,

Nmazx

[TO = OyTl]a [TlaT2]a"' 3 [TnflaTn]v a[Tn :T] (9)

maz—1s

where the n'" segment is denoted as AT, = [T},_1,T,], n =1, , Nmaz-
For the first time segment AT; the solution of the PDE is sought through the std-PINN by
minimizing the following loss function

MSEar, = w; MSE; (2}, 0) + w, MSEg (z!, tf) + w, MSER (%, t})
(10)
zhcQ, (b)) eI x(0,T1]  (xh,th) € Qx (0,T1]

Here, (m}c, t}C) represent the set of points where the error on initial condition is computed and
(:cz, ti) represent the set of points where the error on boundary condition is computed within the
time segment ATy = (0,73]. For all of the subsequent time segments (i.e. ATy, n =2, Nnaz)
we propose a novel loss function, which satisfies the solution of all previous time segments. The
solution of all previous time segments is enforced by penalizing the departure from the already
obtained solutions from the previous training, as given by

MSEa7, = w; MSE (2}, Tp_ 1) 4+ wy MSEg (2, t2) 4+ w, MSEg (%, )
+ws MSEg(xg, ), n=2,", Nmax

zh € Q, (b, 12) € T x (T,,_1,T}]
(xh,t7) € Q% (Th_1,Th), (x5,t5) € Q x [0,T,_1]
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Neural Network Physical Laws

1. Governing Equations

he = F(h(x, £), AP (x,0),.., AT (x, 1))
oo x €N cRP
t € (Th-1, Tl
.\ :—x 2. Bound?ry Conditjons
x / h(—x,t) = h(x,t)
AV (—x,0) = A (x, 1)

62
= y 2
o v 0" mmp (x,t) € T X (Ty_y,Ty]
t : 3. Initial Condition
. am ¢(x) n=1
: : — i B xX€EN
. axm h(x,Ty_1) R, Tpey) n>1
9 4. Backward Compatibility

i A (x,t) = R(x,t)
(x,t) € 2 %[0,Ty_1]

Figure 1: The schematics of the proposed backward compatible PINN (bc-PINN) approach for a time segment
((Th=1,Tn]). The neural network re-trains the PDE over (T),—1,Ty] while satisfying the solution for all previous
time segments. The error in the Initial Condition is computed at time ¢ = 0 for the first time segment and at
time ¢t = (T),—1 for the nth time segment.

(xIIC)J tllc)) erXx [Tn—lx Tn]
x ( (%%, th) € QX [Ty_q, Ty ]

To=0 4 Ta+1 T t

MSEg(x§, t§) + MSE;(xk, Ty_1) + MSEg(xp, t2) + MSEg(xf, ti)

Figure 2: Illustration of the proposed backward compatibility scheme (over a 1D domain) that satisfies the
solutions obtained on all previous time segments ([0, T),—1]) while satisfying the PDE on the current time segment
((Th=1,Tn]). The error in the Initial Condition is computed at time ¢ = 0 for the first time segment and at time
t = (Tp—1 for the nth time segment.

Here, (x},T,—1) represent the set of points where the error on initial condition is com-
puted and (:cﬁ,tz) represent the set of points where the error on boundary conditions is
computed within the time segment (7,_1,7,]. The residual/collocation error as given
in equation (5) is computed at the collocation points (z,#;). We also minimize the
departure from the already obtained solution that were stored at the grid points (x7,t7).
The solution obtained (on (0, T},]) at the n'h segment is stored for using it in the (n+1)*" segment.

The weights (w;, wp, w,, ws) given in equation help in faster convergence to the true solution.
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These weights are utilized to scale the difference in the magnitude of the errors. In the present
work, the difference in the order of derivatives (spatial) and the number of spatial dimensions
are used for scaling. From a mathematical perspective, the weighting of the loss function can be
seen as a mechanism that forces the learning process to focus on the terms where high prediction
accuracy is required.

In sections (3.2]13.3)), two techniques have been proposed to further improve the accuracy and
efficiency of the bc-PINN scheme.

3.2. Initial condition guided learning (ICGL)

In initial condition guided learning, the key idea is to perform the training in two stages for
each time segment. In the first stage the neural network is trained to match only the initial
condition of that time segment, using a small fraction of the total iterations. Therefore, the loss
function for ICGL (M SEgy) is as follows:

Nsr
1 A . 2
MSBsy = > (A 65 — Y @' ) @) €@ x (Tn T (12)
k=1

Here, iz(a:, t) is the neural network prediction and ﬁ(:c, t) is the known solution through the neural
network at the previous time step, 7;,—1. Whereas, in the second stage the weights obtained in
the first stage are taken as the initial weights and the bc-PINN as described earlier is trained.
This is motivated by the fact that the solution of a PDE in a time segment is expected to be
close to the initial condition if the segment is small. Thus matching the initial condition brings
the neural network map closer to the true map. Since in the first step there are no derivative
calculations involved, it accelerates the training.

3.3. Transfer learning based acceleration (TL)

A transfer learning approach is implemented that uses the weights and biases from a be-PINN
that has been trained on a different initial condition or the previous segment. The transfer
learning approach preserves the features from a previous training as reported in [33]. This helps
in faster convergence for a new initial condition. A notable advantage of this technique is that
the training time can be significantly reduced as the number of trainable parameters decreases.

The two proposed techniques proposed (Initial condition guided learning and Transfer learning
based acceleration) shows significant improvement in the accuracy of the be-PINN - solution for
the Allen Cahn and Cahn Hilliard equations. These two techniques are independent of each
other and can be used either in tandem or individually.

3.4. Details of the neural network of bc-PINN

We have used a standard (deep) neural network with two input neurons consisting of the
spatial variables (x) and temporal variable (¢). The output of the neural network (h(x,t))
approximates the solution of the PDE (h(,t)). To avoid model bias due to input features of
different scales we have performed “min-max” normalization to scale the data uniformly. For
solving 1D Allen Cahn and Cahn Hilliard equations using be-PINN the architecture of the neural
network chosen has 6 hidden layers with 128 neurons in each layer. Whereas, while solving 2D
Allen Cahn and Cahn Hilliard equations using the aforementioned architecture didn’t yield a
good performance. Thus, in order to choose the neural network architecture for solving 2D PDEs
(section @) the following approach has been used. Preference has been given to increasing



162

163

164

165

166

167

168

169

170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

the number of neurons of a hidden layer rather than increasing the number of hidden layers.
This is backed by the fact that increasing hidden layers is more computationally intensive than
increasing the number of neurons. For both std-PINN and bc-PINN, tanh is chosen as the
activation function. Even though it’s well known that tanh activation function has a problem of
vanishing gradient in very deep networks [34]. The advantages of tanh activation function are
that its continuous (range [-1,1] ) and differentiable. Since, tanh is a non-linear function it gives
neural network the capability to learn non-linear maps [35]. The neural network has more than
100,000 learning parameters which have been initialized using the “xavier initialization” [36]
technique. The optimization of the loss function and updating the learning parameters (weights
and biases of the neural network) is performed using the ADAM and LBFGS optimizers. The
learning rate for ADAM optimizer is considered as 0.001 with all other parameters as suggested
n [37]. Following std-PINN, after training the neural network using the ADAM optimizer we
again train it using the L-BFGS optimizer until one of the following stopping criteria is met:
(i) Maximum iterations are equal to 50,000, (ii) Maximum number of function evaluations are
equal to 50,000, (iii) Maximum number of line search steps (per iteration) equal to 50, (iv) The
maximum number of variable metric corrections used to define the limited memory matrix are
equal to 50, (v) The iteration stops when % <= 2.22044604925¢ — 16, where f is
the neural network objective function and k is the iteration number.

3.5. Details of the Computational Platform

All the neural networks are trained on Nvidia Tesla P100 (3584 CUDA cores and 16GB of
HBM2 vRAM) and Nvidia Volta V100 GPU (5120 CUDA cores, 640 Tensor cores and 16GB of
HBM2 vRAM). For inferencing and generating the reference solutions via chebfun, we have used
Dell precision 3630 workstation with Intel core i7-9700k 8 core (4.9 GHz Turbo) and 32 GB
RAM. The software packages used for all the computations are Tensorflow 1.15 and MATLAB
R2020a. All the variables defined for computations in tensorflow are of float32 data type.

3.6. The reference solution

Accurate numerical solutions for the Allen Cahn and Cahn Hilliard equations are obtained
using the chebfun package [32]. The chebfun approach provides a polynomial interpolant
for smooth functions in Chebyshev points. To solve time varying PDEs an exponential time
differencing with Runge—Kutta time stepping scheme [38] has been implemented in chebfun,
which is used in the present work. Henceforth, these solutions are considered as the reference
solutions. We have taken 512 points for spatial discretization and 201 points for discretization in
time scale. A fourth order Runge-Kutta time integrator with time step At = 107° is used.

The be-PINN approach is applied to solve Allen Cahn equation and Cahn Hilliard equation
in sections (E and @ to demonstrate its advantages for nonlinear and higher order PDEs in
comparison to std-PINN method [g].

4. bc-PINN for Allen Cahn and Cahn Hilliard equations

The Allen Cahn and Cahn Hilliard |'| equations are two of the widely used partial differential
equations for studying the phenomena of phase separation [39]. There are innumerous practical

IThe Cahn Hilliard equation plays an essential role in the field of material science for describing the qualitative
features in a phase separation process for two phase systems (assuming isotropy and constant temperature). The
process of phase separation can be observed when a binary alloy is cooled down adequately. This leads to a state
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applications of these equations in various fields such as material science [40), 411, [42] [43] [44] [45],
biological systems [46] [47] 48], 49, [50L [51], [52], electro-chemical systems etc. [53], [54] [55].

4.1. Allen Cahn Equation
For every x € , (Q is an open set of RP) the Allen Cahn equation can be written as:

hy — 2 V2h+ f(h)=0, te (0,T], x € QCRP
f(h) = ca(h® —h)

For a phase separation problem, the parameter h, represents the concentration of the individual
component and the parameter ‘c;’ represents the interfacial thickness. The solution progressively
develops interfaces separating different phases. For a given initial condition, ho(x) € L?*(Q)
and T > 0, we seek a function h : Q x (0,7] — R which satisfies the above equation. In order
to implement the be-PINN scheme for Allen Cahn equation, the following loss function has been
used.

(13)

e Mean squared error on the initial Condition

1

AL N\ 2 )
> (bt Tu) = 1i) " @he0 (14)

1

MSE; =

e Mean squared error on the boundary Condition

Nl, ndg

1 aoa - 2
MSEp = 530 3 (A h i) ~ AV (e ) (@) €T x (T, T
k=1d=1

(15)

where ng is the order to which periodicity is enforced on the boundary I". Here, the
superscript, ()® stands for boundary condition.

e The Mean squared error due to residual of the partial differential equation

R:=hy — 2 V2h + f(h)

2
3
—
—
D
=

1

T

(Raf,17)*,  (@f, 1) € Q% (Tno1, T
1

The superscript, ()" stands for residual of the PDE.

b
Il

e Mean squared error for backward compatibility

s

1 . . 2
MSEs = = > (h@i i) —h@it))) . (@i H)eQx[0.Tm]  (17)
% k=1

where, iz(m, t) is the neural network prediction and ﬁ(az, t) is the known solution through
the neural network from the previous time steps Q x [0,7,,—1]. The superscript, () stands
for the backward compatible solution.

e The total mean squared error is the same as given in equation

of total nucleation which is mainly referred to as spinodal decomposition. In the subsequent stage coarsening
occurs in the nucleated microstructure at a much slower rate. This whole phase separation phenomena affects the
mechanical properties (eg. strength, hardness and fracture toughness) of the material.



20 4.2. Cahn Hilliard Equation

21 For every « € Q, (Q is an open set of R”) the Cahn Hilliard equation can be written as:

= V2 (kf(h) — (ar)V? h(z,t)) =0, t € (0,T], z € QCRP (18)

222 To simplify the derivative calculation, a phase space representation of the Cahn Hilliard equation
223 has been adopted. The phase space representation is widely used to represent a high order PDE
24 into coupled multiple lower order PDEs. The phase space representation of the Cahn Hilliard
»s  equation (a fourth order PDE, equation ) yields two coupled second order PDEs.

—V3(—~(ar)p+rf(h) =0, u=V>3h te (0,7T), = € QCRP

f(h)y=h%—h (19)
26 Since the entire process is governed by the Cahn Hilliard equation it is essential to understand
27 the physical significance of each individual variable. The order parameter (h) in equation ,
xs  refers to the rescaled density or concentration of one of the material components in the system
2o and it takes values between (-1 and 1, which corresponds to their pure states). The density of
20 second component is (1 — h), and this ensures that the total density over the simulation domain
21 is a conserved quantity. The parameter x is the mobility parameter and the parameter « is
2 related to the surface tension at the interface. In order to implement the bc-PINN scheme for
213 the Cahn Hilliard equation, the following loss function has been used.

e Mean squared error on the initial condition for h(x,t) and u(x,t)

N; N;
MSE; = Ni {Z (E(w}c,Tn ) + Z alxt, T, MZ)Q} , xheQ (20

k=1 =1

e Mean squared error on the boundary Condition

Ny, ng
MSEg, = A {ZZ(h(d Db, 1) — ﬁ(d_l)(—xz,tZ)f}

k=1d=1
o A1 (g by — =D b (21)
MSEB“:N;) ZZ( (z8, %) — (mkt))
k=1d=1
MSEp = MSEpg, + MSEBM s (xlwtk) el x (Tn,th]
23 Here, the superscript, (O)b stands for boundary condition.

e The Mean squared error due to residual of the partial differential equation

Ry = hy = V? (~(am)u + nf (i)

Ryi=jp=Vh (22)
1 N, Ny
roar\2 r oar\2
MSER = N {ZRl (@h, t1)° + Y Ra (a, 17) } . (& th) € Qx (T 1, Ty
k=1 k=1
235 The superscript, (e)" stands for residual of the PDE.
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e Mean squared error for backward compatibility

N
1 <= /: A 2
MSEs = — (h(xz,t;) —Q(wz,ti)) L (@) e x[0,Th]  (23)
® k=1
where, h(x,t) is the neural network prediction and h(x,t) is the known solution through
the neural network from the previous time steps  x [0, 7,,—1]. The superscript, (e)° stands
for the backward compatible solution.

e The total mean squared error is the same as given in equation (11)

The boundary loss (equation is applied for ng = 1 on h and i1, to represent periodic boundary
conditions. Equation describes two components of residual for two PDEs in the phase space
form of the Cahn Hilliard equation (equation ) In the following sections (E and @, the
results of Allen Cahn and Cahn Hilliard equations obtained using bc-PINN are presented..

5. Results of Allen Cahn and Cahn Hilliard equations using bc-PINN in 1D

5.1. Allen Cahn equation in one dimension

In this section, a 1D time varying Allen Cahn equation has been considered. The PDE
for Allen Cahn equation remains the same as described in section . Since, the domain
considered is one dimensional, Q € [—1,1] and ¢ € (0,1]. The values of the parameters considered
in equation are, ¢ = 0.0001 and cp = 5.

h(z,0) = z* cos(mz)
(—z,t), (z,%) eI x(0,T] (24)
M(—x,t), (z,t) el x (0,7

The above equation gives details about the initial and boundary conditions (where T’
describes the boundary).

5.1.1. std-PINN for Allen Cahn equation

At first, the aforementioned Allen Cahn equation is solved using the std-PINN to demonstrate
the challenge associated with non-linearity. The number of collocation points considered for
training the std-PINN are 512 points for initial condition, 201 points for the boundary condition
and 20,000 spatio-temporal points for computing the residual. The neural network architecture
used has 4 hidden layers with 200 neurons in each layer and which is the same as given in [§].
For training the std-PINN, we have used both ADAM and L-BFGS optimizers. Training is
performed using 100,000 ADAM iterations and the subsequent training has been performed
using the L-BFGS optimization method until one of the stopping criteria is met: (i) Maximum
iterations are equal to 50,000 (ii) Maximum number of function evaluations are equal to 50,000
(ili) Maximum number of line search steps (per iteration) equal to 50 (iv) The maximum number
of variable metric corrections used to define the limited memory matrix are equal to 50 (v) The
iteration stops when m <= 2.22044604925¢ — 16,where f is the neural network
objective function and k is the iteration number. The loss function for std-PINN is described in
equation , and . The solution of std-PINN is quite erroneous as shown in figure (3).
In order to understand the reason for failure of the std-PINN, we analyze its prediction for the
individual terms of the Allen Cahn equation. Figure shows the individual terms of the Allen
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275

Cahn equation obtained through the Chebfun method and the std-PINN. We observe that the
std-PINN fail to predict the non-linear term (5(h® — h)) of the Allen Cahn equation. Therefore
we have shown that the std-PINN [8] does not work for the Allen Cahn equation that consist of
a strongly non-linear term.

0

-0.02
-0.04
-0.06
-0.08

-0.5

Figure 3: (a): The reference solution (Top) and the std-PINN solution (Bottom) of the Allen Cahn equation
for the entire spatio-temporal domain. (b): Time snapshots for the reference solution (——) and the std-PINN
solution (- --) at t = 0.25 and t = 0.75.

5.1.2. bc-PINN for Allen Cahn equation

To overcome this limitation of std-PINN, the backward compatible PINN approach has
been used along with ICGL and TL techniques. Therefore for the proposed be-PINN approach,
the loss function given in equations is used for any given time segment AT,,. The
hyper-parameters associated with training the be-PINN are number of ADAM iterations (Njzer ),
time steps per segment and number of residual collocation points (N,.) per segment.
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Figure 4: Individual terms of the Allen Cahn Equation obtained through the (Left): std-PINN method (Right):

Chebfun method. h(z,t), (- - -), 0.0001V2h (—) and 5(h3 — h) ( ) at t = 0.25.
Variable Description Number
N; Initial collocation points 128
Ny Boundary collocation points 50/segment
N, Residual collocation points | 20000/segment
Niter Number of ADAM iterations | 10000/segment

Table 1: Description of Training Data for Allen Cahn Equation. The segment considered here consists of
50 time steps.

In table 7 initial collocation points (NV;) refer to the input spatio-temporal points where
the initial condition is prescribed. (Np) and (N,.) refer to the number of boundary and residual
collocation points respectively and the output of the neural network at these points is used to
compute the loss function. For computing the backward compatibility loss the solution predicted
by the neural network in all the previous time steps is utilized. To reiterate, the reference
solution is only available at the initial condition whereas for all other points in the entire domain
the solution of the PDE is obtained through minimizing the be-PINN loss function.

The reference and predicted solution at time ¢ = 0.25 obtained by the std-PINN and bc-PINN
are shown in figure . While the std-PINN fails, the proposed bc-PINN predicts the solution
quite accurately. The relative total errors (etotq;) and the total training time for std-PINN,
XPINN, be-PINN and be-PINN with ICGL and TL approaches are shown in table [2| By using
techniques like ICGL and TL we have been able to observe a significant improvement in accuracy
and also reduction in training time. In order to implement the XPINN [14] for the time-varying
Allen Cahn equation the entire domain has been decomposed into 5 sub-domains sequentially
across time and each sub-domain is trained by a sub-net. Interfacial solution continuity across
different sub-domains has also been implemented and trained using 50,000 ADAM iterations
and L-BFGS optimizer with the same stopping criteria as be-PINN. But the main drawback
of XPINN in solving forward problems is that while training subnet-1 all other subsequent
subnets are also trained which increases the computational cost. For example, before even the
solution converges in subnet-1, subnet-2 is simultaneously being trained which searches for the
solution of the PDE in an infinite-dimensional space in other words subnet-2 is trying to predict
the solution with an incorrect initial condition, which has not yet converged to the correct solution.

The comparison between the predicted solution using be-PINN and the reference solution

is shown in figure @ This shows that the be-PINN can accurately predict the solution for
the entire domain. The solutions and errors by the std-PINN and bc-PINN are compared in

13



303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

-0.5 -0.5

-1 -1
-1 0 1 -1 0 1

(a) std-PINN (b) be-PINN

Figure 5: Reference (——) and Predicted (- - -) solution at time t = 0.25

Method Error(etota;) | Training Time
std-PINN 0.9919 4.5hrs
XPINN 0.9612 4 hrs
be-PINN 0.0701 2 hrs
be-PINN with ICGL and TL 0.0168 0.75 hrs

Table 2: Relative total errors (equation ) over the entire domain with respect to Chebfun solution for
different methods.

figure (|7), showing much higher accuracy by the be-PINN. The error plots confirms high accuracy
of be-PINN. The error increases with time very slowly. This is due to two reasons: (i) the solution
becomes progressively phase-separated (between zero and one) yielding greater curvatures and
sharp phase-boundaries that are difficult to capture, and (ii) due to the sequential nature of
the bc-PINN approach the error accumulates with time progression, which is similar to the
time-integrators. To illustrate the high accuracy of the be-PINN approach, solutions and errors
for different values of the interfacial thickness (c;) is plotted in figure (8). As we decrease the
parameter c1, it can be seen that the error in the prediction decreases. The parameter ¢; controls
the effect of the double derivative of the solution (V2 h). Therefore, as we decrease ¢; the error
due to the approximation in derivative reduces and thus the accuracy of the be-PINN solution
increases. In a new loss function including a logarithmic residual for the Allen
Cahn equation is discussed. This new logarithmic residual be-PINN approach and its results are
presented in comparison with the simple be-PINN approach without a logarithmic residual.

5.2. Cahn Hilliard equation in one dimension

In this section, a 1D time varying Cahn Hilliard equation has been considered. The PDE
for Cahn Hilliard equation remains the same as described in section . Since, the domain
considered is one dimensional, Q € [—1,1] and ¢ € (0, 1]. The values of the parameters considered
in equation are, a = 0.02 and k = 1.

h(z,0) = cos(mz) — exp(—4(nz)?)
t

h(—z,t) = h(z,t), (z,t) €T x(0,T]

A (2, t) = AV (z,t),  (2,t) €T x (0,T] (25)
u(—z,t) = p(z,t), (x,t) € x(0,T]

pD (=2, t) = D (2,t),  (2,1) €T x (0, 7]
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Figure 6: (a): Reference (Top) and bc-PINN (Bottom) solutions of the Allen Cahn equation for the entire
spatio—temporal domain. (b): The Reference (——) and the bc-PINN (- - -) solutions at time ¢ = 0.25 and
t=0.75.

The above equation gives details about the initial and boundary conditions (where I'
describes the boundary).

5.2.1. std-PINN for Cahn Hilliard equation

Initially, the Cahn Hilliard equation (without phase space) is solved using the std-PINN
to demonstrate the challenge associated with high order. The neural network architecture
used has 4 hidden layers with 200 neurons in each layer and which is the same as given in
[8]. For training the std-PINN, we have used 20,000 collocation points and the loss function is
minimized by using 100,000 ADAM iterations and subsequently L-BFGS optimizer until one
of the stopping criteria are met: (i) Maximum iterations are equal to 50,000 (ii) Maximum
number of function evaluations are equal to 50,000 (iii) Maximum number of line search
steps (per iteration) equal to 50 (iv) The maximum number of variable metric corrections
used to define the limited memory matrix are equal to 50 (v) The iteration stops when

k_ gkl
—f +

A LT <= 2.22044604925¢ — 16,where f is the neural network objective function and &
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Figure 7: Solution and relative error associated with respect to the reference solution for Allen Cahn equation.
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(b) Predicted solution (top) and relative error (bottom) obtained using be-PINN for ¢ = 0.00005

Figure 8: Solutions and relative errors of the Allen Cahn equation for different cf (of equation @)) obtained by
the bc-PINN method.
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Figure 9: (a): The reference solution (Top) and the std-PINN solution (Bottom) of the Cahn Hilliard equation
for the entire spatio—temporal domain. (b): Time snapshots for the reference solution (——) and the std-PINN
solution (- --) at t = 0.12 and t = 0.37.

is the iteration number. The loss function for std-PINN is described in equation (3)), () and (5).
The solution predicted after training is shown in figure (ED and it can be observed that there is
significant mismatch between the std-PINN prediction and the reference solution.

The two possible reasons for the inaccurate solution are strong non-linearity and the high
order derivative terms (fourth order). In PINN the derivatives are approximated using automatic
differentiation. It has been shown that as the order of the derivative increases the complexity in
automatic differentiation increases and it becomes computationally expensive [9]. In order to
overcome the difficulty in approximating the higher order derivative via automatic differentiation,
we adopt the phase space representation in the proposed bc-PINN.

18



344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

5.2.2. bc-PINN for Cahn Hilliard equation

In this section, we introduce the bc-PINN approach with a phase space representation for
solving the Cahn Hilliard Equation (equation . Additionally we have used the ICGL and TL
techniques as described in sections . Therefore, there are two outputs of the neural
network iL(iE, t) and fi(x,t) in the present method. The input features are the spatio—temporal
variables (z,t). The modified loss function for the coupled phase space system includes an
error on initial condition, error on the boundary conditions and error on the residual. In
addition it will have the error for the backward compatibility. Therefore, the total loss function
(equation (|11)) for any time segment AT, is sum of all the aforementioned errors given in
equation (201/23).

Variable Description Number
N; Initial collocation points 128
Ny Boundary collocation points 20/segment
N, Residual collocation points | 10000/segment
Niter Number of ADAM iterations | 10000/segment

Table 3: Description of training data for Cahn Hilliard equation. 20 time steps/segment have been considered
and the amount of collocation points generated remains same and doesn’t increase as we progress through time.

Table (3| describes the values of the hyper-parameters used in be-PINN. N; and N, refers to
the number of points considered to enforce the initial and boundary condition respectively. N,
is the number of residual collocation points per time segment and Ny, is the number of ADAM
iterations used to train the neural network per time segment. As described in section
only the reference solution at the initial points (V;) is used to compute the initial loss and for
computing the remaining terms in loss function (equation @) the output of the neural
network (predicted solution of the PDE) is used.

The accuracy of the proposed bc-PINN approach is shown by comparing it against the
reference solution obtained by the chebfun method in figure (10). This shows that the phase
space representation with be-PINN can closely match the reference solution for the Cahn Hilliard
equation. The relative total error (g¢ptq;) Obtained for the be-PINN solution is 0.0186 whereas for
the std-PINN solution the error is 0.8594. It is evident from the error plots given in figure
that a more accurate solution is obtained by using the bc-PINN compared to std-PINN. The
higher accuracy can be accredited to the fact that approximating lower order derivatives using
automatic differentiation is much simpler. One key observation to note is that the solution in
the n'! time segment takes the solution at time 7},_; from the (n — 1)*" time segment as initial
condition. Thus, only the error at the end point in a time segment is propagated to the next time
segment. For instance, only the error at the time 7},_; in (n — 1)*" time segment is propagated
to the next time segment. Errors at all other time steps in (n — 1)'" time segment does not
propagate to the n'" time segment. This can be observed in figure , even though the error
at time 0.01 is quite high but since this is not the end point of the time segment [0, 0.05] it does
not propagate with time. The error in the first time segment can be further reduced by using
more iterations and the accuracy of the total solution can be improved. To further demonstrate
the effectiveness of the current phase space backward compatible training approach, we have
taken different values of the parameter (ax) and compared the predicted solutions with the
reference solutions generated using chebfun which is shown in figure . The proposed phase
space representation with bc-PINN approach can be extended to any partial differential equation
consisting higher order derivatives and non-linearity.
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Figure 10: (a): Reference (Top) and bc-PINN (Bottom) solutions of the Cahn Hilliard equation for the entire
spatio-temporal domain. (b): The Reference (—) and the bc-PINN (- - =) solutions at time ¢ = 0.02 and
t=0.97.
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(b) Solution (top) and relative error (bottom) via bc-PINN

Figure 11: Solution and error associated with respect to the reference solution for Cahn Hilliard equation.
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(a) Solution (top) and error (bottom) for ax = 0.01

t

(b) Solution (top) and error (bottom) ax = 0.005

Figure 12: Solution and relative errors of the Cahn Hilliard equation for different parameters (« k of equation )
obtained by the bc-PINN method.
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6. Results of Allen Cahn and Cahn Hilliard equations using bc-PINN in 2D

In this section, the Allen Cahn and Cahn Hilliard equations are solved in two dimensions
using the proposed bc-PINN scheme. Solving the Allen Cahn and Cahn Hilliard equations in 2D
is more computationally intensive than in 1D. Thus in order to solve the 2D equations, the
be-PINN technique has been implemented along with the ICGL and TL techniques as proposed

in section .

6.1. Allen Cahn equation in two dimensions

In this section, a two dimensional time varying Allen Cahn equation has been considered.
The PDE for Allen Cahn equation remains the same as described in section . The values of
the parameters considered in equation @ are, ¢7 = 0.0001 and ¢; = 1. To demonstrate the
proposed method following two IBVPs have been considered :

IBVP-1: The PDE used is the same as that given in equation . The domain for the IBVP
is taken as  x t € [0,1]2x (0, 1]. The initial condition chosen is, sin(47z1) cos(4mzs), where,
(w1, 2) are points in the domain [0, 1]2.The boundary conditions have been considered to
be periodic, A4~V (x,t) = K4~V (—z, 1), for d = 1,2

IBVP-2: The PDE used is the same as that given in equation . The domain for the
IBVP is taken as « x t € [0,1]2 x (0,2]. The initial condition chosen is a random doubly
periodic function where the maximum amplitude is 0.3. The boundary conditions have
been considered to be periodic, A4~ (z,t) = h{=V(—x,t), for d = 1,2

6.1.1. be-PINN for Allen Cahn equation in two dimensions

First in order to solve IBVP-1, the ICGL technique has been using along with bc-PINN. The
loss function for ICGL and bc-PINN remains the same as described in equations @, E
Furthermore, as described in section 7 Chebfun is used to obtain the reference solution.
Here, the spatial domain has been discretized into a grid containing 64 points along each
axis and the temporal domain has been discretized into 101 grid points. The neural network
architecture has 3 input neurons and consists of 6 hidden layers with 128 neurons in each layer.
The output layer contains only one neuron for the output/solution of the PDE (h). Following, to
solve the IBVP-1, be-PINN is used along with with the ICGL technique. The loss function has
been optimized using both ADAM and L-BFGS optimizers. 15,000 ADAM iterations (20% for
MSEg; and 80% for MSEar,) and 10,000 LBFGS iterations are used for every time segment.
Apart from the maximum iterations other stopping criteria for L-BFGS remain the same as
those mentioned in section (criteria ii - v). The total number of collocation points used to
train the be-PINN for IBVP-1 are given in table 4| The total error in prediction (€4tq1), using
be-PINN with ICGL is 2.5%. Whereas, the total error in prediction using be-PINN without
ICGL is more than 95%. Figure shows the evolution of solution as time increases.

N; Initial collocation points 4096
N, | Boundary collocation points 640 per segment
N, | Residual collocation points | 20,000 per segment

Table 4: Description of training data for 2D Allen Cahn equation (IBVP - 1). 20 time steps/segment have been
considered and the amount of collocation points generated remains same and doesn’t increase as we progress
through time.
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Figure 13: Reference and be-PINN predicted solution of the 2D Allen Cahn equation (IBVP-1) at different time
snapshots (a) t =0, (b) t =05, (c)t =1

To demonstrate be-PINN with (ICGL and TL), IBVP-2 has been considered. The loss function for
ICGL, initial condition, and boundary condition remains the same as described in equations
. The total loss function also remains the same as given in equation . The optimization
of the loss function is performed using both ADAM and L-BFGS optimizers. For minimizing
the loss function in the first segment 30,000 ADAM iterations and 10,000 LBFGS iterations are
used. From the second segment 40,000 ADAM iterations and 10,000 LBFGS iterations are used
in optimizing the bc-PINN loss function. Apart from the maximum iterations other stopping
criteria for L-BFGS are the same as mentioned in section (criteria ii - v). Also, during
the minimization process in each time segment, 20% of the total ADAM iterations are used
to implement the ICGL technique. The neural network architecture remains the same as that
used for solving IBVP - 1 (3 input neurons, 6 hidden layers with 128 neurons, and 1 output).
Following, the TL technique has been implemented by freezing the parameters obtained after
solving the IBVP-1. Initially, only a single layer is fixed. As the training progresses through
different time segments the number of layers frozen has been slowly incremented. Table gives
details about the number of collocation points and the time segment details. From figure it
can be observed that the bc-PINN prediction matches well with the reference solution, whereas
the std-PINN cannot solve this using the same number of collocation points.

N; Initial collocation points 4096
N, | Boundary collocation points | 1600 per segment
N, | Residual collocation points | 30,000 per segment

Table 5: Description of training data for 2D Allen Cahn equation (IBVP - 2). 50 time steps/segment have been
considered and the amount of collocation points generated remains same and doesn’t increase as we progress
through time.
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Figure 14: Reference and be-PINN predicted solution of the 2D Allen Cahn equation (IBVP-2) at different time
snapshots (a) t =0, (b) t =12, (¢c) t = 2

6.2. Cahn Hilliard equation in two dimensions

In this section, a two dimensional time varying Cahn Hilliard equation has been considered.
The PDE for the Cahn Hilliard equation remains the same as described in section . The
values of the parameters considered in equation are, (a, k) = (0.02,1). To demonstrate the
applicability of bc-PINN for 2D Cahn Hilliard, the following two IBVP’s has been considered:

IBVP-1: The PDE used is the same as that given in equation . The domain for the IBVP
is taken as  xt € [0, 1]?x(0,0.005]. The initial condition chosen is, 0.4 cos(3mx1) cos(3mxs),
where, (71, 12) are points in the domain [0, 1]2. Homogeneous Neumann boundary conditions
have been considered.

IBVP-2: The PDE used is the same as that given in equation . The domain
for the IBVP is taken as  x t € [0,1]? x (0,0.005]. The initial condition chosen is,
0.4 cos(4mw1) cos(4n(z1 + x2)), where, (21, x2) are points in the domain [0, 1]2. Periodic
boundary conditions have been considered.

IBVP-3: The PDE used is the same as that given in equation . The domain for
the IBVP is taken as x x t € [0,1]? x (0,0.00375]. The initial condition chosen is a
random doubly periodic function where the maximum amplitude is 0.5. Periodic boundary
conditions have been considered.

6.2.1. bc-PINN for Cahn Hilliard equation in two dimensions

As described in section , the ICGL technique has been used along with bc-PINN to solve
IBVP-1. A key point to be noted here is that the loss function for ICGL remains the same as
that in equation . Therefore, the total loss function (equation (11)) for any time segment
AT, is a sum of all the aforementioned errors given in equation .
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Further in order to generate the reference solution for IBVP-1, a cosine transform has been
utilized as given in [56]. Here, the spatial domain is discretized into a grid containing 64 points
along each axis. The temporal domain is discretized into 201 grid points. The neural network
architecture has 3 input neurons and consists of 5 hidden layers with 128 neurons in each layer.
Two output neurons have been taken to represent the output/solution of the PDE and the phase
space term (h, ). The minimization of be-PINN loss function has been performed using ADAM
and L-BFGS optimizers. The number of ADAM iterations are 30,000 for the first segment and
for all the later segments 50,000 iterations have been used. The maximum number of L-BFGS
iterations are 15,000 per segment and the other stopping criteria are the same as those mentioned
in section (criteria ii - v). The details of collocation points used to train the be-PINN for
IBVP1 are given in table (6). Figure (I5), shows the evolution of h(z,t) with time and there’s a
good match between the predicted and reference solution.

N; Initial collocation points 4096
Ny | Boundary collocation points | 1600 per segment
N, | Residual collocation points | 50,000 per segment

Table 6: Description of training data for 2D Cahn Hilliard equation (IBVP-1). 50 time steps/segment have been
considered and the amount of collocation points generated remains same and doesn’t increase as we progress
through time.

@
lp - - r 0.5
) 0.8 0.3
o
5 ol A 0.1
-
(] 0.1
E 0.4. ™ - |
02 0.3
i s F il 0.5
0 02 04 06 08 1
1 __ 0.5
0.8 0.3
b~
% 0.6' ‘ o ! 0.1
5
0.1
0 04 ™ » |
o 0.2 0.3
0.5

e 1 N
0O 02 04 06 08 1 0 02 04 06 08 1 0 02 04 06 08

Figure 15: Reference and bc-PINN predicted solution of the 2D Cahn Hilliard equation (IBVP-1) at different
time snapshots (a) t =0, (b) t = 0.003 , (¢) t = 0.005

In order to demonstrate bc-PINN with (ICGL and TL), IBVP-2 has been considered. To solve
the IBVP-2, the loss function for ICGL, initial condition and boundary condition remain the
same as described in equations . To generate the reference solution for IBVP-2
and IBVP-3, an explicit time stepping scheme is used for time integration and a 9-stencil finite
difference method for computing the spatial derivatives. Here, the spatial domain is discretized
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N; Initial collocation points 4096
N, | Boundary collocation points | 1600 per segment
N, | Residual collocation points | 50,000 per segment

Table 7: Description of training data for 2D Cahn Hilliard equation (IBVP-2,IBVP-3). 25 time steps/segment
have been considered and the amount of collocation points generated remains same and doesn’t increase as we
progress through time.
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Figure 16: Reference and bc-PINN predicted solution of the 2D Cahn Hilliard equation (IBVP-2) at different
time snapshots (a) t =0, (b) t = 0.003, (c) t = 0.005

into a grid containing 64 points along each axis, whereas, the temporal domain is discretized
into 101 grid points. The neural network architecture has 3 input neurons and consists 5 hidden
layers with 128 neurons in each layer. Two output neurons have been taken to represent the
output/solution of the PDE and the phase space term (h, ). The neural network architecture
remains the same as that used for solving IBVP - 1 (3 input neurons, 5 hidden layers with 128
neurons and 2 outputs). Following, the TL technique has been implemented for IBVP2 by
freezing the parameters obtained after solving the first segment of IBVP-1. Initially, only a
single layer is fixed and as the training progresses through different time segments the number
of layers frozen has been incremented by one after every time segment. The minimization of
be-PINN loss function for IBVP-2 has been performed using ADAM and L-BFGS optimizers.
The number of ADAM iterations are 50,000 for all the segments. The maximum number of
L-BFGS iterations are 75,000 per segment and the other stopping criteria are same as those
mentioned in in section (criteria ii - v). The details of collocation points used to train the
bc-PINN for IBVP-2 are given in table . Figure shows the evolution of h(x,t) with time.

Despite using all the aforementioned techniques (ICGL, TL and weighting of the loss function)
the solution doesn’t converge efficiently for IBVP-3. This is because the initial condition in this
case is random and the evolution is complex. Therefore, we have used a sum of £! norm and £2
norm of the individual error terms in the total loss function. The reason behind using such a
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Figure 17: Reference and bc-PINN predicted solution of the 2D Cahn Hilliard equation (IBVP-3) at different
time snapshots (a) t =0, (b) t = 0.002, (c) t = 0.005

loss function is that, when the error is small the penalization due to £ norm is more than £2
norm. Thus, as given in equation a combination of £! norm + £2? norm has been used to
solve the IBVP-3.

MSEAT” = w; (MSE[ + MAEI) + wy (MSEB + MAEB)—I—

26
w, (MSEg, + MAER) + w, (MSEg + MAEy) (26)

Here, MAEj, is the mean absolute error on the initial condition ; MAEg, is the mean absolute
error on the boundary condition; MAEg, is the mean absolute error on the residual (Rj, Rg) as
given in equations ; MSEg; is the mean absolute error on backward compatibility;

Other hyper—parameters like neural network architecture, number of training iterations, number
of collocation points etc. remain the same as those used for solving IBVP-2. The only difference
is that the TL technique has been implemented for IBVP-3, by using the parameters obtained
after solving the first segment of IBVP-2. Considering the complexity of the Cahn Hilliard
equation from figure it can be observed that the bc-PINN prediction matches the reference
solution remarkably well.

7. Conclusions

A new PINN approach (named as be-PINN) has been proposed for solving the Allen Cahn
and Cahn Hilliard equations, however, the methodology in general should be applicable to
any PDE. The bc-PINN re-trains the neural network over successive time segments while
satisfying the solution for all previous time segments. Additionally, be-PINN incorporates
two new techniques to improve the accuracy and efficiency of training. Firstly, while solving
a boundary value problem using bc-PINN, the initial condition of that segment is used to
bring the neural network map closer to the true map. Secondly, a transfer learning approach
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is implemented to accelerate training, where the parameters learned from previous training
are used to train a subsequent segment or a new initial condition. In addition by using
a phase space representation for the Cahn Hilliard equation, better convergence has been achieved.

The key advantages of bc-PINN are summarized below. The proposed be-PINN method can
provide an accurate solution for nonlinear or higher-order PDEs such as the Cahn Hilliard and
Allen Cahn equations in 1D and 2D. Moreover, the proposed method can achieve high accuracy
by using fewer collocation points compared to std-PINN. Despite the segmentation of the time
domain, it uses only one neural network and provides a continuous solution for the entire
spatio—temporal domain. The proposed backward compatibility scheme may enhance many other
machine learning approaches applied to complex systems represented by time dependent PDEs.

The code accompanying this manuscript would be available on Github repository:
https://github.com/vmattey/bc-PINN
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Appendix A. Hyper-parameter selection for bc-PINN

As discussed in section [5] and [6] the proposed method has a number of hyper-parameters like
number of ADAM iterations (N per segment), time steps per segment, number of collocation
points (N,.) etc. The accuracy of the be-PINN’s solution depends on proper choice of these
hyper-parameters. To optimize each of the hyper-parameters, various cases and metrics like
computational time and accuracy have been considered. In the current section, we chose the
Cahn Hilliard equation as the canonical example for all the analysis performed. Table
describes the optimum parameters required to train 100 steps. The optimum parameters are
chosen to achieve an accurate solution while balancing the computational cost as shown in
figure (A.18). It can be also seen that as the number of collocation points and number of
iterations are increased the accuracy increases. Therefore, a segment size of 10 steps with 5000
collocation points and 10000 iterations per time segment has been chosen.

In general the be-PINN framework is robust enough to handle any arbitrary length of time
segments and any number of time segments. One effective way for choosing a minimum time
segment is to try training the bc-PINN initially for a specific length of time segment where the
accuracy doesn’t get affected. Based on this minimum length of time segment the total number
of time segments can be chosen depending on the length of the total time domain.

Model | Time steps/segment N, Niter
A 10 5000 | 10000
B 10 5000 | 20000
C 10 10000 | 10000
D 10 10000 | 20000
E 25 5000 | 10000
F 25 5000 | 20000
G 25 10000 | 10000
H 25 10000 | 20000

Table A.8: Parameter combinations for choosing the optimum segment size, collocation points and number of
ADAM iterations to apply the be-PINN technique for Cahn Hilliard equation.

Appendix B. bc-PINN with a logarithmic residual for Allen Cahn Equation

In this section we show how the bc-PINN with logarithmic residual compares against the
std-PINN and bc-PINN without the logarithmic residual. The loss function for the bc-PINN
with a logarithmic residual is same as the be-PINN except the equation is replaced by the
following loss term for the residual of the PDE:

R:=h —C% VQ}Al—l-f(}Al)

(In) 1 9 (B.1)
MSER" = > In(1+ (R, 1)), (ahth) € 2 x (Tu-r, Tl
" k=1

It turns out that the bc-PINN with a logarithmic residual is more accurate than the be-PINN
without the logarithmic residual. A possible explanation is that the logarithmic function reduces
the relative weight on the MSER, which would have larger inaccuracy due to its derivative and
nonlinear terms. Thus the initial and boundary terms are satisfied more accurately, which in
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Figure B.19: Reference (——) and Predicted (- - -) solution at time t = 0.25

Method Error(¢)

std-PINN 0.9919

bc-PINN 0.0701
bc-PINN with logresidual 0.03

Table B.9: Relative errors (equation ) over the entire domain with respect to Chebfun solution for
different methods.

turn yields a more accurate solution. This explanation is substantiated by the fact that when
the logarithmic function is used on all of the four terms in the loss function then the accuracy
decreases.

Appendix C. Minimization of the bc-PINN loss function

In section [3.4] we have described the learning rates and stopping criteria for the ADAM and
LBFGS optimizer that are utilized to train the be-PINN. Figure (C.20) shows the minimization
of the loss function (equation (I1))) while training the be-PINN for 1D Cahn Hilliard equation in
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Figure C.20: Loss vs Iterations (Top): using ADAM optimizer (Bottom): using the LBFGS optimizer for training
the time segment [0.45, 0.5] of the Cahn Hilliard equation.

Appendix D. Data driven identification of parameters for PDEs using bc-PINN

The framework of bc-PINN is versatile and can be applied to both forward and inverse
problems. Data driven methods for inverse problems have been shown to be extremely effective
57, 24] [58] [59]. Especially in situations where only partial physics and noisy data are present
physics informed neural networks perform well. In this section, the performance of std-PINN |[§]
and bc-PINN for non-parametric PDEs and parametric PDEs has been showcased. For the
non-parametric PDE case, Allen Cahn equation which has been described in section [ will be
considered as the canonical example. Finally for the parametric PDE, burgers equation with a
time-varying parameter has been considered.

Consider a general, m*" order partial differential equation with parameters A;, Ay etc. as given

in equation (D.1).

he = F(h(z,t), hD (x,t) , h2 (1), - - R (@, 1), A1, Xay -+, An), 2 € QCRP € (0,7
(D.1)
In equation (D.1), we are interested in finding the parameters A1, Ao - - - A\,,. These parameters
are learnt by defining them as trainable parameters to the physics informed neural networks.
Therefore the loss function can be written as
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e Mean squared error on the observed data

N,

RS 2

MSE, = = > (hl@f. ) = h2)" . (@i, t) € 2x (0.7] (D.2)
© k=1

e Mean squared error of the residual at observed data points

R:=hy — F(h(x,t), D (x,t) , AP (2, 1), A (@, 1), A1, Ag, -+, An)

1 a o 10\\2 o 10 (D?))

where h(x9,t?) is the neural network output and hg is the observed data at (g, 7). Here,
the superscript, (e)° stands for observed data.

e The total mean squared error for the inverse std-PINN is given as

MSE = MSE, + MSE,z (D.4)

The equations @@ represent the total loss function of std-PINN for inverse identification
of parameters. In order to implement the bc-PINN scheme for inverse problems, the domain
has been divided into multiple segments as shown in figure (D.21)). To identify the parameters
in a particular time segment, the residual has been minimized only on the observed data in
that particular segment. Additionally, to implement the backward compatibility scheme the
solution of all the previous segments is satisfied simultaneously. Moreover, the parameters for
n'" time segment are initialized from the parameters learned in the (n — 1)** time segment.
This framework helps in identifying the parameters of the PDE in a given segment and also
learning the solution in the entire domain. The loss function for parameter identification using
the be-PINN framework is as follows:

x::: - (

(x,?, tlg) € X [Tn—l’ Tn]

(%, 1) € . x [0, 4]

To=0 o4 T, wus Ty_q ) T, Thi1 T Vt
i
Ve ~ 7 N

MSE,s(xg®%,t2°) + MSE,(xp, tg) + MSER(xp,tg)

Figure D.21: Illustration of the proposed backward compatibility scheme that satisfies the data observed in the
previous time segments at the same time learning the observed data and parameters in a particular segment.
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e Mean squared error on the observed data

No

~ 2
> (b t) ~12) s (@R,4) €@ x [T, T
k=1

1

MSEO == ﬁ

(D.5)

e Mean squared error of the residual at observed data points

R:= ht - F(h(ﬂ),t), h(ml)(mat) ) h(mZ) (mat)a e 7h(mm)(mat)v >\la )‘27 e v)‘n)

1 oL o 10\\2 o 40 (DG)
MSEqr = N Z (R(p, t3))" (x7,ty) € QU x [Th—1, T
© k=1

e Mean squared error on the previous segments observed data

2

1 0s
NOS

~ 2
MSE,, = (bt =) @F) € Qx0.Ta] (D)

>
Il

1

where ﬁ(mzs, t9°) is the neural network output and h{® is the observed data at (x(®,t9°).
Here, the superscript, (#)°° stands for observed data in the previous time segments.

e Total mean squared error for inverse bc-PINN is given as

MSEa7, = MSE, + MSE,z + MSE,, (D.8)

Appendiz D.1. Parameter identification of Allen Cahn equation 1D

The Allen Cahn as described in earlier sections is a very widely used PDE in material science
for studying the diffusion separation process. Therefore inverse identification of the Allen Cahn
equation is essential to understand the governing physics of a process. Let us consider the explicit
form of Allen Cahn equation

he = MV2h 4 Ao (h® — h), t € (0,7),

reNCR (D.9)

Using the proposed framework of be-PINN for inverse problems, the parameters learned are
compared against std-PINN. To generate the required data set, random points have been sampled
from the reference solution of Allen Cahn equation. The reference solution is computed as given
in section . Also to test the effectiveness of both the methods noise has been added to
the reference solution. Table (D.10) shows the parameter values obtained using std-PINN and
be-PINN.

Predicted \q Predicted A\ T9ta1 relatlw'a error
(True value : 1e-04) (True value : 5) in the prgdmted
solution
Noise (%) | be-PINN PINN bce-PINN | PINN | be-PINN | PINN
0 1.504e-04 | 1.522e-04 | 5.03237 | 5.01081 | 0.0068 0.0062
2 1.375e-04 | 7.592e-05 | 4.98174 | 4.98214 | 0.0078 0.0070
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Table D.10: True and Predicted parameters using bc-PINN and std-PINN for the 1D Allen Cahn equation.
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Appendiz D.2. Parameter identification of Burgers equation with a time-varying parameter

This section highlights the ability of the proposed bc-PINN framework for solving parametric
PDEs. Most of the real world systems are governed by parametric PDEs. The explicit parametric

form of burgers equation is as follows:

hi = A1(t) hhy + Aohyy

(z,) € [-8,8] x (0, 10]

(D.10)

where, A1 (t) is a time varying parameter and, Ay is a constant value equal to 0.1. The reference

solution has been computed as given in [57].

1.00
0.75
0.50
0.75
1.00

Ai(t) =

0<t<?2
2<t<4
4<t<6
6<t<8
8<t<10

(D.11)

Using the proposed framework of be-PINN for inverse problems, the parameters of the parametric
burgers equation are learnt using an arbitrary length of time segment. In the present example
the total time domain has been discretized into 256 time steps. Therefore, in order to identify
the time varying parameter (A;) an arbitrary time segment of 10 steps has been chosen. In
order to identify the parameter A1, all the observed data within the 10 steps segment has been
considered. A similar procedure has also been adopted for identifying the parameter As.

1.5
True
125 L + bC—PINN i
std-PINN + +
+
1.|r4—-|--|-—l— ——
& +
&
< 0.75 ¢ —— — 1
+ +
+ &
05 r —l—.‘? i
0.25 + i
0 Il Il Il Il
0 2 4 6 8 10
t

Figure D.22: ‘A1’ learned using the bc-PINN and std-PINN approach for the parametric burgers equation

From figure , it can be observed that the predicted parameters follow a trend
similar to the true values. The main advantage of inverse bc-PINN scheme is that without any
prior knowledge, the nature of a PDE (contant or time-varying) can be identified. Moreover, the
values of the time varying parameters can be obtained without any prior information about the
time segments over which its constant.
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Figure D.23: ‘A2’ learned using the be-PINN and std-PINN approach for the parametric burgers equation
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