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Abstract

We present the results of a joint analysis of Chandra X-ray and South Pole Telescope (SPT) Sunyaev–Zel’dovich
(SZ) observations targeting the first sample of galaxy clusters at 0.3< z< 1.3, selected to be the progenitors of
well-studied nearby clusters based on their expected accretion rate. We develop a new procedure in order to tackle
the analysis challenge that is estimating the intracluster medium (ICM) properties of low-mass and high-redshift
clusters with ∼150 X-ray counts. One of the dominant sources of uncertainty on the ICM density profile estimated
with a standard X-ray analysis with such shallow X-ray data is due to the systematic uncertainty associated with the
ICM temperature obtained through the analysis of the background-dominated X-ray spectrum. We show that we
can decrease the uncertainty on the density profile by a factor varying between 2 and 8 with a joint deprojection of
the X-ray surface brightness profile measured by Chandra and the SZ-integrated Compton parameter available in
the SPT cluster catalog. We apply this technique to the whole sample of 67 clusters in order to track the evolution
of the ICM core density during cluster growth. We confirm that the evolution of the gas density profile is well
modeled by the combination of a fixed core and a self-similarly evolving non-cool-core profile. We show that the
fraction of cool cores in this sample is remarkably stable with redshift although clusters have gained a factor of ∼4
in total mass over the past ∼9 Gyr.

Unified Astronomy Thesaurus concepts: Galaxy clusters (584); High-redshift galaxy clusters (2007); Sunyaev-
Zeldovich effect (1654); X-ray astronomy (1810); Intracluster medium (858); Cool cores (302)

1. Introduction

Galaxy clusters are the end result of a hierarchical process
starting from matter density peaks at the end of inflation that
first grew through the smooth accretion of surrounding material
(e.g., Press & Schechter 1974; Cooray & Sheth 2002; Mead
et al. 2015). Merger events with smaller halos then contributed
to both the galaxy cluster growth and the heating of their
baryonic matter content called the intracluster medium (ICM)
up to a few keV (e.g. Sarazin 2002; Markevitch &
Vikhlinin 2007; Bourdin et al. 2013). Studying the evolution
of the ICM thermodynamic properties with cluster redshift and
mass is essential to unveiling the multiphase and multiscale
physical mechanisms at play during their growth (e.g. Voit
et al. 2008, 2015; McNamara et al. 2016; Tümer et al. 2019;
Gaspari et al. 2020). Such understanding is key to using galaxy
clusters as tracers of the history of large-scale structure
formation (e.g. Voit 2005; Planelles et al. 2015; Vallés-Pérez
et al. 2020) and as probes of the underlying cosmology (e.g.
Allen et al. 2011; Hasselfield et al. 2013; Bocquet et al. 2015;
Ade et al. 2016a; Hilton et al. 2018; Bocquet et al. 2019).

Unveiling the properties and evolution of the ICM and
the active galactic nucleus (AGN)–star formation–halo con-
nection in early-forming systems all the way back to z∼ 3
will be among the primary science goals of both Athena

(Barret et al. 2020) and Chandra successor missions such as
Lynx (The Lynx Team 2018) or the Advanced X-ray Imaging
Satellite (Mushotzky et al. 2019). While many of the most
exciting questions about the initial formation of galaxy clusters
must wait for these next-generation X-ray missions, the current
X-ray observatories can lay an important foundation now by
studying clusters in the 1< z< 2 range, where to date only a
dozen of the most massive systems have been observed.

Until recently, studies of distant galaxy clusters were limited
to a small number of extreme systems, discovered serendipi-
tously in deep X-ray observations (e.g. Schwope et al. 2004;
Kolokotronis et al. 2006; Finoguenov et al. 2010). However,
the successes of Sunyaev–Zel’dovich (SZ) surveys (Hasselfield
et al. 2013; Bleem et al. 2015; Ade et al. 2016b; Hilton et al.
2018; Bleem et al. 2020; Huang et al. 2020; Hilton et al. 2021)
have rapidly altered the landscape of galaxy cluster astro-
physics and cosmology. In particular, the South Pole Telescope
(SPT; Carlstrom et al. 2011) has surveyed 5000 deg2 of the
southern sky over the past 10 yr, leading to the discovery of
1066 galaxy clusters, including 72 at z> 1. The combination of
SPT selection, which is redshift independent and only limited
by the survey sensitivity, with relatively shallow Chandra
follow-up has proven an extremely efficient way of studying
the growth and evolution of the most massive clusters (e.g.
McDonald et al. 2013b, 2014, 2016, 2017).
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In particular, McDonald et al. (2017) studied eight massive
SPT clusters at z> 1 (see Figure 1) based on 892 ks of Chandra
observations in order to measure ∼1500 counts for each
cluster. One of the main results of this work is that cluster cool
cores have had fixed properties in the past 10 Gyr while the
bulk of their halo kept growing self-similarly around them.
While interesting in their own right, these systems may,
however, experience a different evolution from the clusters we
are most familiar with at z∼ 0 (e.g., A2390, Allen et al. 2001;
Perseus, Fabian et al. 2011; Zwicky 3146, Romero et al. 2020;
etc.), which were considerably less massive at z> 1. Based on
the Millennium-II simulations, Fakhouri et al. (2010) found that
a typical cluster will increase in mass by a factor of ∼4 over the
past ∼9 Gyr (see Figure 1). So, to study the evolution of a
sample of clusters at z= 0 with M500∼ 8× 1014 Me, we
should be comparing to systems at z∼ 1.4 with M500∼
2× 1014 Me.

At such high redshifts, a radial distance of 50 kpc
corresponds to a projected angle of 6″, which is about the
size of XMM-Newton point-spread function (Lumb et al.
2012). Furthermore, the small angular size of these high-
redshift and low-mass clusters makes point-source contamina-
tion of the extended emission a bigger issue than it is at low
redshift. Chandra is therefore the most appropriate observatory
to consider in order to characterize the core properties of these
systems. Unfortunately, the typical Chandra X-ray count rate of
such clusters is ∼2× 10−3 counts s−1 in the 0.7–2 keV band.
Measuring the same number of counts as in McDonald et al.
(2017) would therefore require exposures of about 1 Ms per
cluster. The high cost of high-z cluster observations can
however be driven by the need to measure a mean ICM
temperature from X-ray spectroscopy with relative uncertain-
ties of the order of ∼10% in order to measure an accurate ICM
density profile. Joint X-ray/SZ analyses have recently proven
their high efficiency in characterizing the ICM properties
of massive z> 1 clusters with relatively shallow X-ray

observations (e.g. Adam et al. 2017; Ghirardini et al. 2018;
Castagna & Andreon 2020; Kéruzoré et al. 2020; Ruppin et al.
2020).
In this paper, we build upon this past experience and analyze

jointly low signal-to-noise (S/N) Chandra data and the SPT-SZ
signal measured in a sample of 67 clusters selected to be the
progenitors of more common and well-studied systems at z∼ 0
(i.e., M500(z= 0)∼ 8× 1014 Me). Our goal is to demonstrate
that the combination of ∼150 Chandra counts and the integrated
SZ signal from SPT can provide sufficient constraining power to
estimate the ICM density profile of z> 1 low-mass clusters. We
describe the selection procedure of the 67 SPT clusters in
Section 2 as well as the Chandra observations. In Section 3, we
present the details of the analysis methodology considered in
this work based on Chandra X-ray and SPT-SZ data. We
characterize the performance of the joint X-ray/SZ analysis
procedure and emphasize the information gain with respect to a
standard X-ray analysis in Section 4. We describe the results on
the ICM properties obtained for the whole sample in Section 5.
In Section 6, we discuss these results in the context of cluster
evolution and highlight the legacy value of this particular
sample. We give a summary of our work in Section 7. In this
paper, we assume a flat ΛCDM cosmology with Ωm= 0.3,
ΩΛ= 0.7, and H0= 70 km s−1 Mpc−1, and define the radius
R500 and mass M500 in terms of the critical density ρc(z) at the
cluster redshift z as rº pM z R500 c500

4

3 500
3( ) .

2. SPT Progenitor Sample

Studying mass-selected samples of galaxy clusters at z> 1
that are the progenitors of typical halos at z∼ 0 is crucial to our
understanding of cluster evolution. The Chandra follow-up
of ∼100 clusters (McDonald et al. 2013b) from the first-
generation SPT cluster catalog yielded tremendous scientific
returns, including, among others, the discovery and character-
ization of the Phoenix cluster (Williamson et al. 2011;
McDonald et al. 2012, 2013a, 2015, 2019), the evolution of
radio-mode feedback (Hlavacek–Larrondo et al. 2015), and the
evolution of the ICM metallicity (McDonald et al. 2016; Mantz
et al. 2017, 2020). However, such mass-selected samples of
clusters contain systems that follow different evolutionary
tracks. On average, the massive clusters that have been
observed so far at z> 1 do not evolve into the well-known
intermediate-mass clusters at z∼ 0. Unlike previous genera-
tions of high-z cluster surveys (e.g., McDonald et al. 2017;
Sanders et al. 2017), our goal is no longer to target rare,
extreme systems at z> 1, but instead to characterize the
progenitors of present-day clusters like Perseus (Fabian et al.
2011) and A2390 (Allen et al. 2001). To this end, we define a
new sample of clusters in order to characterize how their
properties evolve during their growth in the past 9 Gyr. This
section first describes the selection procedure that we followed
to obtain this sample. We then present the Chandra observa-
tions realized for each cluster in the sample and study their
quality in terms of S/N.

2.1. Selection Procedure

Although smooth accretion of matter largely participates in
the growth of initial density fluctuations, the dominant channel
for mass growth of galaxy clusters is given by the merging
events with subhalos (e.g. Genel et al. 2010; Ichinohe et al.
2015; Schellenberger et al. 2019; Vallés-Pérez et al. 2020). By

Figure 1. Location of each cluster of the considered sample in the mass–
redshift plane.We subdivided the sample into a high-S/N sample (purple stars)
and a low-S/N one (red stars) based on the number of available Chandra
counts. Diagonal lines show the predicted growth for halos of different final
masses (Fakhouri et al. 2010). The eight high-redshift SPT clusters analyzed by
McDonald et al. (2017) are shown by gray triangles for comparison along with
the Planck, ACT, and SPT clusters (light-gray symbols).We also indicated the
90% confidence level upper limit on the halo mass at each redshift given the
considered cosmological model (black line).
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constructing the merger trees of dark matter halos using a joint
data set from the Millennium (Springel et al. 2005) and
Millennium-II (Boylan-Kolchin et al. 2009) simulations,
Fakhouri et al. (2010) established an analytic formula for the
mean mass growth rate of halos as a function of redshift and
mass in a wide range of descendant halo mass (1010<M0<
1015 Me):

=

´ + W + + W

-

L

dM

dt
M r

M

M

z z

46.1 y
10

1 1.11 1 , 1m

1
12

1.1

3

⎜ ⎟
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⎝

⎞
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where M is the halo mass at time t and redshift z.
We have used Equation (1) in order to define an interval of

evolutionary tracks that result in galaxy clusters at z= 0 with
masses ranging from M500= 6.3× 1014 Me to M500= 1.3×
1015 Me in order to characterize the evolution of typical
clusters such as Perseus and A2390. They are presented as light
and dark purple lines in Figure 1. We notice that the 8 clusters
studied in McDonald et al. (2017) at z> 1 (gray triangles)
correspond to systems that eventually evolve on average into
clusters with M500> 1.3× 1015 Me at z= 0. Such clusters
have not been found in our local (z< 0.1) universe due to the
limited comoving volume available (see black line in Figure 1)
and therefore correspond to extreme cases.

In this study, we select a sample of clusters that are the
progenitors of existing well-known clusters at z∼ 0 by
considering halos that fall between the two boundaries defined
by considering the range of descendant halo masses
[6.3− 13.0]× 1014 Me in Equation (1). We use the SPT
cluster catalogs as they currently contain the highest number of
SZ-selected clusters at z> 1 with M500∼ 2× 1014 Me. In
particular, with the completion of a deep 100 deg2 survey by
the second-generation SPT camera, SPTpol, the SPT collabora-
tion established the only SZ catalog with available clusters
passing our selection criteria at z> 1.1 given the considered
range of descendant halo mass. Therefore, we consider both the
SPT-SZ (Bleem et al. 2015) and SPTpol 100 deg2 (Huang et al.
2020) catalogs to define our cluster sample. Throughout this
study, we will only consider the masses M500 and redshifts z
given in these two catalogs to define the sample and to
characterize the ICM properties of each cluster.

Among the 83 SPT-SZ clusters studied by McDonald et al.
(2013b) with Chandra, 49 systems satisfy our selection cuts.
These clusters span a redshift range of 0.3 z 0.8 and are
represented by purple stars in Figure 1. Dedicated Chandra
observations have been realized in order to follow-up 18
clusters from the SPTpol 100 deg2 catalog (see Section 2.2) and
increase the redshift range covered by this sample up to z= 1.3.
These clusters are shown by red stars in Figure 1.

From Equation (1), we expect all 67 clusters in this sample to
have similar mass growth rates on average and to eventually
evolve statistically into the most well-studied clusters at z∼ 0.
Therefore, this sample provides a unique opportunity to
characterize the evolution of the ICM thermodynamic proper-
ties during cluster growth and compare it with the outputs from
hydrodynamic simulations that have access to the formation
history of each halo in the simulated volume (e.g., Nelson et al.
2015; Barnes et al. 2018; Ruppin et al. 2019).

Critically, the 67 clusters in this sample have a rich and
scientifically enabling multiwavelength coverage, with nearly
all having observations with DECam (grizY), Spitzer (3.6,

4.5 μm), Herschel SPIRE (250, 300, 500 μm), and ATCA (2.1
GHz). Therefore, the full sample of 67 progenitor-selected
clusters represents a unique proving ground for the new
multiwavelength science investigations that will begin in the
2020s, with analogs to every data set that will become available
(CMB-S4, Nancy Grace Roman Space Telescope, SKA, and
Rubin Observatory) already in hand.

2.2. Chandra X-Ray Observations

All 67 clusters considered in this work have been detected by
SPT and have additionally been observed with Chandra. A
subsample of 49 clusters from the SPT-SZ catalog have been
observed through the Chandra X-ray Visionary Project (XVP;
PI: B. Benson) described in McDonald et al. (2013b). This
program has mostly been conducted during Chandra Cycles 12
and 13 with exposures typically sufficient to obtain ∼1300
counts per cluster in the 0.7–2 keV band (see Table 3 in
Appendix A). The remaining 18 clusters at z> 0.7 selected
from the SPTpol 100 deg2 catalog have been observed in the
VFAINT data mode using the Advanced CCD Imaging
Spectrometer (ACIS) I-chips on board Chandra in cycles 18
to 20 with typical exposures ranging from 15 to 150 ks per
cluster. These exposures have been chosen in order to reach a
minimum of 110 counts per cluster and allowed us to obtain an
average of 180 counts in the 0.7–2 keV band (see Table 4 in
Appendix A).

2.3. Signal-to-noise Profiles

We investigate the distribution of S/N profiles obtained from
the Chandra observations as the two subsamples of the SPT-SZ
and SPTpol clusters have not been observed with the same
depth. As our ultimate goal is to characterize the redshift
evolution of the ICM properties of the 67 clusters in our
sample, it is essential that we use X-ray event files with similar
S/N to avoid evolution biases caused by the evolving depth of
the observations with halo mass and redshift.
Therefore, we extract the total number of counts Ntot as well

as the number of counts due to the background NB in the
0.7–2 keV band in different annuli centered on the X-ray
centroid (see Section 3) for each cluster in the sample. The S/N
profiles are then computed using the following equation:

s
=

+ ´
S N

N

N n
2S

Btot
2

pix

( )

where NS=Ntot−NB is the number of counts due to signal, σB
is the per pixel uncertainty on the background estimate, and
npix is the number of pixels in the considered annulus. The
profiles are shown in the left panel of Figure 2 as a function of
physical radius given the redshift of each cluster. We clearly
see the distinction between the SPT-SZ clusters observed with
Chandra in the context of the XVP program (purple) and the
SPTpol clusters (red). The average S/N peak for the SPT-SZ
clusters is about 12 while the one for the SPTpol systems is
around 3. These two subsamples will therefore be dubbed the
high-S/N and low-S/N subsamples throughout this paper. We
note that one of the clusters from the SPTpol 100 deg2 catalog,
SPT-CLJ0000-5748, has actually been observed in the context
of an independent program (PI: Hlavacek–Larrondo) with a
total number of counts of 4731 (see Table 3 in Appendix A).
There are therefore 50 clusters (instead of 49) in the high-S/N
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subsample. The mean redshift of the clusters in the high-S/N
subsample is 〈z〉= 0.57 while that of the low-S/N subsample
is 〈z〉= 0.94.

We create new event files from the ones obtained with the
XVP program in order to scale all S/N profiles to a similar
value for our final study of the redshift evolution of the ICM
properties. This is done by measuring NS for each cluster in the
high-S/N subsample in a circular region of radius R500

10

centered on the X-ray centroid and by scaling the considered
exposure down to reach a number of counts of 180. For the
most massive clusters, the exposure has to be scaled down to
about 1 ks. The background level is thus much lower than the
one measured in the low-S/N subsample. Therefore, once the
exposure has been scaled down for the high-S/N subsample,
we also add a scaled background realization (see Section 3) to
the event files in order to obtain S/N profiles that are similar to
the ones measured for the low-S/N clusters. The 50 S/N
profiles obtained with these new event files are shown along
with the 17 original profiles of the low-S/N clusters in the right
panel of Figure 2 (blue lines). The bimodality of the
distribution of profiles shown in the left panel has been
removed thanks to the rescaling procedure. The mean S/N
profile (black line) is higher than 2 in a radius range
20 r 400 kpc. We will use the downsampled event files
of the high-S/N clusters only in Section 5 in combination with
the original event files of the low-S/N clusters to estimate the
redshift evolution of the fraction of cool cores during cluster
growth. We summarize the properties of the high-S/N and low-
S/N subsamples in Table 1.

3. Estimation of the ICM Core Properties

This section presents the procedures used in order to estimate
the ICM density profile of each cluster in the SPT progenitor
sample. We first describe the preprocessing of the Chandra
X-ray data, which does not depend on the number of source
counts. We then support our choice of the X-ray centroid as a
deprojection center and further present the standard X-ray
analysis used to estimate the ICM properties based on the
original event files obtained for the high-S/N clusters. Finally,
we present the joint X-ray/SZ analysis developed in order to
push the investigation of the ICM density profile toward lower
mass and higher redshift with the low-S/N subsample.

3.1. X-Ray Data Preprocessing

We have conducted the X-ray data reduction using the
Chandra Interactive Analysis of Observations (CIAO) software
v4.12 based on the calibration database (CALDB) v4.9.2
provided by the Chandra X-ray Center (CXC).11 Our main
analysis steps follow the methodology described in McDonald
et al. (2017) and references therein. The chandra_repro
script is used in order to reprocess the level 1 event files using
the latest time-dependent gain adjustments and charge transfer
inefficiency corrections. Flares are removed from lightcurves
using the lc_clean routine (Markevitch 2001). We compute
the exposure map associated with each observation in an
energy band restricted from 0.7 to 7 keV with a center-band
energy of 2.3 keV. We identify point sources using the
wavdetect script based on a wavelet decomposition
procedure (e.g. Vikhlinin et al. 1998). The resulting mask is

Figure 2. Left: signal-to-noise (S/N) profiles estimated in the Chandra 0.7–2 keV band from the event files obtained for each cluster in the considered sample; see
Equation (2). S/N profiles of clusters classified in the high-S/N subsample are shown in purple and those from the low-S/N one are shown in red. Right: S/N profiles
of all 67 clusters after applying the rescaling procedure described in Section 2.3 to all clusters in the high-S/N subsample. The mean and scatter of the distribution of
profiles are shown with the black line and gray area, respectively.

Table 1
General Information Concerning the High-S/N and Low-S/N Subsamples Considered in This work Including the Number of Clusters, the X-Ray Program, the

Average Redshift, and Peak S/N, and Whether the Subsample Is Used to Validate the Joint X-Ray/SZ Procedure Described in Section 4.1 or Not

Number of Clusters X-Ray Program 〈z〉 〈S/N〉 Validation Sample

High S/N 50 XVP (McDonald et al. 2013b) 0.57 12 Yes

Low S/N 17 This work 0.94 3 No

10 Throughout this work, we use the SPT estimate of M500 in Bleem et al.
(2015) and Huang et al. (2020) to compute R500.

11 https://cxc.cfa.harvard.edu/ciao/
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used to produce a cleaned event file from which the X-ray
surface brightness profile and the X-ray spectrum are extracted
(see Section 3.3). In the case of the low-S/N subsample, even
though the clusters are detected at low S/N, the observations
are quite deep and are just as capable of detecting point sources
as the observations realized for the high-S/N subsample.
However, if we analyze a downsampled event file from the
high-S/N subsample (see Section 2.3), some point sources are
not detected because of the low exposure considered to rescale
the S/N profile. Therefore, in this case, we consider the point-
source regions obtained by considering all the counts in the
original event file in order to clean the downsampled event file.
Thus, we do not add any bias due to point-source contamina-
tion in the analysis of the downsampled event files.

The X-ray background is defined as a combination of an
instrumental background and an astrophysical background. The
instrumental background is obtained through the normalization
of unscaled stowed background files to the count rate observed
in the 9–12 keV band. The astrophysical background is a
combination of galactic foregrounds and the cosmic X-ray
background. We estimate it using the ACIS-I chips regions that
are free from cluster emission once both the particle back-
ground and point sources have been removed.

The main result of the X-ray data preprocessing is the cluster
surface brightness profile. It is defined as (Arnaud et al. 2002)

q
p

=
+

´S
z

T z r
1

4 1
, EM , 3X 4

( )
( )

( ) ( ) ( )

where z is the cluster redshift and ò(T, z) is the emissivity of the
ICM at a temperature T computed in the considered energy
band. The cluster emission measure profile is given by

ò=r n n dlEM , 4e p( ) ( )

where ne and np are the electron and proton density,
respectively, and r=DA(z)θ is computed using the angular
diameter distance at the cluster redshift DA(z).

Regardless of the available number of source counts, we
follow the methodology introduced by McDonald et al. (2017)
and extract the X-ray surface brightness profile using the
dmextract routine in the 0.7–2.0 keV band in 20 annuli
defined by

= + + + =r a bi ci di R i 1 ... 20, 5iout,
2 3

500( ) ( )

where (a, b, c, d)= (13.779, −8.8148, 7.2829, −0.15633)×
10−3. This radial binning is optimized to allow us to efficiently
sample the X-ray surface brightness profile of each cluster up to
the highest redshifts considered in this study. We want to
emphasize that it is essential to consider a uniform binning
definition for all clusters in our sample to avoid biasing our
final results by different effective resolutions on the X-ray
surface brightness profiles. The extracted surface brightness
profiles are vignetting-corrected using the normalized exposure
map estimated in the same energy band.

3.2. Choice of Deprojection Center

The choice of deprojection center considered for the
extraction of the surface brightness profile can have a
significant impact on the estimated core ICM properties in
individual systems (see e.g. McDonald et al. 2014; Ruppin
et al. 2020). We realize a dedicated analysis in order to find the

most relevant definition of the deprojection center between the
X-ray peak and the X-ray centroid to measure the surface
brightness profile. The main driver of this choice is the stability
of the location of the deprojection center with respect to S/N.
We consider the complete event files of the 30 clusters from the
progenitor sample with the highest S/N to realize this analysis.
All of these clusters are characterized with at least 1300 counts
in the 0.7–7 keV band with an average number of counts of
∼2700. For each cluster in this subsample, we compute 10
realizations of point-source and background-subtracted Chan-
dra images with 1000 counts. We estimate the locations of the
X-ray peak Pi and the X-ray centroid Ci for each realization.
The position of the former is estimated by smoothing the X-ray
map with a 5″ FWHM Gaussian kernel. The centroid is
computed in a circular region with an R500 radius and with a
center estimated iteratively starting from the X-ray peak. We
also compute the locations of the X-ray peak Pall and centroid
Call by using all the counts available for each cluster. We
compute the standard deviation σpeak of the angular distances
between Pall and Pi from the 10 realizations associated with
each cluster in order to test the stability of the location of the
X-ray peak across different observations of the same cluster
with 1000 counts. We do the same analysis by considering the
X-ray centroid in order to obtain σcentroid. The error bars
associated with the measurements of σpeak (σcentroid) are
obtained by bootstrapping the estimates of the angular
distances between Pall (Call) and Pi (Ci) for each cluster.
We show the estimates of σpeak and σcentroid for the

considered subsample of clusters in the left panel of
Figure 3. The Gaussian kernel density estimate associated
with the 2D distribution of measurements is shown in gray with
black isodensity contours at 10%, 30%, and 50% of the peak
amplitude of the distribution. The distribution across the σpeak
axis is clearly skewed with an extended tail toward high values
of σpeak. We measure standard deviations of the angular
distances between Pall and Pi that are between 10″ and 20″ in
few systems. These large values are observed in clusters with a
disturbed core such as SPT-CLJ0235-5121 (see the right panel
of Figure 3). In such systems, the gas distribution is nearly flat
in the core. The X-ray peak location is thus very sensitive to
Poisson fluctuations of both the background and the ICM
signal itself. However, the highest value of σcentroid measured in
this subsample is 2 3. Half of the subsample is characterized
by a σpeak estimate that is larger than this value. This shows that
the fraction of clusters in this sample with a poorly defined
X-ray peak is nonnegligible. On the other hand, the distribution
of σcentroid is quite symmetric, with a median value med(σcentroid)=
0 6. The X-ray centroid location is thus very stable with respect to
the cluster dynamical state.
We repeat the same analysis with different number of cluster

counts in the downsampled event files, from 100 to 1000
counts in the 0.7–7 keV band. For each analysis, we compute
the mean value of σpeak and σcentroid based on the 30 values
obtained for this subsample of clusters. We smooth the X-ray
map with a 5″ and a 30″ FWHM Gaussian kernel before
finding the location of maximum emission in both cases. We
report the evolution of s 

peak
5 , s 

peak
30 , and σcentroid as a function of

the number of counts Ncounts in Figure 4. As expected, we find
that these standard deviations decrease with increasing number
of cluster counts in the X-ray map. The evolution of the
standard deviations with cluster counts is well modeled by a
power law (see plane lines in Figure 4). Interestingly, we find
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that smoothing the X-ray map by a 30″ FWHM Gaussian
kernel (red points) is not sufficient to reach the stability of the
centroid position (magenta points). This analysis shows that in
the case of the low-S/N subsample, we expect a σcentroid value
of the order of 2″ while the s 

peak
5 one is five times larger. The

X-ray centroid location is thus quite stable with respect to S/N.
We note that there is one case in which considering the

X-ray peak instead of the X-ray centroid is more appropriate to
characterize the ICM properties. If a cool-core cluster has a
core that is significantly offset with respect to its centroid (see,
e.g., McDonald et al. 2014; Ruppin et al. 2020), then choosing
the centroid may induce a misclassification of such a cluster as
a system with a disturbed core. However, there are only 2
clusters out of 30 in this subsample that satisfy this condition.
Therefore, following McDonald et al. (2013b), we will
consider in this paper that a cool-core cluster is a system with
an overdense cool gas region located at its barycenter.
Therefore, we choose to consider the X-ray centroid as a
deprojection center in the following for its stability with respect
to both the cluster-core dynamical state and the observation
S/N.

3.3. Standard Processing Using X-Ray Spectroscopy

The progenitor sample described in Section 2 contains 50
clusters observed with enough S/N to enable estimating a
mean ICM temperature through X-ray spectroscopy. This
section presents the standard X-ray analysis that we have
realized for these clusters in order to estimate their ICM density
profile based on all the counts available in their respective
event files.

3.3.1. X-Ray Temperature

We use the specextract script in circular annuli centered
on the X-ray centroid (see Section 3.2) in order to extract X-ray

spectra at different angular distances from the deprojection
center for each cluster in the high-S/N subsample. We use a
minimum of 500 counts in the 0.7–7.0 keV energy band for
each spectrum. If the total number of counts available is lower
than 1000, we use a core-excised annulus between 0.15 R500

and R500 and extract a single spectrum to characterize the ICM.
We also extract a background spectrum in the regions of the
ACIS-I chips that are free of cluster emission. We subtract the
spectrum of the particle background from all spectra by using
stowed background files scaled to the number of counts

Figure 3. Left: standard deviation of the angular distances measured between the centroid position obtained with all the counts and the ones estimated with
downsampled event files of 1000 counts as a function of the standard deviation obtained by considering the X-ray peak instead of the centroid for the 30 clusters in the
high-S/N subsample with the highest S/N. The gray shaded region shows the Gaussian kernel density estimate associated with the 2D distribution of points in the
figure. Isodensity contours are shown in black at 10%, 30%, and 50% of the peak amplitude of the distribution. Right: four realizations of the Chandra image of SPT-
CLJ0235-5121 obtained with 1000 counts out of the 4685 available in the 0.7–7 keV band. The images have been adaptively smoothed. The cyan cross shows the
X-ray peak position obtained with all the counts while the ones measured in each image is shown with a blue circle.

Figure 4. Standard deviation of the angular distances measured between the
cluster center position obtained with all the counts and the ones estimated with
downsampled event files of Ncounts counts as a function of Ncounts for three
different proxies of the cluster center based on the 30 clusters with the highest
S/N in the sample.The results obtained for the X-ray peak estimated by
smoothing the map with a 5″ (30″) FWHM Gaussian kernel are shown in
yellow (red). The results obtained for the X-ray centroid are shown in magenta.
The computed values are fit with power laws shown with plane lines.
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observed in the 9–12 keV band. The spectra of the ICM signal
and the astrophysical background are binned in order to obtain
an S/N higher than 3 in each energy channel. The ICM spectra
and the astrophysical background spectrum are jointly fit using
CIAO’s Sherpa package. We use the XSPEC (Arnaud 1996)
single-temperature plasma (APEC; Smith et al. 2001) model to
fit the cluster emission in combination with a soft X-ray
Galactic background (APEC, kBTX= 0.18 keV, Z= Ze, z= 0),
a hard X-ray cosmic spectrum BREMSS with a fixed
temperature kBTX= 40 keV, and a Galactic absorption model
(PHABS). We use the Galactic column density values found by
Kalberla et al. (2005) at the latitude of each cluster. The cluster
redshift is fixed in the cluster emission model to the value
found in the updated version of the SPT-SZ catalog (Bocquet
et al. 2019) or in the SPTpol 100 deg2 catalog (Huang et al.
2020). As the iron emission line is usually poorly detected in
each spectrum, we choose to fix the ICM metallicity to
Z= 0.3 Ze (Mantz et al. 2020). The ICM spectroscopic
temperature and the different model normalizations are allowed
to vary during the fitting procedure. Therefore, at the end of
this analysis, we obtain either a projected spectroscopic
temperature profile or a mean spectroscopic temperature of
the ICM. We fit the spectroscopic temperature estimates using
the following temperature model:

a
=

+
+ +

T x T
x

x x
1.35

0.045

0.045 1

1

1 0.6
, 6ICM

1.9

1.9 2 0.45
( ) ( )

( ) ( ( ) )
( )

where x= r/R500, r is the projected radius, and TICM and α are
free parameters giving the mean ICM temperature and the ratio
between the core temperature and TICM, respectively. If the
number of temperature data points is too low to fit these two
parameters (typically at least three points are needed), we fix α

to the universal value found by Vikhlinin et al. (2006a), i.e.,
α= 0.45, and only fit the normalization of the profile.

As an example, we show the temperature profile model fit to
the spectroscopic temperatures estimated at different radii from
the X-ray centroid of SPT-CLJ0304-4921 in the left panel of
Figure 5 (dark red line). In this and subsequent figures, a
specific cluster is chosen for clarity, but as a representative of
the considered sample to illustrate an important step in our

analysis pipeline. This fit is used to estimate the emissivity of
the ICM in order to compute the emission measure profile from
the X-ray surface brightness profile (see Equation (3) and
Section 3.3.2).

3.3.2. Density Profile

We estimate the ICM electron density profile ne(r) from the
cluster emission measure related to the measured X-ray surface
brightness profile given in Equation (3). We first estimate
the ICM emissivity by taking into account the effects of the
Galactic absorption and the variations of Chandraʼs effective
area as a function of energy and position in the field of view.
The emissivity is thus computed by estimating the normal-
ization factor of the APEC model associated with the count rate
R measured in each annulus of area A of the surface brightness
profile12:

òp
=

+
W

-
R A

D z z
n n d dlnorm ,

10

4 1
, 7

A
e p

14

2
( )

[ ( )( )]
( )

where dl and dΩ are the line of sight and solid angle differential
elements, respectively. The temperature of the APEC model is
fixed in each annulus to the one given by the best-fit
temperature profile associated with the spectroscopic measure-
ments (see Equation (6) and Section 3.3.1). Knowing both the
temperature and redshift, and fixing the metallicity to a constant
value Z= 0.3 Ze in each annulus, we thus compute the
conversion coefficient between surface brightness and emission
measure as a function of angular distance from the X-ray
centroid. This allows us to measure the emission measure
profile (see Equation (4)) from the X-ray surface brightness
profile.
We estimate the ICM electron density profile ne(r) from a

Bayesian forward fit of the emission measure profile. We
model the electron density distribution using a Vikhlinin

Figure 5. Temperature (left) and emission measure profile (right) of SPT-CLJ0304-4921 estimated from the standard X-ray analysis described in Section 3.3. The
spectroscopic temperatures estimated from the X-ray spectra and the emission measure computed from the X-ray surface brightness profile are shown with gray points.
The red curves show the best-fit Vikhlinin temperature model and emission measure model respectively. In both panels, the red shaded areas show the 1σ and 2σ
confidence regions. The significance of the residual between the data and the emission measure model is shown in the lower panel on the right.

12 https://heasarc.gsfc.nasa.gov/xanadu/xspec/manual/XSmodelApec.html
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parametric model (VPM; Vikhlinin et al. 2006a):
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where ne0 is the central density of the ICM and rc and rs are,
respectively, the core radius and the transition radius at which
an additional steepening characterized by a width γ occurs in
the profile. The parameters β and ò give the inner and outer
slopes of the profile, respectively. The slope of the power-law-
type cusp in the cluster core is given by α. We do not have
enough S/N in the core of most clusters in the progenitor
sample to alleviate the degeneracy between the α, β, and ne0
parameters. Therefore, we choose to use the simplification
introduced by Mroczkowski et al. (2009) and fix α to zero in
the following. We also build upon the results of Vikhlinin
(2006b) and fix the γ value to three. The ICM proton density
profile np(r) is computed from ne(r) by assuming an ionization
fraction ne/np= 1.199 associated with a fully ionized plasma
with an abundance of 0.3 Ze (Anders & Grevesse 1989). We
note that, by using a parametric model to estimate an ICM
quantity, the shape of the profile is constrained a priori by the
number of degrees of freedom in the model compared to a
nonparametric procedure. This leads by construction to smaller
uncertainties on the final profile (Mantz & Allen 2017).
The fitting procedure is based on a Markov Chain Monte

Carlo (MCMC) analysis based on the emcee Python package
(Foreman-Mackey et al. 2013) in order to efficiently sample the
parameter space defined by the five free parameters ne0, rc, β,
rs, and ò. We use the following Gaussian likelihood function in
order to estimate the best-fit parameters of the VPM model for
each cluster in the high-S/N subsample:

å- = - D~

=

2 ln EM EM EM , 9
i

N

CXO CXO iCXO
1

2
bin

L [( ) ] ( )

where Nbin is the number of data points in the emission measure
profile EMCXO estimated from the Chandra surface brightness
profile using the conversion coefficient defined by Equation (7)
and ΔEMCXO are the associated error bars. The model of the
emission measure profile is given by

~
EM. It is computed by

integrating the product of the ne(r) and np(r) profiles given by
the VPM model along the line of sight (see Equation (4)). We
use 100 Markov chains and 10,000 steps to realize the MCMC
analysis. We ensure the convergence of the chains by
computing both the Gelman & Rubin (1992) convergence test
and the chain autocorrelation function in order to select
independent samples in the posterior distribution. We sample
the posterior distribution after a burn-in cutoff discarding the
first quarter of samples in order to compute the best-fit electron
density profile along with its associated uncertainties. We show
the best-fit emission measure model of SPT-CLJ0304-4921 in
the right panel of Figure 5 (dark red line). The 1σ and 2σ
confidence levels associated with the model are shown with
dark and light red regions, respectively. As shown in the lower
panel, we do not measure any deviation between the data and
the model that is higher than 3σ. We obtain similar results for
all 50 clusters in the high-S/N subsample.

3.4. Joint X-Ray/SZ Analysis

The complementarity between Chandra observations and
millimeter data offers a unique opportunity to probe cluster
physics in the 1< z< 2 range. In this section, we demonstrate
how combining X-ray and SZ observations can allow us to
estimate the ICM density profile of the low-S/N clusters with
relative uncertainties of the order of 20%. We first motivate our
choice to use SZ data in combination with X-ray observations
to add constraining power to the ICM properties. Then, we
detail the joint analysis procedure that we have developed to
estimate the ICM density profile based on Chandra and
SPT data.

3.4.1. Motivation

The average number of counts available in the 0.7–2 keV
band for the clusters in the low-S/N subsample is 180 (see
Table 4 in Appendix A). With such statistics, the X-ray
spectrum extracted in a single annulus mapping the radius
range 0.15 R500< r< R500 is fully compatible with a back-
ground-only spectrum (see Appendix B). This leads to mean
ICM temperature estimates that are compatible with 0 keV. As
the emissivity of the ICM tends toward zero in Equation (3),
the emission measure has to tend toward infinity to obtain the
finite surface brightness that we measure in each annulus. Not
being able to exclude the low ICM temperature range thus
leads to huge systematic uncertainties on the estimated
emission measure profile with a standard X-ray analysis (see
Section 4.2). It is therefore essential to consider additional
information to better constrain the ICM temperature and
eventually have more precise estimates of the density profile
of these clusters.
The thermal SZ effect (Sunyaev & Zel’dovich 1972, 1980)

has already been shown to be an excellent probe to complement
X-ray observations and push the investigation of the ICM
properties to higher redshifts (see, e.g. Adam et al. 2015;
Ruppin et al. 2017, 2018; Romero et al. 2018; Kéruzoré et al.
2020). This effect is due to the inverse Compton scattering of
cosmic microwave background (CMB) photons by energetic
ICM electrons. It induces a variation of the apparent brightness
of the CMB in the direction n̂ of the sky for which amplitude is
given by the Compton parameter:

ò
s

=y n
m c

P dl, 10T

e
eSZ 2

( ˆ) ( )

where σT is the Thomson scattering cross section, me the mass
of the electron, c the speed of light, and Pe the electron pressure
distribution of the ICM. The thermal SZ effect is thus a direct
probe of the ICM pressure profile. The SZ surveys that have
been realized so far lack the angular resolution to constrain the
Compton parameter profile in the core of high-redshift clusters.
The SZ observable is thus given by the integrated Compton
parameter:

òp q q q=q
q

Y y d2 , 11SZ
0

max
max

( ) ( )

where y(θ) is the Compton parameter profile given by
Equation (10) and θmax is the maximum angular distance from
the cluster center considered to integrate the SZ signal.
As the ICM is well described by an ideal gas, the ICM

pressure is given by Pe= ne× kBTe. Therefore, it is possible to
break the degeneracy between the ICM density ne and
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temperature Te in the X-ray surface brightness profile (see
Equations (3) and (4)) by solving the following system of two
equations in two unknowns, ne and Te:
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where the left-hand side of each equation is a quantity that is
directly measured from the X-ray and SZ observations.

We emphasize that solving the system given by Equation (12)
does not require access to high-angular-resolution SZ observa-
tions. The integrated Compton parameter is already provided by
most SZ cluster catalogs (Hasselfield et al. 2013; Bleem et al.
2015; Ade et al. 2016b) and can be used directly in combination
with X-ray observations in order to add constraining power on
the models of the ICM thermodynamic properties.

3.4.2. Analysis Procedure

We consider the Chandra X-ray surface brightness profile
extracted from the point-source subtracted event files in the
0.7–2 keV band (see Section 3.1) and the SPT-integrated
Compton parameter ¢YSZ

0. 75 integrated up to an angular distance
of 0 75 to solve Equation (12) for each cluster in the low-S/N
subsample. The SPT-integrated Compton parameter ¢YSZ

0. 75 is
only publicly available in the SPT-SZ catalog. Therefore, the
same tool described in Bleem et al. (2015) has been used in
order to measure it for each cluster in the SPTpol 100 deg2

catalog (Huang et al. 2020). We do not subtract the background
from the Chandra surface brightness profile as the Gaussian
approximation cannot be considered with such shallow X-ray
observations. Therefore, we decide to model the total X-ray
surface brightness profile as = +S S BX X X

ˆ , where BX is a
constant background value.

We model the ICM electron density profile using the VPM
profile defined in Equation (8). The temperature model in
Equation (12) is given by kBTe= Pe/ne, where the electron
pressure distribution is modeled by a generalized Navarro–
Frenk–White model (gNFW; Nagai et al. 2007), given by
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where c and b are the inner and the outer slopes of the profile, a
defines the width of the transition occurring at the characteristic
radius rp, and P0 is a normalization constant.

As the ICM temperature is not known a priori we need to
tabulate the values of the emissivity ò(Te, z) in each annulus of the
X-ray surface brightness profile as a function of temperature.
Thus, prior to each analysis, we save the values of the conversion
coefficients between X-ray surface brightness and emission
measure (see Equation (7) and Section 3.3.2) for different ICM
temperatures ranging from 0.1 to 30.1 keV with 1 keV steps in
each annulus of the Chandra surface brightness profile.

At each step of the analysis, we use the temperature model
defined by Equations (8) and (13) to interpolate the tabulated
conversion coefficients between X-ray surface brightness and
emission measure. We multiply the estimated conversion
profile by the emission measure profile obtained by integrating

the square of the VPM model along the line of sight in order to
model the X-ray surface brightness profile induced by the ICM.
We further add a constant background value BX to the profile to
obtain the total X-ray surface brightness model. Furthermore,
we integrate the gNFW model along the line of sight in order to
estimate the Compton parameter profile. The latter is integrated
up to an angular distance of 0 75 to obtain the integrated
Compton parameter model.
We compare the model to the data using the following

likelihood function:
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where ln XL is the Poisson likelihood function associated with
the Chandra surface brightness profile DX and the associated
model MX, both containing NX bins. It is essential to use a
Poisson likelihood function in the regime of low S/N as the
Gaussian approximation made in Section 3.3 is no longer valid.
The Gaussian likelihood function SZL compares the SPT
measurement of the integrated Compton parameter DSZ

associated with an uncertainty ΔDSZ to the model MSZ

obtained by integrating the gNFW profile.
We use an MCMC analysis in order to sample the parameter

space defined by the five free parameters of the VPM model
(see Section 3.3.2), the five free parameters of the gNFW
model (see Equation (13)), and the free background value
associated with the Chandra surface brightness profile. We
initialize the gNFW parameters to the universal pressure profile
values found by Arnaud et al. (2010) using the SPT M500 mass
to normalize the model. We initialize the VPM parameters so
that the combination of the VPM and the gNFW models gives a
temperature model that is compatible within 50% to the
Vikhlinin temperature model (see Equation (6)) normalized to
the mean ICM temperature derived from the core-excised
M500−TX scaling relation of Bulbul et al. (2019). The X-ray
background parameter is initialized to the value found in the
ACIS-I chips that are free from cluster emission. We use an
additional scatter of 50% to initialize these parameters on 400
different chains and run the MCMC for 10,000 steps in order to
find the best-fit values of all 11 parameters.
We use uniform priors in combination with the likelihood

function defined in Equation (14) to estimate the posterior
distribution. The prior boundaries are given in Table 2. We
consider physical boundaries as well as the results from
Planelles et al. (2013) to set these intervals. In addition to these
uniform priors, we also consider physical constraints on the
radial distributions of ICM thermodynamic properties to
sample the parameter space. At each step of the MCMC
analysis, we use the VPM and gNFW models in order to
compute the hydrostatic mass profile MHSE(r) and the ICM
entropy profile Ke(r) from the following equations:

m
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where mp is the mass of the proton, G is the gravitational
constant, and the mean molecular weight of the gas is given by
μgas= 0.61. We then compute the radial derivatives of both the
hydrostatic mass and the entropy profiles. A negative slope of
the hydrostatic mass profile at a given radius r+Δr would
imply that negative mass has been added to the one contained
in a sphere of radius r. Furthermore, in the presence of
nonradiative processes, if clumps of low-entropy gas lie at
equipotential lines that are above high-entropy gas, they will
always sink to lower equipotential lines in a freefall time, thus
making the entropy profile monotonically increasing (Tozzi &
Norman 2001). A shallower entropy slope has been observed in
clusters where nongravitational cooling and heating mechan-
isms are nonnegligible compared to this gravitational process
but the entropy profile remains nonetheless monotonically
increasing (Voit et al. 2005). Therefore, we require the slopes
of both the hydrostatic mass and the entropy profiles to be
nonnegative between 10 kpc and 1.5 R500 in the MCMC
sampling of the parameter space.

We apply the same procedure described in Section 3.3.2 in
order to ensure the convergence of the chains and to compute

the best-fit VPM profile and its associated uncertainties. We
show the best-fit surface brightness profile of the low-S/N
cluster SPT-CLJ2343-5024 at z= 0.88 characterized by 146
Chandra counts in the 0.7–2 keV band in the left panel of
Figure 6 (dark purple line). The 1σ and 2σ confidence regions
are shown with dark and light magenta regions, respectively.
The significance of the residuals between the data (gray points)
and the model is shown in the lower panel. We do not observe
any residual with a significance larger than 3σ for all the
clusters in the progenitor sample. We note that the background
model (blue region) starts to be dominant over the ICM-
induced surface brightness profile (red region) at radii
r 500 kpc. This is consistent with the lack of S/N observed
at these radii in Figure 2. We show a distribution of 1000
values of the integrated Compton parameter ¢YSZ

0. 75 estimated
from the final posterior distribution in the right panel of
Figure 6. The central value and uncertainties extracted from the
SPT data are shown with the solid and dashed–dotted blue
lines. The best-fit model of the integrated Compton parameter
is shown with the red line. For all 67 clusters in the progenitor
sample, the best-fit model for the integrated Compton
parameter is always consistent with the SPT measurements.

4. Performance of the Joint Analysis

The joint analysis described in Section 3.4.2 needs to be
validated in order to identify any systematic effect on the ICM
density profiles estimated with this procedure. Furthermore, it
is important to compare the results obtained with this method
and the ones issued from the standard X-ray analysis detailed in
Section 3.3.2 in order to evaluate the information gain brought
by the addition of SZ data in the procedure.

4.1. Validation at z< 0.8

We validate the joint X-ray/SZ analysis by considering the
high-S/N subsample. Indeed, the Chandra number of counts
for each cluster in this subsample is sufficient to estimate the
ICM density profile with a standard X-ray analysis with good
confidence levels (see Section 3.3.2).

Table 2
Interval Boundaries Defining the Uniform Priors Associated with the 11 Free
Parameters Considered in the MCMC Analysis Detailed in Section 3.4.2

Parameters Min Max

ne0 0 +∞
rc 0 1000 kpc
β −∞ +∞
rs 0 5000 kpc
ò 0 +∞
P0 0 +∞
rp 0 1000 kpc
a 0 5
b 2 20
c 0 1.1
BX 0 +∞

Figure 6. Left: best-fit surface brightness profile (dark purple line) estimated from the joint X-ray/SZ analysis (see Section 3.4.2) of the Chandra data (gray points)
measured on SPT-CLJ2343-5024 at z = 0.88. The 1σ and 2σ confidence levels on the best-fit profile are shown with the dark and light magenta regions, respectively.
The red and blue regions give the 1σ intervals around the best-fit models of the ICM-induced and background X-ray emissions, respectively. The lower panel shows
the difference between the data and the model, weighted by the measurement errors. Right: posterior distribution of the integrated Compton parameter models of SPT-
CLJ2343-5024 (gray) along with the best-fit value (red line). The measured SPT value and its associated uncertainties are shown with the solid and dashed–dotted blue
lines, respectively.
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Thus, for each cluster in the high-S/N subsample, we run
two different analyses. The first one considers all the counts
available in the Chandra event file and is based on the standard
procedure described in Section 3.3.2. The second one is based
on the downsampled event file (see Section 2.3), and it uses the
joint analysis presented in Section 3.4.2. At the end of each
analysis, we obtain a best-fit ICM density profile associated
with each cluster at z< 0.8 and its associated uncertainties. We
use these profiles in order to estimate the ICM core density at
10 kpc for each cluster in both cases.

We first compare the results estimated with the standard
X-ray analysis with those obtained by McDonald et al. (2013b)
on the same clusters with a similar analysis in order to validate
our standard X-ray pipeline. The comparison is shown in the
left panel of Figure 7. We do not find any significant systematic
deviation from the identity line (black) between our results and
the ones estimated by McDonald et al. (2013b). Few outliers
are identified. These systems all correspond to clusters with a
disturbed morphology and a well-defined core. For example,
the biggest outlier is SPT-CLJ2331-5051, which is a double-
peaked system characterized by an angular separation of 2 8
between the two merging halos. As the X-ray centroid positions
are estimated independently in our work and in the McDonald
et al. (2013b) analysis, the differences on the recovered ICM
core densities to the high-density end can be explained by a
slight difference in the deprojection center locations considered
in each analysis. Nevertheless, the average deviation between
our results and the ones from McDonald et al. (2013b) is
consistent with zero in the whole dynamic range of core
densities going from ∼2× 10−3 to 10−1 cm−3. Therefore, we
consider that the standard X-ray processing described in
Section 3.3.2 is valid in the following.

We compare the ICM core densities obtained at 10 kpc with
the standard X-ray analysis and with the joint X-ray/SZ
analysis in the right panel of Figure 7. Although the available
number of counts in the joint X-ray/SZ analysis is on average
seven times lower than the one used in the standard X-ray
analysis, we do not find any significant systematic deviation
from the identity line (black) between the two estimates of the
core density. The distribution of the ratio of the two estimates is
however much more scattered than the one presented in the left

panel of Figure 7 especially at low core densities. The main
driver of this increased scatter is photon statistics. In particular,
some downsampled event files do not have any count in the
inner bin of the surface brightness profile computed in the
0.7–2 keV band (see Equation (5)). For these clusters, we use
upper limits on the X-ray surface brightness in the inner bin in
order to fit the ICM density profile following the procedure
detailed in Section 3.4.2. This explains the origin of the small
positive bias on the ICM core densities estimated in low-core-
density clusters. We note however that this effect is taken into
account in the uncertainties. Thus, this deviation with the line
of equality is not significant.
We further study any redshift-dependent systematic effect by

showing the redshifts associated with each cluster in the high-
S/N subsample using a color scale in Figure 7. We do not find
any redshift-dependent bias in either of the two panels. This
implies that the redshift evolution of the angular size of the
cluster core does not significantly impact our ability to recover
the ICM core density with a joint X-ray/SZ analysis. As the
joint X-ray/SZ analysis allows us to recover the ICM core
densities over the same dynamic range covered by the estimates
obtained with a standard X-ray analysis without significant
bias, we consider that the joint X-ray/SZ pipeline is valid and
can be used to estimate the ICM core densities in the low-S/N
subsample.

4.2. Gain in Constraining Power

We run a standard X-ray analysis based on the downsampled
event files of the high-S/N subsample in order to evaluate the
gain in constraining power brought by the joint X-ray/SZ
analysis on the ICM density profile. As detailed in Section 3.3,
we first need to extract a spectrum from the downsampled event
files in order to estimate the mean ICM temperature. The latter
is essential to convert the X-ray surface brightness profile into
an emission measure profile that can be used to estimate the
ICM density distribution. As explained in Section 3.4.1, these
spectra are compatible with background-only spectra in a large
energy interval. The ICM temperatures estimated by fitting
such spectra are associated with relative uncertainties of the
order of 100% and are usually compatible with zero. For
this reason, there is a huge systematic uncertainty on the

Figure 7. Left: comparison between the central densities obtained by using all the X-ray counts available in the standard X-ray analysis described in Section 3.3.2 and
the ones estimated by McDonald et al. (2013b) for the 49 XVP clusters in the high-S/N subsample. Right: comparison between the central densities obtained with the
standard X-ray analysis using all the counts and the joint X-ray/SZ analysis detailed in Section 3.4.2 based on the downsampled event files generated with the
procedure described in Section 2.3. In both panels, the color of the points gives the redshift of the considered clusters in the high-S/N subsample, and the black line is
the line of equality.
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corresponding emission measure profiles. In particular, as the
spectroscopic temperature tends toward zero, the emission
measure tends toward infinity for a nonzero surface brightness
(see Equation (3)). In practice, we set a minimum boundary for
the ICM temperature of 0.5 keV to ensure the plasma to be
X-ray emitting. This ensures the systematic uncertainty
associated with the emission measure profile to be finite.

On the other hand, the median relative uncertainty on the
SPT-integrated Compton parameter is 25%. For a given density
model, this drastically limits the uncertainty on the associated
temperature model needed to compute the emission measure
profile. Thus, at each step of the joint X-ray/SZ MCMC
analysis, the uncertainty on the emission measure profile is
dominated by the Poisson fluctuations of the surface brightness
profile and not by the systematic uncertainty induced by the
lack of constraints on the temperature profile.

We show how these effects translate into important gains on
the relative uncertainties associated with the ICM density
profile in Figure 8. We show the ICM density profiles estimated
for SPT-CLJ0304-4921 using a standard X-ray analysis with all
2298 counts available (left) and with a downsampled event file
containing 167 counts in the 0.7–2 keV band (middle). The
density profile estimated with a joint X-ray/SZ analysis with
167 counts and the SPT-integrated Compton parameter is
shown in the right panel. All three profiles are compatible
within their uncertainties. However, on the one hand, the
relative uncertainty associated with the density profile obtained
with a standard X-ray analysis of the downsampled event file
(middle) varies between 95% and 130% between 10 and
500 kpc. On the other hand, the relative uncertainty associated
with the density profile computed with the joint X-ray/SZ
analysis (right) varies between 10% and 30% in the same radius
range. We conducted this comparison for all clusters in the
high-S/N subsample and computed the gain in relative
uncertainty on the density profile between 20 and 400 kpc as
this corresponds to the radius range where the average S/N is
higher than 2 in the downsampled event files (cf. Section 2.3).
On average, we observe that the relative uncertainty on the
ICM density profile is decreased by a factor of ∼2.5 in the core
and in the outskirts, and by a factor of ∼8 in the intermediate
regions around 200 kpc by analyzing jointly the Chandra data
and the SPT-integrated Compton parameter. In the case of
SPT-CLJ0304-4921, the mean relative uncertainty between 10
and 500 kpc on the density profile obtained with a standard
X-ray analysis of all available counts (left) is 10%. On average,

there is a factor of 7 between the number of available counts in
the high-S/N and the low-S/N subsample (see Appendix A).
Thus, for a known ICM temperature, we expect a factor of
7 2.6 increase of the relative uncertainty on the density

profile between the standard X-ray analysis based on all
available counts and the joint X-ray/SZ analysis based on the
downsampled event files. As this is indeed the typical factor
observed in our analyses, we conclude that the final
uncertainties on the ICM density profiles derived from the
joint X-ray/SZ analysis are limited by the Poisson fluctuations
in the X-ray surface brightness profile.

4.3. SZ Systematic Effects

The gain in constraining power demonstrated in Section 4.2
comes from the use of the SPT-integrated Compton parameter

¢YSZ
0. 75 as a constraint of the ICM pressure content. It is therefore

essential to ensure that any systematic effect associated with the
measurement of this quantity is well characterized.
In particular, the high-redshift and low-mass end of the

progenitor sample might be affected by Eddington bias, which
induces an overestimation of ¢YSZ

0. 75. The corresponding clusters
are all part of the SPTpol 100 deg2 catalog (Huang et al. 2020).
In Appendix C, we compare the integrated Compton estimates
for clusters detected in both the SPT-SZ and SPTpol 100 deg2

surveys to estimate the fraction of clusters significantly affected
by Eddington bias in the SPTpol 100 deg2 sample. It shows that
only two clusters out of the 17 SPTpol 100 deg2 clusters
considered in this work have a ¢YSZ

0. 75 estimate lying below the
conservative limit below which we consider the SPTpol 100
deg2 clusters to be significantly affected by Eddington bias.
Furthermore, these two values of ¢YSZ

0. 75 are consistent with the
considered limit of ´ -3.45 10 arcmin5 2. Therefore, Eddington
bias is not significantly overestimating the SPT-integrated
Compton parameters considered in this work.
In addition, the SPT-integrated Compton parameters are

estimated by using the SZ detection centers while our analysis
considers the X-ray centroid as a deprojection center. This
difference might also overestimate the values of ¢YSZ

0. 75

compared to the ones that would be otherwise obtained by
using the X-ray centroids. We estimated the angular distance
between the SZ and X-ray centroids for each cluster in the
progenitor sample. We find a median deviation of 19″ with a
standard deviation of 9″. As the SPT beam is well characterized
by a Gaussian with an FWHM of 1′, this median difference

Figure 8. Density profiles of SPT-CLJ0304-4921 obtained with a standard X-ray analysis based on 2298 counts (left), with the same analysis based on 167 counts
(middle), and with the joint X-ray/SZ analysis described in Section 3.4 based on 167 counts and the SPT-integrated Compton parameter (right). In each panel, the
solid line shows the best-fit estimate of the ICM density profile, and the dark and light-colored regions give the 1σ and 2σ confidence levels, respectively.
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induces an overestimation of 12.5% of ¢YSZ
0.75 . As the X-ray

surface brightness profile scales as the square of ICM density
and the square root of ICM temperature (see Equation (3)), this
bias on ¢YSZ

0.75 induces a bias on the ICM density of the order of
1%. This is negligible given the uncertainties obtained with the
joint X-ray/SZ analysis described in Section 3.4.2.

Therefore, we consider that the ¢YSZ
0.75 estimates considered in

this work are not driving a significant bias on the ICM density
profiles obtained from the joint analysis of Chandra and
SPT data.

5. Redshift Evolution of the ICM Core Density

After ensuring the validity of the joint X-ray/SZ analysis (see
Section 4), we apply this procedure to all 67 clusters in our
sample. We use the downsampled event files for the high-S/N
subsample and the original event files for the low-S/N subsample
to avoid any S/N-driven bias in the final results (see Section 2.3).

At the end of this analysis, we obtain the ICM density profiles
of all 67 clusters by applying the same analysis procedure based
on event files sharing similar S/N levels. These profiles are
shown in the left panel of Figure 9. We convert each electron
density profile into a gas density profile ρg=mpneA/Z, where
A= 1.397 and Z= 1.199 are the average nuclear mass and
charge obtained for a plasma with a metal abundance of 0.3 Ze.
The gas density profiles are further scaled by the critical density
of the universe ρc at each cluster redshift. We observe a large
scatter in the distribution of almost two orders of magnitude in
the core of the clusters while all profiles are compatible within
uncertainties at intermediate radii around 0.5 R500.

We compute the mean gas density profiles in two redshift
bins at z< 0.5 and z> 0.5 in order to maximize the effect
induced by redshift evolution while considering similar
intervals in lookback time. The two profiles are shown in the
right panel of Figure 9 in blue and purple, respectively. We
highlight the range of scaled radius r/R500, where S/ N> 2
(see Section 2.3), using two vertical bars. The error bars
associated with each profile are given by r srD = N , where
σρ is the scatter of the distribution of gas density profiles in
each bin and N is the number of profiles. The mean scaled gas
density profiles are fully compatible in the intermediate region

at r/R500> 0.5, which shows that the bulk of the gas content
evolves self-similarly in this progenitor sample. However, the
profiles deviate from each other by about two standard
deviations at lower radii. This behavior is consistent with the
one observed in Figure 2 of McDonald et al. (2017) using a
mass-selected sample of clusters. As shown in McDonald et al.
(2017), these features can be explained if clusters are
characterized by a core with a nonevolving gas density
associated with a self-similarly evolving non-cool-core profile.
The drop in scaled gas density in the cluster core is thus fully
explained by the increased value of the critical density of the
universe in the high-redshift bin with respect to the one
observed at low redshift. Here, we show that even if we focus
on a progenitor-selected sample, cluster cores seem to have had
fixed gas densities although their bulk gas content has been
growing by a factor of ∼4 within the past 9 Gyr (see Section 2).
Based on the previous result, we assume that cluster cores

have a fixed size in the following. We estimate the core density
of each cluster in the progenitor sample and their associated
uncertainties by extracting the value found at 10 kpc in each
ICM electron density profile estimated from the joint X-ray/SZ
analysis. We show the distribution of ICM core densities as a
function of redshift in the left panel of Figure 10.
We realize a profile likelihood ratio analysis (see, e.g.,

Ruppin et al. 2014) in order to test the significance of a linear
evolution of the ICM core density. The profile likelihood ratio
test statistic allows us to quantify the gap between a constant
evolution hypothesis (i.e., nonevolving), H0, and a linearly
evolving core density hypothesis, H1. It is defined as
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Figure 9. Left: density profiles of the 67 clusters estimated from the joint X-ray/SZ analysis and scaled by the critical density of the universe at the considered
redshifts. The radius is scaled by R500 for each cluster. Right: mean density profiles obtained at low (blue) and high (purple) redshift using the individual density
profiles shown in the left panel. The shaded regions give the 1σ uncertainty on the mean profiles. The vertical solid lines delimit the inner and outer regions where the
profiles are not constrained by the Chandra data and are thus extrapolated.
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where Δne,0 is the uncertainty associated with each point, the
model = +n z 10e

az b
,0ˆ ( ) is characterized by a= 0 under H0 and

a≠ 0 under H1, b is free in both cases, and σ is the intrinsic
scatter associated with the distribution presented in Figure 10.
We sample the values of the core densities within their
uncertainties and realize 10,000 Monte Carlo (MC) realizations
of the fit of the distribution with the model n ze,0ˆ ( ) under
the two hypotheses. For each realization, we compute the
significance of the test =Z q0 , following Wilk’s theorem.
We find that the significance of the test is lower than 3 for
92.5% of the MC realizations. The H0 hypothesis is not
rejected and the distribution of core densities shown in
Figure 10 is thus fully compatible with a nonevolving
distribution. We note, however, that this analysis does not
exclude nonlinear models. There is a hint of an increased
fraction of high-density cores at z> 1 with respect to the
distribution observed at z< 1. However, there are only six
clusters at z> 1 in the progenitor sample. Therefore, this effect
is not significant given the large binomial uncertainty
associated with this small subsample of six clusters.

We compute the cool-core fraction based on the core ICM
densities estimated in four redshift bins in order to study its
redshift evolution. The bins are defined between 0.3< z< 1.3
in order to contain the same number of clusters, i.e., 16 or 17
clusters. We assume that cool-core clusters are characterized by
a core ICM density ne,0> 1.5× 10−2 cm−3, following the
results from Hudson et al. (2010). We want to emphasize that
any cool-core criterion is always somewhat arbitrary as there
does not appear to be a sharp transition between systems with
high and low core entropy but rather a continuous distribution,
(e.g., Voit et al. 2005; Pratt et al. 2006; Ghirardini et al. 2017).
Our results on the cool-core fraction thus depend on the choice
of threshold that we consider to classify a cluster as a cool core.
The value that we consider here as a threshold on the ICM
density has already been used in past studies (e.g., McDonald
et al. 2017) and is motivated by the work from Hudson et al.
(2010). We estimate the uncertainties associated with the cool-
core fractions by propagating the measurement errors asso-
ciated with each data point in the left panel of Figure 10 and by
summing the corresponding uncertainty on the cool-core

fraction in quadrature with the binomial uncertainty derived
from Cameron (2013). The cool-core fractions estimated in the
four redshift bins along with their corresponding 1σ uncertain-
ties are shown in the right panel of Figure 10.
We observe that the cool-core fraction is not evolving with

redshift in the progenitor sample given the size of the bins
considered in this work. Although clusters have been growing
in mass by a factor of 4 in the past 9 Gyr, there does not appear
to be any impact by the mass accretion on their gas density
content and on the subsequent cool-core fraction.

6. Discussion and Perspectives

The results obtained from the joint X-ray/SZ analysis
described in Section 3.4.2 demonstrate that it is not essential to
measure ∼1000 cluster counts in order to estimate the ICM
density profile of SZ-selected clusters with relative uncertain-
ties of the order of 20%. The integrated Compton parameter is a
quantity that is available in most SZ cluster catalogs. It can
directly be used as a constraint on the ICM temperature in the
fitting procedure of the X-ray surface brightness profile without
requiring dedicated analyses of millimeter data. This result
opens the possibility of studying hundreds of low-redshift
clusters (z< 0.5) with exposures of the order of 1 ks per cluster.
Moreover, together with the increasing sensitivity of SZ cluster
surveys (Benson et al. 2014; De Bernardis et al. 2016), joint
X-ray/SZ analyses offer a new path toward the characterization
of low-mass systems at low redshifts at relatively low cost.
The results described in Section 5 are consistent with the

ones established in previous studies (e.g. McDonald et al.
2017; Sanders et al. 2017) focusing on mass-selected samples
containing clusters that follow different evolutionary tracks in
the mass–redshift plane (see Figure 1). This indicates that cool
cores are formed early, at z> 1.3, in the structure formation
history and stay on average unaffected by AGN feedback
during cluster growth. This also implies that cool-core
disruption by mergers (e.g. Gomez et al. 2002; Douglass
et al. 2018; Chadayammuri et al. 2021) has to be compensated
by cool-core restoration mechanisms in timescales that are
shorter than the Hubble time (Rossetti et al. 2011) in order to
maintain a constant fraction of cool-core clusters with redshift.

Figure 10. Left: core electron densities estimated at 10 kpc for each cluster in the progenitor sample as a function of redshift. The dashed–dotted line shows the
considered boundary between cool-core and non-cool-core clusters. Right: cool-core fractions estimated by using the core density distribution shown in the left panel
in four redshift bins with similar numbers of clusters. The size of the diamonds in each direction gives the 1σ error bar that also take the binomial uncertainty into
account. In both panels, the upper axis gives the lookback times associated with the four redshift bins considered to estimate the cool-core fraction (see Section 5.)
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Few simulations have been used in order to estimate the
redshift evolution of the cool-core fraction in a progenitor-
selected sample of clusters. In Barnes et al. (2018), the redshift
evolution of the cool-core fraction measured from the core
densities of the IllustrisTNG massive clusters shows a clear
positive slope of the order of 0.55± 0.10 with redshift. This is
significantly steeper than the evolution found in this work,
which is consistent with a null slope. This tends to show that
core-disruption events in high-redshift cool-core clusters occur
more frequently or that cool cores are formed much earlier than
what is observed in recent simulations. Achieving a better
agreement between simulation and observation results on the
evolution of the cool-core fraction will require improving the
underlying galaxy formation model in simulations to take
into account the multiscale mechanisms driving cluster-core
dynamics.

The hint of an increased cool-core fraction at z> 1 will need
to be confirmed by increasing the number of clusters at high
redshift between our selection cuts. To this end, we have
submitted a cycle 22 Chandra proposal, based on the latest
version of the SPTpol 100 deg2 catalog, in order to add seven
new clusters in our sample at z> 0.9. The proposal has been
accepted, and the observations will be realized in 2021. This
will allow us to split the fourth redshift bin in Figure 10 into
two parts and test whether the cool-core fraction at z> 1
significantly deviates from the constant value observed at z< 1.
If this is the case, a careful treatment of the SPT selection
function will need to be realized as gas-poor systems
( fgas= 0.125) are expected to be more frequently observed
at low mass (e.g. Vikhlinin et al. 2006a; Koester et al. 2007;
Planelles et al. 2013). If such clusters are found below the SPT
detection limit, the population of SPT clusters at z> 1 might be
biased toward cool-core systems.

The SPT progenitor sample provides a legacy-class resource
for the whole cluster science community in the form of a
multiwavelength sample of 67 clusters spanning 0.3< z< 1.3
that lie along a common evolutionary track and are the
progenitors of well-studied nearby clusters (see Section 2).
Beyond the results presented in this work, the unique properties
of this sample will provide many opportunities for additional
follow-up studies from new facilities such as the James Webb
Space Telescope (Gardner et al. 2006), ALMA (Wootten &
Thompson 2009), the Rubin Observatory (Abell et al. 2009),
EELT (Neichel et al. 2018), and SKA (Huynh & Lazio 2013),
ensuring that the legacy of this program would endure for years
to come.

7. Summary and Conclusions

The Chandra follow-up of the first-generation SPT cluster
catalog has yielded tremendous scientific returns. Continued
follow-up of the second-generation catalogs can now expand
cluster science into a new, high-z, lower-mass regime. In this
paper, we have presented results from a joint X-ray/SZ
analysis of 67 clusters selected to be the progenitors of well-
known systems such as Perseus and Abell 2390 at 0.3< z< 1.3
in the SPT-SZ and SPTpol 100 deg2 catalogs. This study
allowed us to track the evolution of the ICM core properties
over ∼9 Gyr of cluster growth. We focused our work on the
ICM electron density distribution and defer the study of the
other ICM thermodynamic properties to a future paper. We
summarize the main results of our work below.

1. We find that, in this SZ-selected sample of 67 clusters,
the number of systems with a spatially flat ICM-induced
X-ray emission in the core is too large to consider the
X-ray peak as a stable deprojection center for the whole
sample. However, the X-ray centroid location is stable
with S/N variations and is a more relevant deprojection
center for clusters with a disturbed core.

2. We conduct a joint X-ray/SZ analysis of the Chandra
surface brightness profile and the SPT-integrated Comp-
ton parameter in order to push the investigation of the
ICM to low mass and high redshift. We show that this
procedure allows us to accurately estimate the ICM
density profile of all 67 clusters with a relative
uncertainty of the order of 20% without using X-ray
spectroscopy. This represents an improvement of a factor
of ∼5 with respect to the relative uncertainties obtained
with a standard X-ray analysis of the low-S/N clusters.

3. Consistent with earlier works, we find that the gas density
profile is well modeled by an early-formed (z> 1.3) core
whose properties remain fixed with redshift in combina-
tion with a self-similarly evolving bulk gas distribution.
This suggests that mechanical feedback from AGN is
occurring in a gentle way in cluster cool cores.

4. We find that the redshift evolution of the ICM core
density is consistent with a constant in the measured
redshift range although clusters have grown in mass by a
factor of ∼4 in the past ∼9 Gyr. We further show that the
cool-core fraction estimated from the ICM core densities
remains constant with redshift. Hydrodynamical simula-
tions tend to prefer an increasing fraction of cool-core
systems with redshift which is in tension with the results
from this work. This suggests that cool cores must have
formed earlier or that core-disruption mechanisms must
occur more frequently at high redshift than what is
observed in current simulations.

This work highlights that a multiwavelength approach provides
a unique opportunity to uncover the evolution of the gas
content within clusters across cosmic history and alleviate
inherent degeneracies between ICM properties. There will be at
least another decade before the next generation of X-ray
observatories such as Athena and Lynx comes into play. In the
time being, we can already push the investigation of the ICM
properties to lower mass and higher redshift using the existing
X-ray facilities by alleviating the need for precise X-ray
spectroscopic measurements to perform a standard X-ray
analysis. This work demonstrates that a joint analysis of
X-ray and SZ data can accomplish such an endeavor in a
sample of clusters with limited resources. The progenitor
sample defined in this work has a huge potential that we still
need to exploit given its large multiwavelength coverage in
radio, millimeter, submillimeter, optical/IR, and X-ray. These
future studies will pave the way for the next generation of
observatories that will trace the properties of the ICM back to
the formation of galaxy clusters at z∼ 3.
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Appendix A
Properties of Each Cluster in the Progenitor Sample

We provide in Tables 3 and 4 the main properties for the full
sample of 67 clusters at 0.3< z< 1.3. We divide the sample
into two high-S/N and low S/N subsamples. We describe how

Table 3
Properties of the 50 Clusters in the High-S/N Subsample along with Information about the Corresponding Chandra Observations

Name R.A. Decl z M500 ne,0 OBSIDs Ncounts

[°] [°] [1014 Me] [cm−3]

SPT-CLJ0235-5121 38.9390 −51.3570 0.28 -
+6.41 1.08
1.08

-
+0.017 0.005
0.007 12262 3155

SPT-CLJ0217-5245 34.3000 −52.7515 0.34 -
+4.42 0.89
0.89

-
+0.003 0.002
0.004 12269 1572

SPT-CLJ0555-6406 88.8693 −64.1059 0.35 -
+7.69 1.22
1.22

-
+0.009 0.005
0.008 13404 1387

SPT-CLJ0106-5943 16.6163 −59.7208 0.35 -
+6.23 1.05
1.05

-
+0.025 0.006
0.011 13468 1278

SPT-CLJ2325-4111 351.3015 −41.1964 0.36 -
+7.55 1.20
1.20

-
+0.021 0.006
0.008 13405 1208

SPT-CLJ0348-4515 57.0702 −45.2485 0.36 -
+6.17 1.03
1.03

-
+0.010 0.005
0.007 13465 704

SPT-CLJ0304-4921 46.0690 −49.3574 0.39 -
+7.57 1.20
1.20

-
+0.028 0.007
0.008 12265 2298

SPT-CLJ0013-4906 3.3285 −49.1158 0.41 -
+7.08 1.15
1.15

-
+0.019 0.005
0.008 13462 1411

SPT-CLJ0252-4824 43.1991 −48.4134 0.42 -
+4.79 0.93
0.93

-
+0.003 0.002
0.004 13494 1136

SPT-CLJ2135-5726 323.9110 −57.4393 0.43 -
+6.15 1.02
1.02

-
+0.009 0.005
0.007 13463 1025

SPT-CLJ0330-5228 52.4707 −52.5794 0.44 -
+6.67 1.08
1.08

-
+0.011 0.009
0.016 893 6487

SPT-CLJ0509-5342 77.3407 −53.7024 0.46 -
+5.06 0.89
0.89

-
+0.031 0.006
0.012 9432 1714

SPT-CLJ0655-5234 103.9721 −52.5690 0.47 -
+5.10 0.93
0.93

-
+0.011 0.005
0.007 13486 402

SPT-CLJ2233-5339 338.3195 −53.6530 0.48 -
+5.48 0.98
0.98

-
+0.024 0.007
0.009 13504 1067

SPT-CLJ0334-4659 53.5486 −46.9964 0.49 -
+5.52 0.95
0.95

-
+0.041 0.008
0.016 13470 1392

SPT-CLJ0200-4852 30.1405 −48.8722 0.50 -
+4.76 0.90
0.90

-
+0.008 0.005
0.008 13487 700

SPT-CLJ2035-5251 308.7922 −52.8548 0.53 -
+6.21 1.04
1.04

-
+0.006 0.003
0.005 13466 623

SPT-CLJ0346-5439 56.7301 −54.6481 0.53 -
+5.47 0.94
0.94

-
+0.016 0.006
0.007 12270 728

SPT-CLJ2306-6505 346.7241 −65.0904 0.53 -
+5.73 0.98
0.98

-
+0.017 0.005
0.007 13503 868

SPT-CLJ2335-4544 353.7879 −45.7393 0.55 -
+6.17 1.02
1.02

-
+0.008 0.005
0.009 13496 954

SPT-CLJ0307-5042 46.9599 −50.7044 0.55 -
+5.26 0.93
0.93

-
+0.010 0.006
0.009 13476 1172

SPT-CLJ0232-5257 38.1992 −52.9544 0.56 -
+5.36 0.94
0.94

-
+0.011 0.006
0.008 12263 765

SPT-CLJ0456-5116 74.1191 −51.2791 0.56 -
+5.09 0.89
0.89

-
+0.008 0.004
0.006 13474 1308

SPT-CLJ2148-6116 327.1771 −61.2803 0.57 -
+4.46 0.83
0.83

-
+0.009 0.005
0.007 13488 819

SPT-CLJ2331-5051 352.9634 −50.8642 0.58 -
+5.60 0.92
0.92

-
+0.055 0.011
0.012 18241 3087

SPT-CLJ0307-6225 46.8321 −62.4301 0.58 -
+5.06 0.90
0.90

-
+0.008 0.003
0.004 12191 681

SPT-CLJ0256-5617 44.1017 −56.2976 0.58 -
+4.54 0.85
0.85

-
+0.009 0.005
0.008 14448 808

SPT-CLJ2245-6206 341.2568 −62.1186 0.58 -
+5.40 0.94
0.94

-
+0.008 0.001
0.003 13499 1154

SPT-CLJ2232-5959 338.1433 −59.9986 0.59 -
+5.55 0.97
0.97

-
+0.030 0.009
0.013 13502 1093

SPT-CLJ0033-6326 8.4700 −63.4443 0.60 -
+4.72 0.88
0.88

-
+0.020 0.007
0.010 13483 476

SPT-CLJ0559-5249 89.9334 −52.8244 0.61 -
+5.78 0.95
0.95

-
+0.010 0.005
0.008 13117 1198

SPT-CLJ0123-4821 20.7973 −48.3564 0.62 -
+4.46 0.87
0.87

-
+0.020 0.005
0.006 13491 1215

SPT-CLJ0426-5455 66.5179 −54.9187 0.63 -
+5.17 0.90
0.90

-
+0.006 0.003
0.006 13472 578

SPT-CLJ0243-5930 40.8625 −59.5193 0.64 -
+4.58 0.85
0.85

-
+0.019 0.008
0.010 13484 1039

SPT-CLJ0542-4100 85.7093 −41.0021 0.64 -
+5.16 0.94
0.94

-
+0.009 0.004
0.005 914 1407

SPT-CLJ2218-4519 334.7445 −45.3176 0.65 -
+5.31 0.92
0.92

-
+0.011 0.007
0.009 13501 791

SPT-CLJ2222-4834 335.7109 −48.5784 0.65 -
+5.42 0.93
0.93

-
+0.016 0.008
0.010 13497 873

SPT-CLJ0352-5647 58.2398 −56.7990 0.67 -
+4.24 0.81
0.81

-
+0.009 0.006
0.009 13490 481

SPT-CLJ0000-5748 0.2502 −57.8099 0.70 -
+4.72 0.59
0.50

-
+0.079 0.004
0.004 18238,18239,19695 4731

SPT-CLJ0310-4647 47.6348 −46.7869 0.71 -
+4.31 0.83
0.83

-
+0.013 0.006
0.008 13492 570

SPT-CLJ0102-4603 15.6713 −46.0676 0.72 -
+4.49 0.85
0.85

-
+0.006 0.003
0.005 13485 675

SPT-CLJ2043-5035 310.8220 −50.5929 0.72 -
+4.53 0.86
0.86

-
+0.115 0.017
0.021 18240 3392

SPT-CLJ0324-6236 51.0516 −62.5986 0.73 -
+4.97 0.86
0.86

-
+0.025 0.007
0.009 13137 500

SPT-CLJ2301-4023 345.4709 −40.3887 0.73 -
+4.81 0.86
0.86

-
+0.019 0.008
0.012 13505 837

SPT-CLJ2352-4657 358.0677 −46.9576 0.73 -
+4.42 0.83
0.83

-
+0.016 0.006
0.009 13506 1083

SPT-CLJ0406-4805 61.7287 −48.0831 0.74 -
+4.61 0.83
0.83

-
+0.010 0.004
0.007 13477 430

SPT-CLJ0528-5300 82.0210 −52.9964 0.77 -
+3.65 0.73
0.73

-
+0.021 0.005
0.007 11874,11747,12092 687
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the ICM core densities of each cluster are obtained in
Section 3.4.

Appendix B
Typical X-Ray Spectrum with 180 Counts

We show in Figure 11 the X-ray spectrum extracted in a
single annulus mapping the radius range 0.15 R500< r< R500

using the downsampled event file associated with SPT-
CLJ0304-4921. This event file is characterized by a total
number of counts of 180 in the 0.7–2 keV band in a circular
region of radius R500 centered on the X-ray centroid. The
spectrum is background dominated at energies E> 1.5 keV.
Furthermore, it is fully compatible with a background-only
spectrum between 0.7 and 2 keV. The temperature of the ICM
is thus compatible with 0 keV.

Table 3
(Continued)

Name R.A. Decl z M500 ne,0 OBSIDs Ncounts

[°] [°] [1014 Me] [cm−3]

SPT-CLJ2359-5009 359.9309 −50.1689 0.77 -
+3.60 0.71
0.71

-
+0.011 0.003
0.005 9334,11742,11864,11997 695

SPT-CLJ0058-6145 14.5809 −61.7695 0.83 -
+4.36 0.81
0.81

-
+0.012 0.007
0.010 13479 563

SPT-CLJ0533-5005 83.4061 −50.0959 0.88 -
+3.79 0.73
0.73

-
+0.013 0.005
0.008 12002,12001,11748 886

Note. The average number of counts in the 0.7–2 keV band is 1282.

Table 4
Properties of the 17 Clusters in the Low-S/N Subsample along with Information about the Corresponding Chandra Observations

Name R.A. Decl. z M500 ne,0 OBSIDs Ncounts

[°] [°] [1014 Me] [cm−3]

SPT-CLJ2355-5156 358.8441 −51.9508 0.70 -
+3.24 0.47
0.39

-
+0.003 0.003
0.005 19760 128

SPT-CLJ2355-5258 358.9327 −52.9777 0.71 -
+2.87 0.46
0.40

-
+0.009 0.005
0.009 19757 105

SPT-CLJ2329-5831 352.4730 −58.5293 0.72 -
+3.87 0.52
0.44

-
+0.018 0.007
0.008 19762 266

SPT-CLJ2320-5233 350.1235 −52.5633 0.76 -
+2.68 0.44
0.38

-
+0.023 0.005
0.007 22953,21552 191

SPT-CLJ0000-6020 0.0344 −60.3382 0.76 -
+2.90 0.46
0.39

-
+0.009 0.005
0.008 19758 110

SPT-CLJ2328-5533 352.1807 −55.5670 0.77 -
+3.08 0.46
0.39

-
+0.012 0.005
0.008 19759 167

SPT-CLJ0001-5440 0.4091 −54.6719 0.82 -
+3.37 0.48
0.40

-
+0.012 0.007
0.010 19761 107

SPT-CLJ2343-5024 355.8371 −50.3993 0.88 -
+3.29 0.47
0.39

-
+0.014 0.007
0.009 19764 146

SPT-CLJ2304-5718 346.1079 −57.3069 0.90 -
+2.53 0.42
0.38

-
+0.008 0.004
0.006 21551 171

SPT-CLJ2311-5820 347.9923 −58.3445 0.93 -
+2.25 0.41
0.40

-
+0.010 0.007
0.011 19763 179

SPT-CLJ2325-5116 351.3850 −51.2852 0.94 -
+2.08 0.43
0.36

-
+0.005 0.005
0.010 19753 170

SPT-CLJ2335-5434 353.8824 −54.5867 1.03 -
+2.11 0.42
0.37

-
+0.060 0.008
0.014 23027,21553,23159 365

SPT-CLJ0002-5557 0.5144 −55.9667 1.15 -
+2.62 0.41
0.36

-
+0.012 0.006
0.012 21550 195

SPT-CLJ2259-5301 344.8229 −53.0330 1.16 -
+1.98 0.41
0.34

-
+0.040 0.012
0.017 21556,22022,22046,22047, 224

22048,22053,22054
SPT-CLJ2334-5308 353.5153 −53.1406 1.20 -

+2.25 0.38
0.38

-
+0.081 0.015
0.019 19756,23026,23181,21705 208

SPT-CLJ2336-5252 354.0805 −52.8727 1.22 -
+2.45 0.41
0.35

-
+0.033 0.013
0.015 19886,21706,23127 229

SPT-CLJ2323-5752 350.8817 −57.8798 1.30 -
+1.92 0.40
0.35

-
+0.021 0.015
0.033 21555,23051,23052, 164

23121,23136

Note. The average number of counts in the 0.7–2 keV band is 184.

Figure 11. X-ray spectrum of SPT-CLJ0304-4921 extracted from a down-
sampled event file (see Section 2.3). The best-fit model (see Section 3.3) is
shown in red. It is the combination of a background model (gray) and an ICM
emission model (orange). The weighted difference between the data and the
model is shown in the lower panel. The significance of these residuals is also
lower than 3σ in all energy bins if we consider the background model only as a
best-fit model.
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Appendix C
Impact of Eddington Bias

We estimated the impact of Eddington bias on the values of
the integrated Compton parameter ¢Y0. 75 of the SPTpol clusters
by assuming that the fractions of clusters that are affected by
this bias in the SPT-SZ and SPTpol catalogs are similar. The
assumption is valid as the signal-to-noise thresholds considered
for cluster detection are almost identical in both catalogs
(ξ= 4.5 in Bleem et al. 2015 and ξ= 4.6 in Huang et al. 2020).
In Figure 12, we show a comparison between the ¢Y0. 75
estimates for the 25 clusters detected in both the SPT-SZ and
SPTpol 100 deg2 surveys. Based on the SZ field scaling factors
(see, e.g., de Haan et al. 2016), the SPTpol 100 deg2 field is 1.9
times deeper than the same field in the SPT-SZ survey
considering cluster detection ability. We consider a conserva-
tive estimate of ´ -6 10 arcmin5 2 to define a lower limit from
which clusters in the SPT-SZ catalog are not significantly

affected by Eddington bias. We define this threshold as the
value from which the ¢Y0. 75 estimates in both the SPT-SZ and
SPTpol 100 deg2 catalogs are consistent with the equality line
(black solid line in Figure 12). In the upper-right panel of
Figure 12, we show the distribution of all SPT-SZ ¢Y0. 75 values.
We find that 35% of clusters in this catalog have an integrated
Compton parameter that is below ´ -6 10 arcmin5 2. In the
lower-right panel of Figure 12, we show the distribution of the

¢Y0. 75 values obtained for all SPTpol 100 deg2 clusters (blue)
along with those associated with the 17 SPTpol 100 deg2

clusters considered in this work (red). If we assume that 35% of
the SPTpol catalog is significantly affected by Eddington bias,
we obtain a conservative limit of ´ -3.45 10 arcmin5 2, below
which we consider that the ¢Y0.75 estimates are overestimated.
Only two clusters considered in this work satisfy this condition,
and both of them have a ¢Y0.75 value that is compatible with this
limit.

Figure 12. Left: comparison between the values of ¢Y0. 75 measured for 25 clusters that are detected both in the SPT-SZ (Bleem et al. 2015) and SPTpol 100 deg2

(Huang et al. 2020) surveys. Right: histograms showing the values of ¢Y0. 75 measured for all clusters in the SPT-SZ (top) and SPTpol 100 deg2 (down) catalogs. We
also show the ¢Y0. 75 values of the 17 SPTpol clusters considered in this work (red). In all panels, the limit below which we consider the Eddington bias to be significant
is shown with a vertical dashed–dotted line.
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