HARMONIC INTRINSIC GRAPHS IN THE HEISENBERG GROUP

ROBERT YOUNG

ABSTRACT. Minimal surfaces in R" can be locally approximated by graphs of harmonic
functions, i.e., functions that are critical points of the Dirichlet energy, but no analogous
theorem is known for H—-minimal surfaces in the three-dimensional Heisenberg group
H, which are known to have singularities. In this paper, we introduce a definition of
intrinsic Dirichlet energy for surfaces in H and study the critical points of this energy,
which we call contact harmonic graphs. Nearly flat regions of H-minimal surfaces can
often be approximated by such graphs. We give a calibration condition for an intrinsic
Lipschitz graph to be energy-minimizing, construct energy-minimizing graphs with a
variety of singularities, and prove a first variation formula for the energy of intrinsic
Lipschitz graphs and piecewise smooth intrinsic graphs.

1. INTRODUCTION

Minimal surfaces in R® are smooth, but the analogous H-minimal surfaces in the
three-dimensional Heisenberg group need not be. Recall that an H-minimal surface
is a stationary point of the Heisenberg area functional, which is proportional to the
3—-dimensional spherical Hausdorff measure. There are many examples of H—-minimal
surfaces with a singularity along a curve [Pau06], as shown in Figure 1.

In fact, H-minimal surfaces can have singularities in regions that are close to flat.
The surfaces in Figure 1, for example, grow closer to planes as one moves from left to
right. Subtler examples come from constructions of Ritoré [Rit09] and Nicolussi Golo
and Ritoré [GR21].

Theorem 1.1 ((GR21]). LetS! be the unit circle of horizontal vectors inH. Given a sequence
(finite or countably infinite) of disjoint nonempty open arcs Ay, Ay, --- < S', each of angle
less than 27, let K = S' ~U; A; be its complement. Let a;, b; € S! be the endpoints of A;
and let m; € S' be the midpoint of A;. Let X be the surface consisting of the union of:

e foreach k € K, a horizontal ray from the origin in the direction of k,

e foreachi, a horizontal ray R; from the origin in the direction of m;, and

o foreach p € R;, a pair of horizontal rays from p in the directions of a; and b;.
Then Xk is a scale-invariant area-minimizing surface.

For any closed subset K = S! with at least two points, there are arcs A; as above so that
K = S'~U; A;. The A;’s are determined up to a permutation by K, so X is determined
by K.

If there are only finitely many A;’s, then X is a C surface in R3, and its characteristic
nexus (the set of points where the Euclidean tangent plane to g is horizontal) is the
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e

FIGURE 1. Examples of H-minimal and contact harmonic graphs
with singularities. In both cases, the surfaces consist of horizontal
line segments which intersect only along the characteristic nexus. 3D
models can be found in the supplementary materials.

7

FIGURE 2. An H-minimal graph with branched characteristic nexus
(left) and the foliation of Z by horizontal curves, projected to the xy-
plane (right). Dashed lines mark the boundaries between the pieces of
herringbone surfaces (see Lemma 3.5) that make up X and thick lines
mark the characteristic nexus. A 3D model of the surface can be found
in the supplementary materials.

union of the R;’s. Figure 2 shows an example of such a surface; here, the rays R; are the
thick lines and K consists of the three points in S corresponding to the dashed lines.

If we bring these three points close together, Xk converges to a vertical plane; one can
show (see Proposition 1.3) that if we let ©(f) = (cos(t),sin(#),0) parametrize S' and let
K ={0(-¢),0(0),0(¢)} ¢ S', then Zx converges to the xz-plane as € — 0. That is, Zx can
be arbitrarily close to the xz—plane in H and still have a branched singularity.
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In fact, there are examples with worse behavior. Suppose that K is a Cantor set with
positive measure and let y = [JR;. Since K is a Cantor set, the closure } contains the
cone over K, which has positive measure. The rectifiability of Xx implies that almost
every point in ¥ has a vertical approximate tangent plane; indeed, this holds for every
pointin y ~y. If p € Yy ~ x, then X is flat near p in the sense that the neighborhoods
2x N B(p,¢€) are close to a vertical plane for sufficiently small ¢, but singular in the sense
that Zg N B(p, €) is nonsmooth for all € and the unit horizontal normal to Zx N B(p, €) is
discontinuous.

This does not happen in R”. A key step in proving the regularity of codimension-1
minimal surfaces in R” is to show that if E is a perimeter-minimizing subset of R” and p
lies in the reduced boundary of E, then 0FE can be approximated by graphs of harmonic
functions on small balls around p. One can then use the regularity of harmonic functions
to show that dE is smooth on sufficiently small balls around p; see for instance [Mag12]
for an exposition.

In this paper, we propose a method to study singular points in H-minimal surfaces by
using an analogue of harmonic functions that we call contact harmonic graphs. Many of
these graphs arise as limits of H-minimal surfaces under rescaling and stretching, and
we conjecture that, as in R", one can use harmonic graphs to approximate sufficiently
flat regions of H-minimal surfaces. A harmonic graph is a critical point of the intrinsic
Dirichlet energy (see (1)); we describe a calibration method to prove that a graph is
energy-minimizing and use calibrations to construct several examples. In addition, we
prove a first variation formula for the intrinsic Dirichlet energy that lets us characterize
intrinsic Lipschitz harmonic graphs.

Before we state our results, we set some notation. We define the Heisenberg group H
to be the set R® equipped with the product

/ /
x, 12 -xX,y,2)=x+x",y+y,z+7 + Yoy
Let x, y,z: H — R be the coordinate functions and let X, Y, Z be the coordinate vectors.
The one-parameter subgroups of H generated by these vectors are the coordinate axes,
so we write elements of these one-parameter subgroups as X’ = (¢,0,0), Y = (0, £,0), and
Z'=1(0,0,1), for t € R. Let Vp = {(x, y,2) € H: y = 0} be the xz—plane. For any f: Vp — R,
we define the intrinsic graph of f to be

= v/®:ve Vo}z{(x,f(x,z),z+%xf(x,z)):x,zeﬂ%}

and define W ;: Vo — Iy by W (v) = v- Y/, Let u be Lebesgue measure on Vj.

When f is an intrinsic Lipschitz function (see Definition 2.1), T r has approximate
tangent planes with respect to the Carnot—Carathéodory metric almost everywhere
[FSSC11] and these planes are vertical (parallel to the z-axis). Each tangent plane projects
to aline in the x y—-plane with slope given by a nonlinear differential operator, the intrinsic
gradient. When f is smooth, the intrinsic gradient of f is given by

Vif=0:—f0)f;

when f is not smooth, we define V f f in the distributional sense (see Definition 2.2).
Given a bounded open subset U c Vj and an intrinsic Lipschitz function f: U — R,
we define the intrinsic Dirichlet energy (or simply energy) of f on U by

~ 1
Eu(f=3 / IV fI2dp, €))
U
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where 1 is Lebesgue measure on Vy. For I' = I'¢ and for any bounded open subset W < H,
we define the energy of I on W by Eyy (T') = Enawar) (f), where IT: H — Vg, II(p) = pY /P
projects H to V.

By [CMPSC14, Thm. 1.6], the spherical Hausdorff measure’ of an intrinsic Lipschitz
graphI' =T of f: U — R can be written

y3(r)=/U,/1+|vff|2du. )

In fact, the formula includes a multiplicative constant, but throughout this paper, we will
normalize .2 so that (2) holds without a constant. When V rfis small,

1 -~
ys(r)=/1+§|vff|2+0(|vff|3)du=p(U)+EU(f)+O(;u(U)||vff||§o), 3)
U

so when V¢ f is small, the intrinsic Dirichlet energy of I' is closely linked to its area.

This suggests that an area-minimizing surface with small V¢ f should be close to
energy-minimizing. We can formalize this notion using stretch automorphisms. For
a,b >0, the map s, p(x,y, 2) = (ax, by, abz) is an automorphism of H that sends intrinsic
graphs to intrinsic graphs. Let r > 0 and let s(x, ,2) = 5,1 ,(x,y,2) = (r~1x,ry z). Then
r multiplies V¢ f by % and the Jacobian of s|y, is 1!, Egq)(s(I)) = r*Ey (). One can use
this to construct energy-minimizing surfaces; if I';, 'y, ..., are area-minimizing surfaces
and A is such that s;-1 ;(I';) = A for all i, then A is energy-minimizing (see Section 3).
This shows, for instance, that if f(x, z) = —ay/zsign(z) for some a # 0, then T r is energy-
minimizing (Lemma 3.5). These surfaces were studied and generalized in [Pau06, CHY07,
MSCVO08, Rit09]; we call them herringbone surfaces, since they can be written as the union
of horizontal rays that branch out from the x-axis in a herringbone pattern.

The area-minimizing cones constructed in [GR21] also have energy-minimizing ana-
logues. As in [GR21], these surfaces can be written as a union of horizontal rays that
either end at the origin or branch off of the singular set; the renderings in the figures
are made up of these rays. The slope of a horizontal ray is defined as the slope of its
projection to the x y—plane; a horizontal ray is positive or negative depending on whether
it points in the +x- or —x—direction.

Theorem 1.2. Leta >0. LetI;, I, < [—a, a] be a collection of disjoint nonempty open
intervals, and let K = [-a,a] ~UI;. Let I; = (a;, b;) and let m; = %b’ Let Ax cH be the
surface consisting of the union of:
(1) the negative x-axis, denoted Ry,
(2) foreach k € K, a positive horizontal ray from the origin with slope k,
(3) foreachi=1, apositive horizontal ray R; from the origin with slope m;, and
(4) foreach p € Ry, a pair of positive horizontal rays from p with slopes a and —«.
(5) foreach p € R;,i =1, a pair of positive horizontal rays from p with slopes a; and
b;.
Then Ak is a scale-invariant energy-minimizing surface.

Since a = sup K and —a = inf K, Ak is uniquely determined by K. Note that A is an
entire Z-graph, i.e., a set of the form {(x, y,g(x, y)) e H: x, y e R}.

These surfaces are only area-minimizing when K = [-a, a] or K = [-a,a] ~ (—f, B)
for some 0 < 8 < a. Otherwise, there is some i such that m; # 0. The ray R; with slope

1Unless otherwise specified, distances and Hausdorff measures in H will be with respect to the Carnot—
Caratheodory metric.
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FIGURE 3. An energy-minimizing graph based on the middle-thirds
Cantor set K. The top figure shows the foliation of Ax by horizontal
curves, projected to the xy—plane. In the shaded regions, the surface
coincides with the horizontal plane through 0. The bottom figure
shows the cross-section of the surface in the vertical plane marked by
the dashed line; the surface coincides with the xy—plane in the flat
regions. A 3D model of the surface can be found in the supplementary
materials.
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m; then lies in the characteristic nexus of Ag. By the results of [CHY07], a curve in the
characteristic nexus of an H-minimal Z—-graph must bisect the horizontal rays on either
side. Each point on R;, however, is the vertex of two horizontal rays of slope a; and b;,
and since m; # 0, the angles between R; and these rays are not equal.

Nevertheless, any such Ak can be written as a limit of stretched area-minimizing
surfaces.

Proposition 1.3. Let a, K = [-a,a] ~U1; be as in Theorem 1.2. For n > v/a, let K,, =
On2K)c St and let S,, = Sp-1.,(Zk,), where Xk, is constructed as in Theorem 1.1.

The surfaces S, and A are intrinsic graphs; let S}, and A%, be the epigraphs they bound.
Then1g: — 15: in Llloc([Hl).

Conversely, one may ask when a sequence of stretched area-minimizing surfaces
has a subsequence that converges to an energy-minimizing surface. We first define the
horizontal excess of a set; the horizontal excess of the half-space bounded by a graph is
related to the energy of that graph, but the horizontal excess is defined for a larger class
of sets. Let E c H be a subset with finite perimeter and horizontal normal vg. For p € 0E,
r >0, and a horizontal vector v € S', we define

1
Exc(p,n (E,V) = — / IVE(p) —vI*dIOE|(p)
" JB(p,n)
Excp(p,r (E) = inf Excpp,r) (E, V),
ves!

where |0E| is the perimeter measure of E (Section 2.4). Let E < H be a perimeter mini-
mizer such that 0 € 9F and for r > 0, let E; = s,-1 ,-1(E) be a scaling of E. If E; converges
to aset F as r — 0, we call F the blowup of E at 0. If Excp,r (E,Y) — 0 as r — 0, then
the blowup of E is a half-space bounded by the xz—plane, but one may hope that there
are sequences r; — 0 and A; — oo such that the stretched sets ;-1 , (Er,) converge to
a anisotropic blowup which is not bounded by a plane. More rilgorously, we ask the
following question.

Question 1.4. Let ¢,k > 0. Suppose that 1; — oo and Ej, E»,--- < H are a sequence
of sets that are perimeter-minimizing in the stretched balls W; = s, ,-1(B(0,k)). Let

Ei =S)-1 4, (E;) and suppose that Excp i) (Ei, Y) < cfor all i. Is it possible to choose

c and k so that a subsequence of the E;’s converges to a set E such that dE is energy-
minimizing or contact harmonic on B(0, 1)?

(For the definition of contact harmonic, see below.)

One potential approach to this question uses intrinsic Lipschitz approximation. Monti
[Mon14] showed that there is an L such that if E is perimeter-minimizing and if Excpp, ) (E)
is sufficiently small for some p € dE, r > 0, then 0E can be approximated by an intrinsic
L-Lipschitz graph I" near p. Consequently, if E; satisfies the hypotheses of Question 1.4,
then there is an intrinsic L-Lipschitz half-space I“;r that approximates E;. Since stretch-
ing sends intrinsic Lipschitz graphs to intrinsic Lipschitz graphs, there is an intrinsic
Lipschitz function f; such that F;Zi =S (T']), and F;i approximates F;. One can then
hope to show that a subsequence of the f;’s converges.

The problem, however, is that the intrinsic Lipschitz constants of the I';’s are uniformly
bounded, but the intrinsic Lipschitz constants of the I';’s are not. At best, if &; is the
function such that T'; =T h;» then h; satisfies an intrinsic Sobolev bound like

/ (Vp,hi)*du<C
D
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on an appropriate domain D < V. Not much is known about such functions, and more
research may be necessary to answer Question 1.4.

Another approach to Question 1.4 is to study other characterizations of energy-
minimizing graphs. In an analogue to the usual notion of harmonicity, we define a
contact harmonic graph to be a critical point of the energy with respect to a class of
deformations called contact deformations. In particular, energy-minimizing graphs
are contact harmonic. In Section 4, we prove some tools for working with such graphs,
including first variation formulas for the energy of smooth and intrinsic Lipschitz graphs.
These formulas lead to the following characterization of contact harmonicity.

Theorem 1.5. A smooth intrinsic graphT =T ¢ is contact harmonic on U < V (a critical
point of the energy with respect to contact variations supported on U) if and only if

20,f-Vif=V3f=0 4)
on U. (Here, V¢ is the vector field V§ = 0x — f0,. Since [ is smooth, this agrees with
the notation for the intrinsic gradient above, and we define V? f=V¢lVsfland V? f=
VrIVif1)

For an intrinsic Lipschitz function f and for w € C°(U), let

AfLUZVf[axw]—fo-azw—fo[azw].
(When f is smooth, A fw = V?w.) Let

1
Bz(f,w)=—Afw-vff+E(vff)z-azw,

3
Bi(f,w) = fBa(f, w)—E(vff)z-vfw,

ThenT =T is contact harmonic on U if and only if

/31(f,w)du=/Bg(f,w)du:0
U U
forevery w e CX(U).

This theorem follows from Theorem 4.5 (in the smooth case) and Theorem 4.8 (in the
intrinsic Lipschitz case).

Condition (4) is weaker than the condition that the horizontal mean curvature of I’ f
vanishes (i.e., V? f =0). Indeed, Theorem 1.5 implies that the surface I’ r=ixy2c¢€
H : y = x?}, which has V; f =2, is contact harmonic. This happens because contact
harmonic graphs are energy-stationary only for contact diffeomorphisms, not arbitrary
diffeomorphisms. Contact diffeomorphisms preserve horizontality, so they also preserve
horizontal connectivity. That is, if ¢¢: H — H is a contact diffeomorphism and if p, g €
I'" are connected by a horizontal curve in T, then ¢(p) and ¢(q) are connected by a
horizontal curve in ¢(I'). A contact harmonic graph may admit smooth deformations
that reduce its energy, but these smooth deformations affect the horizontal connectivity
of the graph. 2

We use the first variation formula for smooth graphs to prove a first variation formula
for piecewise smooth graphs (Theorem 4.11). This shows that if I is a piecewise smooth
contact harmonic graph whose characteristic nexus is a curve and if the foliation by

2Manuel Ritoré informs us that the cylinder {x% + y? = r2} is an area-stationary analogue of this example,
i.e. a smooth surface in H with nonzero horizontal mean curvature that is area-stationary under contact
deformations, but as far as we are aware, the calculation has not been published.
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horizontal curves is well-behaved near the characteristic nexus, then the slope of the
characteristic nexus is the average of the slopes of the horizontal curves on either side
of the nexus. Such singularities are similar to the singularities of H—minimal surfaces
studied in [Pau06, CHY07, RR08].

Finally, we conclude with an observation. One motivation for this work was the
Bernstein problem for surfaces with low regularity. Bernstein’s Theorem states that
an area-minimizing codimension-1 graph in R” is a plane. The Bernstein problem
asks for conditions under which other classes of area-minimizing surfaces are planes.
Barone Adesi, Serra Cassano, and Vittone showed that if I' ¢ H is a area-minimizing
intrinsic graph of an entire C? function, then T is a vertical plane [BASCV07]. The same
result for C! functions was proved by Galli and Ritoré [GR15], and for locally Lipschitz
functions by Nicolussi Golo and Serra Cassano [NSC19], but there are many examples
of area-minimizing intrinsic Lipschitz graphs that are not vertical planes, such as the
surfaces constructed in [Rit09] and [GR21]. All of these examples, however, are also entire
Z-graphs. One may then ask the following:

Question 1.6. Is every nonplanar entire area-minimizing (or energy-minimizing) intrinsic
Lipschitz graph also a Z-graph?

Remark 1.7. The 3D models used in the figures in this paper can be found in .obj format
in the ancillary files on the arXiv page for this paper. These files can be opened in Preview
on Macs, Paint 3D on Windows, or any 3D modeling program. They can also be found at
https://cims.nyu.edu/ ryoung/harmonic/.

1.1. Outline of paper. In Section 2, we establish notation for the Heisenberg group
and prove some integration formulas which will be used throughout the paper. In
Section 3, we define the intrinsic Dirichlet energy, prove some basic properties of energy-
minimizing surfaces, and describe a method to prove that a surface is energy-minimizing
using a calibration. We use this method to prove Theorem 1.2 and Proposition 1.3. In
Section 4, we define contact variations and contact harmonicity and prove first variation
formulas for the energy of smooth graphs and intrinsic Lipschitz graphs, including
Theorem 1.5. Many energy-minimizing and area-minimizing surfaces have singularities
along curves, which we call herringbone singularities, and we prove a first variation
formula for the energy of such a graph in Section 4.2.

The author would like to thank Roberto Monti, Sebastiano Nicolussi Golo, Manuel
Ritoré, and Davide Vittone for their helpful discussions during the preparation of this
paper and to thank the Institute of Advanced Study for its hospitality.

2. PRELIMINARIES

Throughout this paper, we use the following standard conventions for asymptotic
notation. The notations f < g and g 2 f mean that f < Cg for some universal constant
Ce (0,00), and f = g means that f < gand g < f. If C depends on some parameters, we
indicate this by subscripts, i.e., f <; g implies that f < Cg where C = C(t) depends only
on t. Finally, we use big—O notation O(f) to denote an error term whose absolute value
is bounded by a universal constant multiple of | f].

2.1. The Heisenberg group. The Heisenberg group H is the 3—dimensional simply con-
nected Lie group with Lie algebra

h:=(X,Y,Z:[X,Y]=Z,[X,Z]=1Y,Z] =0).


https://cims.nyu.edu/~ryoung/harmonic/

HARMONIC INTRINSIC GRAPHS IN THE HEISENBERG GROUP 9

We identify H with its Lie algebra via the Baker—-Campbell-Hausdorff formula, i.e., H =
(X,Y,Z)=R3 and
! /
32 -y, =(x+x,y+y,z+2 + Rt

Under this identification, elements of H correspond to left-invariant vector fields on
R3. We write X = (1,0,0) e H, Y = (0,1,0) € H, and Z = (0,0,1) € H. These elements
correspond to the left-invariant vector fields X(x,y,z) = 0x — %62, Y(x,,2) =0y + 50, and
Z(x,y,2) = 0z, where 0y, 3, and 9, are the coordinate vector fields in R3. Every vector
v € H generates a one-parameter subgroup of H; we write (v) = Rv for this subgroup and
define v’ = tv forall e R.

Let A =span(X, Y) be the left-invariant distribution spanned by X and Y; we refer to
this as the horizontal distribution. Curves that are Lipschitz (with respect to the Euclidean
metric) and almost everywhere tangent to A are called horizontal curves. For h € H and
(a,b) € R~ (0,0), we call the line L = h-(aX + bY) a horizontal line. Let 1: H — R? be
the projection 7 (x, y, z) = (x, y); we will identify R? with the x y-plane in H. The slope of
a horizontal line L is the slope of the projection 7 (L), i.e., %, aslongas a # 0. A vertical
plane V c H is a plane parallel to (Z); its slope is the slope of the projection 7 (V).

Let d represent the Carnot—Carathéodory metric on H. That is, we define a norm on A
by laX + bY || = Va? + b?, and given a horizontal curve y: I — H, we define the length of
Y as

l(y) = lga(moy) = /ny’m Idz.
1

For p,q € H, let d(p, q) = inf, £(y), where the infimum is taken over all horizontal curves
y: [0,1] — H such that y(0) = p and y(1) = q. This is a left-invariant metric that satisfies
the ball-box inequality

d(0, p) = max{|x(p)l,1y(p)l, V1z(p)I}. (5)

This metric gives H Hausdorff dimension 4, and a smooth codimension-1 surface or
intrinsic Lipschitz graph (Definition 2.1) has Hausdorff dimension 3. Let .#? be the
spherical Hausdorff d-measure, normalized so that .#* is Lebesgue measure on H and
the restriction of .3 to the xz-plane is Lebesgue measure on the xz—plane.

2.2. Intrinsic graphs. Let Vj = {(x, y,2) e H: y = 0} be the xz—plane. For any U c V and
any f: U — R, the intrinsic graph of f is the set

Ip={v-Y/":veu
LetW;: U—Tbethemap ¥ (v) = v- Y/ Let IT: H— Vj,
H(x,y,Z)=(x,y,z)-Y’y=(x,o,z—x?). (6)

This is the projection to Vjy whose fibers are the cosets of (Y. The restrictions I1|r ’ and
¥ ¢y are bijections (homeomorphisms when f is continuous), and [To ¥ ¢ = idy.

Lety = (Yx,Yy,Yz): I — H be a horizontal curve such that y has unit x-speed, i.e.,
', = 1. For almost every € I,

Y@= Y;(I)Xy(t) +Y3,(l‘) Yy = Xy +Y3,(l‘) Yyon-
For any p € H, we have I1.. (X)) = 0, — y(p)0; and 1. (Y)) = 0, so
Moy (1) = . (Xy(p) +Y3,(t)n*(Yy(t)) =0x—vy(1)0;. @)

That is, one can reconstruct y from the projection IToy.
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Franchi, Serapioni, and Serra Cassano [FSSCO06] defined the class of intrinsic Lipschitz
graphs, which are analogues of graphs of Lipschitz functions in R”. We will give a
definition which is equivalent to theirs, but with a different value for the Lipschitz
constant [Rig19].

Definition2.1. LetI' =T’y cH be an intrinsic graph and let A € (0, 1). We say that I is an
intrinsic A-Lipschitz graph (and that f is an intrinsic A-Lipschitz function) if for every
p,qerT,

|f@L(g) — fT(p)| = y(q@) - y(p) < Ad(p, 9.

IfTI(T f) = Vo, or equivalently, if the domain of f is all of Vp, we say that Iy is an entire
intrinsic Lipschitz graph. Every intrinsic Lipschitz graph is a subset of an entire intrinsic
Lipschitz graph; see [NY18, Thm. 27] and [Rig19].

LetT' =T’y be an intrinsic Lipschitz graph. Let V¢ be the vector field on V; given by
V¢ =0y — f0,. We call the corresponding operator the intrinsic gradient. For every point
p €T, there is a (possibly non-unique) unit x-speed horizontal curve y = (yx,yy,Yz): R—
I' such that y(0) = p. We call the projection A = IToy of such a curve to Vj a characteristic
curve of I'. By (7), every characteristic curve is an integral curve of V¢; conversely, by
Theorems 1.1 and 1.2 of [BCSC15], every integral curve of V is the projection of a unit
x—speed horizontal curve. Thus the characteristic curves are exactly the integral curves
of Vy. When f is smooth, there is a unique characteristic curve passing through every
point of Vp, and the intrinsic gradient is the derivative along these characteristic curves.

The intrinsic gradient V¢ f of f is particularly important. When f is smooth and v € Vj,
fo(v) is the slope of the unique horizontal curve through p = W (v). If s¢,:(x,y,2) =
(tx, ty, t2z) is the scaling automorphism, then s;, t(p’ll") converges to a vertical plane
with slope V¢ f(v) as £ — co. When f is intrinsic Lipschitz, the horizontal curve through
p may not be unique, and the derivative V¢ f may not be defined everywhere. We thus
define V¢ f distributionally as follows.

Definition2.2. If f: Vo — R is continuous, we say that V¢ f exists in the sense of distribu-
tions if there is a function 0 € LI°¢ such that for every v € C,

2
/ Oy dy = / ~fowr+ Loy
Vo Y

If so, we write V¢ f = 6. When [ is C', this coincides with the previous definition.

The intrinsic gradient of an intrinsic A-Lipschitz function is bounded by a function
of 1. Conversely, if U c Vj isan open setand f: U — Ris C! and satisfies IIfoIILoo <L,
then f is locally intrinsic Lipschitz with a constant depending on L [CMPSC14, Prop. 1.8].

Citti, Manfredini, Pinamonti, and Serra Cassano showed that intrinsic Lipschitz graphs
can be approximated by smooth graphs.

Theorem 2.3 ((CMPSC14, Thm. 1.7]). Let f: Vy — R be an intrinsic Lipschitz function
and let w c Vy be a bounded open set. Then there exists a sequence of functions fi € C*®°(w)
such that

(1) fx — f uniformlyin o,

2) Ikafk(v)l < IIfoIILw(w) forallvew, and

@) Vi i) = Vef) forp-ae vew.

Finally, the following integration rules for V ; will be helpful.
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Lemma 2.4. Let U c V be a closed bounded set with piecewise smooth boundary and
let f,g: U — R be functions which are smooth on the interior of U and continuous on U.
Suppose that 0, f,0.8,Vg € L1(U). Let a parametrize dU in the positive direction. Then

/Vfgdu=/ (fg,g)-da+/g-0zfdu-
U ou U

IfoU consists of segments on which g vanishes and characteristic curves of T ¢, then the

first term vanishes and
/ Vrgdu= / g-0.fdp.
U U

Proof. On any subset w c U with piecewise smooth boundary , Green’s Theorem and
integration by parts imply that

| Vrgau= [ ougau- [ r-o.gau
w w w

=/6xg—6z[fg]du+/g-6zfdu

:/a (fg,g)-dﬁ+/g-azfdu.

We have 0.[fgl € L1(U) and 0xg = Vg + f0.8 € L1(U), so the lemma follows by letting
w—U. O

As a corollary, we get an analogue of the integration by parts formula.

Remark 2.5. In the corollary below and throughout this paper, we use square brackets to
indicate the function acted on by a differential operator. We use - as a low-precedence
multiplication operator, so that V rg- h represents (V r8) h, not V f (ghl.

Corollary 2.6. Let U, f, and a be as above and let g, h: U — R be smooth functions which
are smooth on the interior of U and continuous on U, and satisfy 0. f,0.1ghl,Vrg,Vrhe
L1 (U). Then

/Vfg-hd,u:/Vf[gh]—th-gd,u
U U

=/ (fgh,gh)~da+/gh-@zfdu—/vfh-gdp.
oU U U

If U consists of segments on which gh vanishes and characteristic curves of T'¢, then

/ Vfg~hdp:/ gh-0.f—g-Vrhdu.
U U
2.3. Automorphisms. The Heisenberg group admits families of stretch and shear auto-
morphisms. For a, b € R~ {0}, the stretch automorphism s, ;,: H — H is given by
Sa,h(x, ¥ Z) = (ax, by’ (le).

When a = b, this acts as a scaling on d, i.e., d(s;:(p),s::(q) = td(p,q). The shear
automorphism Py : H— H is given by

Py(x,v,2) = (x,y+ bx, 2).
Both of these are group automorphisms of H that send the horizontal distribution to
itself and thus send horizontal curves to horizontal curves. In fact, they send cosets of

(Y) to cosets of (Y), so the image of an intrinsic graph is an intrinsic graph. The following
lemma holds.
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Lemma2.7. LetT =T'f be the intrinsic graph of a function f: Uc Vo —R. Letq: H—H
be a stretch map, shear map, or left translation and let q: Vo — Vy, q(v) =11(qg(v)) be the
map that q induces on Vy. Then there is a function f: q(U) — R such that I'y=q@).

e Ifa,beR~{0} and q=s,y, thenforallve U, f(é](v)) =bf() and
o b
Vil @w)==-Vrf).

e IfbeR and g = Py, then forall ve U, f(§(v)) = f(v) + bx(v) and fo(Z](v)) =
V f() +b.

e IfheH and q(p) = hp, then forallve U, f(§(v)) = f(v) + y(h) and vfjf(qw)) =
Vef).

Proof. In all three cases, one can calculate that g(vY/®) = () Y/® so Tp=q).

By Theorem 2.3, it suffices to prove the formulas for V ff‘ when f is smooth. Let v €
and let L be the horizontal line tangent to I at ¥ ¢ (v); this line has slope S = V¢ f (v). The
image g(L) is tangent to g(I') at g(¥ ¢ (v)) = ‘I’j;(i](y)), o) fo(if(y)) is equal to the slope
of g(L). If g = s,4,p, then g(L) has slope %S, if g = Py, then g(L) has slope S+ b, and if
q(p) = hp, then q(L) has slope S, as desired. O

2.4. Perimeter and divergence. Let C L(H; A) be the set of C! horizontal vector fields.
For Ve CL(H,A), V = 1 X + 1, Y, we define the horizontal divergence of V as divy V =
Xvy + Yv,. For ameasurable subset E c H, we say that E has locally finite perimeter if for
any bounded open set U c H,

10EI(U) % sup {/ divy Vds#*: Ve CLU; A, IV < 1} < oo
E
We call |0E|(U) the perimeter of E in U. Franchi, Serapioni, and Serra Cassano [FSSC01]
showed that if E has locally finite perimeter, then |0E| is a Radon measure, and there is
a |0 E|-measurable horizontal vector field vg (the horizontal inward unit normal to 0E)
such that |[vg(p)| = 1 for |0E|-a.e. p and such that for every V € Cg (H; A),

/divH de4=/<v5,v>d|aE|. (8)
E H

The measure |0E| is concentrated on a subset 8* E c dE called the reduced boundary.
When E has locally finite perimeter, 0* E is contained in the measure-theoretic boundary
0, o4E, where ped, 4 Eifandonlyif pg(p) >0and py_g(p) >0, where

(0 =li S*(FnB(p,1))
=limsup ————
PEP =Y TS B(p.)
By [FSSCO1],
|0E| = #°|0*E= %0, o E. €)

The perimeter measure can also be characterized in terms of BV functions. By [GN96],
E has locally finite perimeter if and only if 1 is a locally BV function. In this case, the
distributional gradient satisfies

V]EZVE|0E|. (10)

If E, F < H have locally finite perimeter, then E N F has locally finite perimeter, and vgnr
agrees with vg or vp everywhere that both normals are defined.
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Lemma 2.8. Let E,F c H have locally finite perimeter. Then E N F has locally finite
perimeter. There is a %3 -null set K such that

0"(ENF)~Kcd*EUJ*F. (11

Thenvpnr(p) =vE(p) forallp e 0" (ENF)N0*F and vEnp(p) = ve(p) forallp e 0" (En
F)No*E.

(A similar lemma for general Carnot groups is proved in [AS10].)

Proof. Since 1g+1f € BV(H), the coarea formula (Theorem 5.2 of [GN96]), implies that
ENnF={peH:1g(p) +1p(p) > 1} has locally finite perimeter.

Suppose that p €0, 4 (ENF). Onone hand, pgp(p) >0, ES ENF,and F> ENF, so
we have p;(p) >0 and p(p) > 0. On the other hand, since H~ (ENF) = (H~E)u (H~ F),
we have

0 < Py~ Enp (P) < Pr~p(P) + Prp(p).
Thatis, pyy_p(p) >0 or pyy_r(p) > 0. It follows that

0, 54(ENF)cd, 54EUd, guF. (12)

The measure-theoretic and reduced boundaries of E, F, and E N F agree up to a null set,
so (12) implies (11).
Let p € 0*(ENF)nd*F. Forany r >0, let (ENF), = s,-1 -1 (p7 (ENF)), and let
Fr=$,-1,-1(p~'F). For V € A, let P}, be the half-space
Py ={heH:(V,n(h)) > 0}.
By Theorem 4.1 of [FSSCO01],

limlg =1p+ and Iim1gnp). =1p+
r—0 T TP o ENPr Py

in LIIOC(I]-I]). Since lim; ¢ 1(gnF), <lim;—o 1F,, this implies vgnr(p) = vr(p). Swapping E
and F, we find that vp~r(p) = vg(p) forall pe 0* (ENF)NO*E. O

3. ENERGY-MINIMIZING SURFACES AND CALIBRATIONS

Let f: Vo — R be an intrinsic Lipschitz function. Let U c V be a bounded measurable
subset. We define the intrinsic Dirichlet energy of f on U by

~ 1
EU(f)=—/(fo)2du.
2 )y

ForI' =T’y and for any bounded open subset W < H, we define Ey (') = EH(WQF) .

In this section, we use calibrations to construct surfaces that minimize intrinsic
energy subject to some boundary conditions. We first give a definition and some basic
properties.

Definition3.1. Let f: Vo — Rbe an intrinsic Lipschitz function and let U c V) be an open
subset. We say that f is an energy-minimizing function on U if

EUﬂB(p,r) N= EUﬁB(p,r) (€3]

for every p € Vi, r > 0, and every intrinsic Lipschitz function g such that f - ge C5(U N
B(p,1).
For an entire intrinsic Lipschitz graph T =T'f, we define the epigraph of I to be

I*={pY'eH:pel, t=0}.
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We say that I is an energy-minimizing graph on an open subset W c H if

Ewngp,nT) < Ewnpp,rn(A)

for every p € H, r > 0, and every entire intrinsic Lipschitz graph A such that " AA* €
WnB(p,r). Here, SA T is the symmetric difference SAT = (S~ T)U(T~S). In particular,
f is energy-minimizing on U if and only if ' is energy-minimizing on ).

While perimeter minimization is preserved by scalings and rotations, a rotation of
an intrinsic graph need not even be an intrinsic graph. Instead, energy minimization is
preserved by stretches and shears.

Lemma 3.2. LetT =Ty cH be a graph that minimizes energy on an open set W < H and
let h: H — H be a left-translation, stretch, or shear. Then h(I') minimizes energy on h(W).

We need the following calculation.

Lemma 3.3. Let U c V be a bounded open set and let f,g: Vo — R be intrinsic Lipschitz
functions such that f — g € C2(U). Then

/fodyz/vggd,u.
U U

Proof. Let S =supp(f — g) € U and let ¢ € C*°(U) be a function such that y(s) = 1 for all
se Sand w(u) =0for all u € U~ S. By Definition 2.2,

/fod,u=/fo'i,l/dp+/fo-(l—uI)d/J
U U U

2
=/—f6xw+f7azu/dp+/fo-(l—u/)dp.
U U

Since v is constant on S and ¢ = 1 on S, both integrals are zero on S. Therefore, since
f=gonU~S,

2
/vffdu=/ —faxw+%azwdu+/ vff-u—u/)du=/vggdu,
U U~S U~S$ U

as desired. O

Now we prove the lemma.

Proof of Lemma 3.2. Tt suffices to show that for every bounded open set U ¢ W and every
intrinsic Lipschitz graph A such that A* A h(T'") € h(U), we have Ej ) (h(I)) < Epy (A).
When £ is a translation and A* A h(I'") € h(U), the minimality of I' implies

Ep) (h(D) = Ey(D) < Ey (k™' (M) = Epy (M),

as desired.
Suppose that i = s, for some a,b # 0. By Lemma 2.7, for any intrinsic Lipschitz
graph = =Ty, we have

b? u(h(U)) b?
Enpan(h(2)) = ) ) Ey(X) = ;EU(Z)- (13)
If AT A h(T'*) € h(U), the minimality of I' implies

b? p?
Ep@)(h() = ;EU(F) < ;Eu(h_l(/\)) = Epuy (0.

Now suppose that £ is a shear, i.e., h = P, for some beR. Let A = I be an intrinsic
Lipschitz graph such that A* A h(T'*) € h(W). Let g be the intrinsic Lipschitz function



HARMONIC INTRINSIC GRAPHS IN THE HEISENBERG GROUP 15

such that h™!(A) = T'y. Then [y AT™ € W, and for any v € Vj, either f(v) = g(v) (in
which case W ¢(v) = Wg(v)) or the horizontal segment from W ¢ (v) to W (v) is contained
in W. In either case, ¥¢(v) e W if and only if Wg(v) € W, ie, (W NT) = [I(W NTy).
Let Dy = II(W NT) and let D be a bounded open subset such that Dy € D and thus
f — g€ CY(D). The minimality of f implies that Ep(f) < Ep(g).

Let i: Vo — Vj,

R 1
h(x,0,2) =TI(h(x,0,2)) = (x,0,z— bez).

This is measure-preserving on Vp, and by Lemma 2.7, for any intrinsic Lipschitz graph
2 =Ty, thereisa (7) such that h(2) = 1“(2) and

Vb() = Vpp(h™ W) +b

for all v € V. Thus
~ ~ ~—1 2
h(D)
= / Vo ()* +2bVpp(v) + b* dp(v)
D
= Ep(@) + b*u(D) +2b / Vpp((v) du(v).
D

Since f = & except on i(Dy),
Enwy (M) = Enqw) (BD) = By (D) = Ejypyy (&) = Ejypy (D = Ejpy (&)-

By the calculation above, Lemma 3.3, and the minimality of f,
Ep(f)=Ep(f) + b*u(D) +2b / Vef)du)
D

<Ep(g) +b*u(D) +2b/ Veg(v)du(v)
D
=Ep(®),
0 Epaw) (D) < Epawy (R(A)), as desired. O

Furthermore, we can use stretch automorphisms to relate the energy of a surface to
its perimeter.

Lemma3.4. Let A =T'g be an initrinsic Lipschitz graph. Let W < H be a bounded open set
and let D =TI(W N A). Then, asr — oo,

L (5,1 (WNA) =ruD)+r>Ew(A) + 0™, (14)

where the implicit constant is bounded by a function of u(D) and the intrinsic Lipschitz
constant of A.

Proof. Let g,(x,2) =r~'g(r 'x,z2), so that s, -1 (A) =Tg,. Then

Ve 8 (V) = riZVg,gr(S,,r—l (),
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and

P (5,1 (WNA)) =/ V1+IVg g 2du
N

rr1(D)
:/ r\/1+174|Vggl?du
D

—4
r _
= r/ 1+ T|vgg|2+0(r 8|lVegM du
D
= ru(D) + r > Ew(A) + O(r~ " u(D)sup [Vgg ()",
veD

as desired. O

This lets us construct energy-minimizing surfaces by stretching H—-minimal surfaces.
We start with the H—minimal surfaces with a singularity along the x—axis constructed
in [Pau06]. These surfaces were proved to be area-minimizing on any bounded set in
[CHYO07, Example 7.1], [MSCV08].

Lemma 3.5. Let a € R~ {0} and let f,(x,z) = —ay/zsign(z), where sign(z) = 1,0, or —1
depending on whether z is positive, zero, or negative. LetT =T g,. Thenl’ minimizes energy
on any bounded open set W c H.

We call these surfaces herringbone surfaces, after the arrangement of their horizontal
curves. Forany a >0, ' =T ¢, can be written as the union of two horizontal rays coming

2
out of each point of the x-axis with slope + %-

Proof. Since I is an area-minimizing surface, if W is a bounded open set and E is a
finite-perimeter set such that EAT* « W, then Perg(W) = Perp+ (W). In fact, for any
r>0,wehaves, 1(I)=Ty_, ,s0s,,-1(I)is also area-minimizing.

Let A =T’y be an intrinsic Lipschitz graph such that A* AT* € W. The minimality of
S -1 (D) implies that for any r > 0,

L (s, (WND) <P (5,11 (WNA)).
By Lemma 3.4,
L (s, (WNR)=F (s,,-1 (WD) = r > (Ew(A) — Ew (D) +O(r™).

This is non-negative for all r > 0, so as r goes to infinity, we get Ey (I') < Ew(A), as
desired. O

One can also prove the minimality of I" using calibrations. In fact, Lemma 3.5is a
special case of Theorem 1.2; if K = {i%z}, then g, =Ag. In the context of minimal
surfaces, a calibration is a field of unit vectors with zero divergence. We will adjust this
definition for the case of harmonic graphs.

Let V be a Borel horizontal vector field. For an open set U  H and a finite-perimeter
subset E c H, we define the flux of V through 0EF as

FyE, V)= / (v, V)dIOEL
U

We say that V is conservativeon U if %y (E, V) = 0 for every finite-perimeter subset E € U.
This implies, in particular, that the distributional divergence of V is zero.

The following proposition gives a calibration condition for proving that a graph is
energy minimizing.
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Proposition 3.6. Let " =Ty be an intrinsic Lipschitz graph and let W < H be an open set.
Suppose there is a locally bounded Borel functiont: W — R such thatt(p) = V¢ f (I1(p))
for almost every p € W NnT. Suppose further that the vector field

7(p)?
2

is conservative on W. ThenT is energy-minimizing on W.

M(p) = —1(p) X, + (1— )Y,, (15)

The proof of Proposition 3.6 is based on Lemma 3.4 and the following formula. Recall
that for an intrinsic Lipschitz graph T =T, the unit horizontal normal ata point p € T is
given by
_fo(H(P))Xp + Yp

J1+ V()2

V fI(p))? v
2 P
Then |[Mr(p) —vr(p)| < Ifo(H(p))|3. If M is as in Proposition 3.6, then Mr(p) = M(p)
almost everywhere on WNT.
Let W c H be an open set, and let D =II(W NT). Let V be a horizontal vector field V.
By (2),

vr(p) =

Let

My (p) = -V fII(p) X, + (1 -

gw(r+,Mr)=/ (Mr,vr)d|61“+|=/ <Mr(‘Pf(v)),—fo(V)X\Iff(u)+Y\Iff(u)>d#(v)
w D

1
:/fo(v)2+1—§fo(v)2du(U)=y(D)+EW(F). (16)
D

Proof of Proposition 3.6. Without loss of generality, we may take W to be abounded open
setand 7 to be bounded on W. Let A =T'; be an entire intrinsic Lipschitz graph such that
I'"AAT@W.Letl, = sp-1(I) and Ay =5, -1 (A), and let f, gr: Vo — R be the functions
suchthatTy, =T, and 'y, = A,. SinceI'" AA* € W, we have II(W N A) = II(W NT); let
D=TII(WnT)and D, = Sp-1(D).

Let W, =5, -1 (W). For pe W;, let g = sr‘;_l(p), let7,(p) = r21(g), and let M, (p) =

-1 (P Xp+(1- %)Yp. For almost every pe W, N T,
T:(p) = 12V fII(g) =V, frT(p)),
so M, = Mr, almost everywhere on W, NnT',. By (13) and (16),
Fw, (T7, M;) = w(D;) + Ew, (T;) = r(D) + r 3 Eyy ().

We claim that M, is conservative. We have

1
($r.r-1)«(M(q) = Yg) = —T(PrXp+ Er(q)zr‘l Yy =r* (M (p) - Yp),
SO
My =173(s,-1) (M= Y) +Y. (17)

Let E be a finite-perimeter set. For any horizontal vector field V and any |0E|-
measurable subset S < 0* E, we have

/(VE, V) d|0E]| =/ Vs, 1B (8,,-1)x (V) dIOs,, -1 (E)].
S s —1(S) '

nr
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This follows from a calculation when S is a subset of an H-regular hypersurface as in
[FSSCO01], and by the Main Theorem of [FSSCO01], 0 E can be written as a union of compact
subsets of H-regular hypersurfaces, up to a .#*-null set. Therefore,

Fw, (8, -1(E), (8. .-1) (V) = Fw(E, V),
and if E € W, the conservativity of M implies

Fw, (85,1 (E), My) = 13 F, (5, -1 (E), (5,,,-1)5 (M = Y)) + Fiy, (5, -1 (E), ¥)
=r3Fw(EM-Y)+Fw(ErY)=0.

Therefore, M, is conservative.

Now, we calculate F, (A}, M;) and bound .3 (W, n A,) from below. Let S = A} ~T}
and T =T} ~AJ. These sets have finite perimeter by Lemma 2.8, and 15+ — I+ = 15—17.
Taking distributional gradients, equation (10) implies

Va#IOAS| = v+ |01 = vs|0S| = vr1aT]
as vector-valued Radon measures, and thus
Fw, (Af, M) = Fw, (TF, My) + Fw, (S, My) = Fw, (T, M)
=Fw, (T, M) = ruD) + r >Ew (D).

It follows that
Fw, (NS, My)  ruD) +r 3 Ey (D)

FAW,nA) = = . (18)
SuUpgew, M (@ supgew, |M;(g)]
Lett= SUp pew IT(p)l. By (15), for g € W,,
7 (q)* _
|M;(q)] = \/Tr(CI)Z +1-7. (@)% + % =1+0078h,
so for sufficiently large r,
3 ruD)+r3Ew (@) 3 _,
FLTWrnAp) = 1+ 00804 =ruD)+r"Eyw@+00™ "), (19)
where the last implicit constant depends on D, t, and I'. By Lemma 3.4,
FEW, A Ap) =ruD) +r 2 Ew(A) +0077). (20)
Comparing (19) and (20), we find Ew (A) = Ew ('), as desired. O

Thus, we can construct energy minimizers by constructing conservative vector fields
of the form (15).

Example 3.7. We say that a ruled surface is a surface in H foliated by horizontal line seg-
ments. Let = be a C2 ruled Z-graph, that is, a ruled surface of the form X = {(x, y, g(x, ¥)) :
x,y€Q} where Q c R? is openand g€ C2(Q). The results of [CHMYO05] show that T is an
area minimizer when the horizontal lines making up X meet the curves in the singular
set orthogonally.

Suppose that X has no singular set and X = T’y is intrinsic Lipschitz. Then X is an
area minimizer and the slopes of the horizontal lines making up X are bounded. We
claim that X is also an energy minimizer. For every g = (x, y) € Q, there is a unique point
p=(x,,8(x, ) € X and a unique maximal horizontal line segment Zp through p that
is contained in X. Let L, = ﬂ(fp) andleto(qg) = fo(l'[(p)) be the slope of L. For any
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q' € Ly, the uniqueness of L, implies that L, = Ly, so o is constant along lines of the
form Lg.

Let W = 771(Q) and for w € W, let T(w) = o ((w)). Then T(p) = fo(l'[(p)) for every
p € Z. Define M as in (15). Thisis a C! vector field. For any pe Wand g =n(p),

divy M(p) = —X[tl(p) —T(p) Y [T](p) = —(0x + 0(q)0})0](q).

The vector 8, + o (g)0) is tangent to L, and o is constant along Ly, so divy M(p) =0, i.e.,
M is conservative. By Proposition 3.6, X is energy-minimizing.

We can construct more examples by gluing together C! fields. Nicolussi Golo and
Ritoré [GR21] gave a construction of piecewise C 1 vector fields with zero distributional
divergence, and a similar construction produces conservative vector fields.

Proposition 3.8 (see [GR21, Prop. 2.5]). Let U < H be an open set. Let{Q j}; be a family of
disjoint subsets of U with locally finite perimeter such thaty3(6§2j ~0"Q;)=0,U=11;Qj,
and {Q_j}j has locally finite multiplicity. For each j, let V; € CI(Q_]-; A). Let

V=3 Vjlg;.
J

Suppose that for each j, divy V; = 0 on Q; and for F3-aepe 0Q;,
va;(p), V(p) = (va;(p), Vj(p)). 21
Then V is conservative.

Proof. Let E € U be a finite-perimeter set and for each j, let E; = ENQ;. Since {Q_j}j
has locally finite multiplicity, only finitely many of the E;’s are nonempty. By Lemma 2.8,
each E; has finite perimeter. We claim that &y (E;, V) = Fy(E}, V;) = 0. It suffices to
show that

E; (p), V(p)) =vE;(p), Vi(p) (22)

for #3-a.e. pe 0*E;.

We have 8*E; c E; < Qj, so for all p € 3*E; except a #>-null set, we have p € Q; or
ped*Q;. If peQ;j, then V(p) = V;(p), and (22) holds.

Otherwise, p € O*Ej ﬁa*Qj. Lemma 2.8 implies VE; (p) = Vo, (p), and (21) implies that
Ve, (p), V() = (vE;(p), V;(p)) for #*-a.e. pe 3* E;n0*Q;. Thus, by (8),

Fy(E};,V)=Fy(E;,Vj) = / divyy V; d#* = 0.
Ej
By (10),
VEIOE|=V1g=) Vg =) vg,|0E]]
j i

as vector-valued Radon measures, where the second equality uses the fact that only
finitely many of the E;’s are nonempty, so there are only finitely many nonzero terms in
the sum. Then

%(E,V)=/<v,vE>d|aE|=Z/<v,vE,.>d|aE|j:Z%(E,-,V)=o,
u iJu j

where we use the fact that there are only finitely many nonzero terms in the sum to pass
the sum through the integral. (]
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2
When V(p) = -1(p)Xp + (1 - T(zp) )Y}, as in Proposition 3.6, Condition (21) can be
written in terms of 7. For example, let Q* < H be a set with locally finite perimeter and
letQ” =H~Q". Let ¥ € C1(Q%),

+412
vE :—Tix+(1— (72) )Y,

andV=1q+ VT +1q-V".
Let p € 0*Q* be a point such that vo+(p) # £X. Since Q* =H~Q",

—-oX+Y

va+(p) = —vo- (p) = —
Y

for some o € R, and

1
(-oX+Y, VI () =V () =oG (p) =T (p) -3 TP -1 (p?)

7 (p)? +17(p)?

=@t (p -1 (p)|o- >

That is, (21) is satisfied at p if and only if ¥ (p) = 77 (p) or

+ _
O‘:T (p+7 (p)'

2 (23)

This is analogous to the equal-angle condition studied in [CHYO07].

We can thus construct energy-minimizing surfaces by gluing ruled surfaces along
singularities. We will need a criterion that ensures that a union of horizontal curves is an
intrinsic Lipschitz graph.

Lemma 3.9. Letc >0 and let

C= {q € H:y(q)] > max{dc|x(q)], \/320|z(q)|}}

be a scale-invariant double cone in H. Fori = 1,2, let a;: [0,t;] — H be unit x—speed
horizontal curves such that a,(0) = a2(0) and Lip(yo a;) < c¢. Suppose further that
the projections o a; do not cross, i.e., y(ai(t)) < y(aa(t)) for all t € [0,min(zy, )] or
y(ai1(1) = y(aq (1)) forall t € [0,min(ty, )]. Let p; = a;(t;). Then pl’lpg gZC.

Proof. Note that C™! = C, so pl’lpg € Cif and only if pz’lpl ¢ C. After possibly switching
a; and a,, we may suppose that #; < . Since 51,1 (C) = C, after possibly replacing a; by
s1,-1(a;), we may suppose that y(a (1)) < y(az (1)) forall £ € [0, #;].

We translate so that p; = 0. It suffices to show that |y(p2)| < 4clx(p2)| or |y(p2)| <
V/8clz(p2)|. Suppose that |y(p2)| > 4c|x(p2)|. We claim that z(py) < —%3)2.

Since |y(p2)| > 4cx(p2) and Lip(y o a2) < ¢, we have | y(a2(#1))| > 3cx(p2). By hypothe-
sis, y(a1(#1)) =0 < y(az(t1)), so

Y(@2(0)) = y(az(£2)) — cx(p2) > 3cx(p2)
and y(p2) > 4cx(p2). In particular,

y(p2)
2

y(aa (1) = foryu<st<ib. (24)
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Since a; and a; are horizontal, (7) implies (zoIloa;)' = —yoa; and

2]

5]
z(l‘[(pl))—z(l'[(pg)):—z(l'l(pz)):/ —y(m(t))dt—/ —y(az(0)dt
0 0

5] %]
=/ y(az(t))—y(al(t))dH/ y(az(8)de
0

1

x(p2)y(p2)

n
2
@ / W@ (1) =yl (D) de+ ==
0
Since Lip(yoa;) <c, for t; — % <t<Hh,

Y@2() - y(@1 (1) > Y@z () - ylar () — 207 P2 & VP2,

8¢ 4
Thus
" x(p2)y(p2) _ ¥(p2)*>  x(p2)y(p2)
—z(Il(p2)) = \/tl—y(tf?) y(az (1) —yla () dt+ 5 > 370 + S )
By (6),
2
2pp) = 2(ll(py) + P2 5 VP2
50 |y(p2)l < v/32clz(p2)l, as desired. 0

Remark 3.10. We use Lemma 3.9 to show that certain Z—-graphs are intrinsic Lipschitz
graphs. A sufficiently regular Z-graph I' can be written as a union of horizontal curves.
In the examples we will consider, there will be a basepoint pg such that for every peT,
there is a horizontal curve y, from py to p. If the projections 7 oy, are the graphs of
Lipschitz functions and no two such projections cross, then for any p, g € T, applying
Lemma 3.9 to v and y, implies that p~'q ¢ C. Since C is a scale-invariant open double
cone containing Y, this implies that I is an intrinsic Lipschitz graph.

Example3.11. Lety: R —H be a smooth horizontal curve with unit x-speed. Let o (s) =
(yoy) (s) be the slope of y and let § € C*°(R), § > 0. Let p: R? — H),

oo y(s)- (X + () +66) V) =0
PEUZ - (X + @0 -8 Y)" £<o0.

Let I = (a, b) c R be an open interval and choose 0 < € < co small enough that X =
oI x (—¢,¢€)) is a Z—graph. Let py = y(a). For any point p = p(s, 1), there is a horizontal
curve in X from py to p which consists of the segment y([a, s]) concatenated with a
horizontal ray of slope o (s) = 6 (s) originating at y(s). These curves all project to Lipschitz
graphs in R?, and no two such graphs cross, so by Remark 3.10, X is an intrinsic Lipschitz
graph.

We construct a calibration for ¥ as follows. Let Q = 7(X), and let W = 771(Q). For any
p € W, there is a unique point (s, t) € I x (—¢,¢€) such that z(p(s, t)) = n(p). Define

() = o(s)+6(s) t=0
o) -6(s) <0

so that 7(p) = fo(l'I(p)) foreverypeZ~y,andlet M = -7X + (1 - é) Y.

The surface y{Z) cuts W into two halves W* and W~ such that 7 is smooth on each
half. Each half W*nZ is a smooth ruled Z-graph, so by Example 3.7, divy M = 0 on W=, If
we extend 7 to 7% € C! (ﬁ) by continuity; it satisfies (23) everywhere along the boundary,
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so by Proposition 3.8, M is conservative. By Proposition 3.6, Z is energy-minimizing on
w.

In the case that y is a horizontal line, these examples are similar to some of the
area-minimizing surfaces constructed in [Rit09].
This lets us prove Theorem 1.2.

Proof of Theorem 1.2. Let a > 0 and let I}, I5,--- < [-a,a] be a collection of disjoint
nonempty open intervals. Let I; = (a;, b;), let m; = %b", and let §; = % Let
K =[-a,a] ~UI; and let Ax < H be as in the statement of the theorem. Let Ry be
the negative x—axis, and for each i = 1, let R; be a positive horizontal ray from the origin
with slope m;.

We first decompose R? into wedges. Let

W0={(X,J/)€R2:|y|>ax},
Wi:{(xyy)€R21x>0,£€Ii},

and
Pr={(x) E[Rzzx>0,’£) e K}u{,0).

These sets are disjoint and their union is R?.

Every point p € Ak is the endpoint of a horizontal curve. That is, for any p € Ak,
there is a unique horizontal curve y,: (-oo, x(p)] — Ax with unit x-speed such that
Yp(x(p)) = p. These curves are illustrated in Figure 2. The shape of the curve depends
on which wedge contains 7(p). When n(p) € Wy, v, travels along the negative x-axis,
then along a horizontal ray of slope +a. When 7(p) € W;, y,, travels along the negative
x—axis to 0, along a horizontal ray of slope m;, then along a horizontal ray of slope m; +6;.
When 7(p) € Pk, v, travels along the negative x—axis to 0, then along a horizontal ray of
slope k, for some k € K.

For any two points p, g € A, the curves y, and y; satisfy Lemma 3.9 with max{Lip(yo
Yp),Lip(y 0y 4)} < @, so there is a scale-invariant double cone such that p ¢ gC. It follows
that Ak is an intrinsic Lipschitz graph; in fact it is an entire intrinsic Lipschitz graph.
By construction, it is also an entire Z-graph. Let i: Vj — R be the function such that
Ax=Ty.

Next, we construct a function T and a corresponding calibration Mg to show that Ax
is energy-minimizing. Since Ak is a Z-graph, we choose a 7k that is constant on vertical
lines. For i >0, let

W ={(x,y) e W;:y=m;x},
W, ={(x,y) e W;: y <m;x}.
Let
mi+6; (x,y)eW;
k(1 2) = (x,y) e Wp,y=0
-a (x,y) e Wp,¥y<0

L (x,y) € Pk.

X
We claim that Mg = —tx X+ (1 — %’()Y is conservative and that 7(p) = V,h(I1(p))
almost everywhere on Ag. Let K, = [-a,a] ~ ([; UL U---U I,) and define Pk, Tk, and
Mgk, as above. Then H is the union of finitely many sets

n n
H:PK;zUUWi+UUWi_’
i=0 i=0
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each with locally finite perimeter. On each of these sets, My, is C! and divy M k, = 0.
Further, 7, is continuous except along the vertical half-planes separating W;" from W".
These half-planes have slope m; (taking mg = 0), and 7, takes values m; + 6; above and
below the central ray (taking 6o = a), so 7k, satisfies (23). By Proposition 3.8, M, is
conservative. Since M is the uniform limit of the Mg, ’s, M is also conservative.

We calculate V, h by applying Theorem 1.2 of [BCSC15]. This theorem implies that
there is a .#>-null subset R c Ak such that for any p € Ag ~ S and any unit x-speed
horizontal curve § = (B, B, B2): (—€,€) — Ak such that 5(0) = p, if ﬁ’y is differentiable,
then V;, h(I(p)) = B,(0).”

Let p € Ax ~ S be a point that does not lie on the negative x—axis or on the countably
many horizontal rays bisecting the W;’s. Then Ag contains a horizontal ray of slope
Tx(p) through p, so V,h(Il(p)) = Tx(p), as desired. Proposition 3.6 then implies that Ag
is energy-minimizing. (]

Finally, we show that these energy-minimizing graphs can be written as limits of the
stretched H-minimal graphs Xk constructed in [GR21] (see Theorem 1.1).

Proof of Proposition 1.3. Let @ and K = [-a, a] ~UI; be as in Theorem 1.2. Let m; be the
midpoint of I;, and for n > /a, let ©(f) = (cos(#),sin(t),0) € S!andlet K, = ©(n2K) c SL.
Let Zk, asin Theorem 1.1, and let S, = s,,-1 ,,(Zk,,). We claim that the S;,’s are intrinsic
Lipschitz graphs and that 15+ — 1 AL in Llloc(I]-I]).

First, note that Xk, can be written as a union of horizontal rays in the direction
O(+n2a) € S, rays in the direction of some v € K}, and rays in the direction of ®(n=2m;).
If Ry, is a ray with Z(R, X) = n™26, then s,,-1 ,(R,) is a ray with slope ntan™! (n"26) — 0
as n — oo. It follows that if 7 is sufficiently large, then §,, is a union of horizontal rays
with slopes between —2a and 2a. In fact, for every p € S, there is a horizontal curve
Pp: (00, x(p)] — Sy such that x(8};(1)) = ¢ and f;(x(p)) = p. Any two curves f§; and
Py satisfy Lemma 3.9, so the S,’s are intrinsic Lipschitz graphs with uniform Lipschitz
constant.

The R-trees formed by the horizontal curves in Ag and S;, are isomorphic. That is,
there are homomorphisms h;,: Ax — S, that send each horizontal curve in Ak to a
horizontal curve in S, and these can be chosen so that for any p € Ag, the uniform
limit lim;_.o ,an ) is a horizontal curve in Ax ending at p. Consequently, i, — ida,
uniformly on bounded sets, and since the S;,’s are uniformly intrinsic Lipschitz, we have
lg; — 15 in LIo¢(H). O

4. CONTACT HARMONIC GRAPHS AND FIRST VARIATION FORMULAS

In this section, we propose an intrinsic analogue of harmonic functions and discuss
some applications and limitations. It is natural to define a harmonic intrinsic graph in H
as a critical point of the intrinsic Dirichlet energy. It is not clear, however, how to choose
an appropriate class of variations of I'.

When I' is smooth or piecewise smooth, we may consider smooth perturbations of
I'. Critical points of Ey with respect to smooth perturbations have vanishing horizontal
mean curvature.

3The original theorem is stated in terms of integral curves of V,. This version is obtained by applying the
original theorem to ITo §, which is an integral curve of V,.
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Proposition 4.1 (First variation formula for smooth graphs). Let U c Vy be a bounded
open set. Let f € C*(U), he€ C(U). For te (—¢,¢), let fi = f+ thandT ;= T'y,. Then

d

T _ 2
aEU(ft)—_/vafhd[J

=0
Proof. First, note that
0:Vf, fr =0 [0x[f + thl = (f + th)0 [ f + th]]
=0xh—h-0,[f+thl—(f+th)dh.

Att=0,
atvﬂf,|t:0=axh—hazf—fazhzvfh—hazf.
Therefore,
d
d—E(rft) =/vff'(vfh—h.azf) du:/vfﬁvfh—vfﬁhﬁzfdu.
r =0 JuU U

By Corollary 2.6 applied to fU Vef-hdy,

iE(l" )
dt f[

= / Vif-hdp.
=0 U
Smooth energy-minimizing graphs are thus foliated by horizontal lines.

Proposition 4.2. Let U c Vy be a bounded open set and let f : U — R be a smooth function
which is energy-minimizing on U. Then V?cf =0o0nU, and for every p € T'y, there is a

horizontal line segment L, with endpoints in 0l ¢ such thatp < L, <T¢.

Proof. By minimality, for any h € CZ°(U) and any ¢ € R, we have Ey(f) < Ey(f +th), so
by Proposition 4.1,

iE(F )
dr f+th

=-/v§f.hdy=0
U

t=0
andV?f:Oon U.

Let p € T and u = I1(p) and suppose that u € U. By the smoothness of f, there is a
unique maximal integral curve of V¢ through p, i.e., a curve y = (yx,yy,vz): I — U such
that y(0) =I1(p) and /(1) = 0x — f(y(1))8;. Then A =¥ oy =y() Y/ 0D =: (A,,1,,1,)
is a horizontal curve in I satisfying A}, =y, =1 and

Ay@ = (fon)" (0 =Vifly(1) =0
for all ¢. Thatis, L, = A is a horizontal line segment containing p, as desired. (I

Unfortunately, when f is intrinsic Lipschitz, the perturbation f + th need not be intrin-
sic Lipschitz. As an alternative, one can apply contact variations, like those considered in
[FMV17, Gol18]. A contact diffeomorphism of H is a diffeomorphism H — H that sends
horizontal vectors to horizontal vectors. A contact flow is a one-parameter flow of such
diffeomorphisms. Contact flows are generated by contact vector fields, and any contact
vector field is determined by a potential function [KR95, Sec. 5]; for any smooth function
¥ € C*™°(H), the corresponding contact vector field is given by

Vy= (YY) X - (Xp)Y +y 2. 25)

We are particularly interested in contact diffeomorphisms and flows that send intrinsic
graphs to intrinsic graphs.
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Definition 4.3. A contact graph diffeomorphismis a contact diffeomorphism that sends
cosets of (Y) to cosets of (Y). Flows of contact graph diffeomorphisms are generated by
contact vector fields V;, whose X-component is constant on each coset of (Y}, i.e., fields
generated by potentials satisfying Y Yy = 0.

Let ¢, (), u € (¢, €) be the flow generated by a contact vector field Vi, whose potential
satisfies Y Y = 0. For an intrinsic graph I, we call the family of surfaces of the form
¢y (), u € (—¢,¢€) a contact graph variation.

If T is the intrinsic graph of a smooth function and v is a smooth potential on H, one
can construct a smooth potential { that agrees with y up to first order on I' and satisfies
Y'Y = 0 everywhere. Then V;, generates a family of contact graph diffeomorphisms and
Vy =V onT, so considering only contact graph variations is not very restrictive.

Section 4 of [Gol18] describes these diffeomorphisms in terms of diffeomorphisms
from Vj to Vy. We can identify the coset space H/(Y) with V; by the projection II. A
contact graph diffeomorphism ¢ then determines a diffeomorphism ¢: V5 — Vp such
that ¢p(v) = TI(¢p(v)) for all v € V4.

When ¢ is C'—close to the identity, it sends characteristic curves of an intrinsic Lips-
chitz graph I to characteristic curves of ¢(I'). That is, letI' = I'¢ be an intrinsic Lipschitz
graph and suppose that V¢[xo ¢l(v) >0 forall ve Vy. Lety: R— Vj be a characteristic
curve of I', parametrized with unit x-speed. Then A =¥ foyisa horizontal curve in T,
and ¢o A is a horizontal curve in ¢(I') such that

(xopo)' ()= (xodoy)(t) = Vslxodl(y(t) >0.

Thus the x—coordinate of [To o A = oy is increasing, and it is a characteristic curve of
¢(@).

We propose the following definition.

Definition4.4. Let U c Vj be an open set, let f: U — R be an intrinsic Lipschitz function,
and let I' =T'y. We say that I' is contact harmonic if f is a critical point of Ey among
contact graph variations with potentials whose support lies in IT™1 (U).

In the rest of this section, we will prove some first variation formulas for the intrinsic
Dirichlet energy and use them to characterize contact harmonic graphs.

4.1. First variation for intrinsic Lipschitz graphs. We first prove a formula for the
variation of the energy of an intrinsic Lipschitz graph under a contact flow. We start by
considering the smooth case, as in [FMV17].

Theorem 4.5 (First variation formula for contact variations). LetT =T be an intrinsic
graph of a smooth function. Lety € C*(H) be a potential such that Y Yy =0, let Vy, =
YW X-Xy)Y+yZ, and let p;: H—H, 1 € [~¢, €] be the flow of Vy,. LetT'; = ¢,(I') and
let fi: Vo — R be the function such thatT; =Ty,.

Let,: Vo — Vo, ¢,(v) =T1(p;(v)) be the corresponding family of diffeomorphisms of
Vo. Let W be the vector field on Vy generating the §,’s, i.e.,

W) =1L (Vy (1)) = Yy (v),0,%(v))

forallve Vy. Letwy =xoW, wo = (xo W) f+zoW, sothat W = w Vs + wHd,.
Let U c Vy be a bounded open subset. There are ey = eo(U, ¥, | fll1 @) >0 and C=
c,vy, ”f”Loo(U)) > 0 such that

B, n(f) = Eu(f) = (A1 + A)t| < C(Ey(f) + () ¢ (26)
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forallt € [—€g,e0], where A1 and A, depend on wy and w- respectively:
1
A=A (f, w) =/ wy 'Vfcf*' E(fo)2 (0xwy —0,[fun]) du
U

1
AZIAz(f,LUz):/—V?Wz'fo-f'E(fo)z'aszd/.l.
U
IfsuppW € U, then A =0 and
Azz/(wz-azf+vfwz)-v§fdp=/ wz-(zazf-vif—vif)dp. @27
U U

Note that C only depends on the L, norm of f and not f itself. This will be impor-
tant later, when we prove a version of Theorem 4.5 for intrinsic Lipschitz graphs. We
cannot make C completely independent of f because the existence of C is based on a
compactness argument, and I' escapes to infinity when f is large.

Note also that in the compactly supported case, the first variation is independent of
w;. Indeed, vector fields parallel to V ; generate flows that preserve the foliation of Vp by
characteristic curves and thus preserve I'.

Before we prove Theorem 4.5, we make some preliminary calculations.

Lemma 4.6. With notation as in Theorem 4.5, let h € H and let u =I1(h). Then

w(h) = wy(w) + (y(h) - f(w) w; (u) (28)
and Yy (h) = wy(u). When heT,
Xy(h) =V wa(u) =V f(u)- wy(w). (29)

Proof. Note that I, (Xp) = (1,0,—y(p)). In particular, when g € T', I1.. (Xg) = (Ve)g-
Let h € H and u = II(h). Since ¢, sends cosets of (Y) to cosets of (Y), we have
II(¢p;(h)) = I1(¢p;(w)) for all h € H. Therefore,

W) =11 (Vy (u)) = at[H((,bt(u))]lt:O = 6t[H(§bt(h))]|t:0 =L (Vi ().
By (25),
W () = TL (Y (h) Xp) — T (Xw (R) Yy) + T (yw (h) Z,)
=Yy (h),0,-Yy(h)y(h) +y(h).
In particular, w; (1) = Yw(h) and
wo(u) =y (h) + Yy ) (f(u) — y(h) =w(h) + (f (u) — y(h) w1 (u),

which proves (28).
Differentiating (28), we find

Xy (h) =L (Xp) [w, — fwr] + y(WIL (Xp) [w1]. (30)
When h €T, we have y(h) = f (1) and 1. (Xp) = (Vf)y, SO
Xy(h) =V lws - furl+ fVrur =Vrwa —Vyef-w,
where all functions on the right are evaluated at u. (]

Lemma 4.7. With notation as in Theorem 4.5, let f;: U — R be such thatT'y =Ty, and let
F(u,t) = fi(u). Letue Vy. If f is smooth in a neighborhood of u, then

d , -
—fip,w)|  =-Vywa(uw)+wy(w)-Vyf(u)
dr =0
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and

d _
5 VAl @ )| = =Viws () + wi (W) Vi fw),

=0

Proof. Let p =" ¢(u) so that f(u) = y(p). Then fi(@,(w) = y(e(p)), so

d . - d
Eft(‘bt(u)) o a}’(%(P)) o y(Vy(p)) = Xy (p)

==Vrwz(u) + w (W) Vy f(u),

=

as desired.

Let y: (—¢,¢) — I be the horizontal curve in I" such that y(0) = p and y has unit x—
speed (i.e., x(y(s)) = x(p) + s). For any ¢, ¢, oy parametrizes the horizontal curve in I';
through ¢ (p), so

- (Yoo (0)
\Y = TP
@D = (S op0)

Let Ty =y'(0) = X, + V¢ f (1) Y,. Commuting derivatives with respect to s and ¢,

d
a(xoqb;oy)’(O) = 0,05 [x(P:(y($))] (0,0) = 05 [x(Vyy (y (5))] (0) = Tplx0 V3]
(=

and likewise <-(yo ¢ 071)'(0)|,_, = Tplyo Vyl.
Furthermore, I1..(T)) = 1. (Xp) = (V )y and x(Vy (p)) = w1 (I1(p)), so

TplxoVyl=Tplwy o] =11 (Tp) [w1] = Vpw; ().
By (25) and Lemma 4.6, yo Vi, = —X[y] = = (Viw, - Vs f - wi)oIl, so
Tplyo Vyl = —IL(Tp) [Vywo =Vsf-wi]| ==V [Vrws = Vyf-w] ()
= (~V2ws + VA f w4V f -V pwn ) ()
By our choice of parametrization, (xoy)'(0) = 1 and (yoy)'(0) = V¢ f (), so

d _ _ TplyoVyl-(xop)(0) = (yoy)(0)- Tplxo Vy]
dtvftff((pt(u)) t:()— (XO’)/),(O)Z

= Tplyo Vyl =V f(u)- Tylxo Vy]

= Vi ws (u) + V3 f(u) - wr (w).

]
Theorem 4.5 follows.
Proof of Theorem 4.5. Let
1 < 2
F(t)=Ep, T = E/U(Vf,ft((Pt(u))) Jg, (W) du(u)
where Jp, is the Jacobian determinant of ¢p. We have
d
a]&[ :divVOW:ax[xoW]+Oz[z0W]:axw1+dz[wz—fw1]. 31)
=0
Exchanging derivative and integral and using Lemma 4.7,
1 .
F'(0) = /U (—vip ws + wy -V?f) Vif+ 5(vff)zohvv0 wdp, (32)

Substituting (31) into (32) gives us F' = A; + A».
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In order to prove (26), it suffices to show that there are €9 = eo(U, ¥, || fll1 @) >0
and C = C(U,y, || fll L)) > 0 such that |F"(#)| < C(Ey (T') + p(U)) for all £ € [—€g, €. Let
Ky (1) = J, (W), Nu() =V, fi (¢, (w). Then
1" 1 2 " 112 " I Ng g
F'=2 U(NuKu) du= U((Nu) + N, Ny,) Ky + 2N, N, K], + o e 33)

By continuity, there is a ¢; (¥) > 0 such that max{|K, (2),|K},()],|K},;(0)]} < ¢; (w) for all
ueUand te[—¢¢l.

Let M={vY" eH:veU,lr| < fllr )} Since ¢p =idy, X[x o ¢po] = 1; by continuity,
we may suppose that g is sufficiently small (depending on v, U, and | f 1)) that
X[xo¢](q) > 1 forall g € M. Choose c; such that

0= |0 VIvodl(q)]

forallge M,i=0,1,2,V=X,Y,and v =x, .

LetueUandletp= We(w).Let T be the left-invariant vector field T = X + fo(u) Y.
As in the proof of Lemma 4.7, we have
Tlyod:d(p) ()
Tlxopd(p) ~x(®)°

Since ¢ sends cosets of (Y) to cosets of (Y), we have Y[xo¢;] = 0. Therefore, y (1) =
X[xo¢](p) > 1. By our choice of ¢, for i =0,1,2 and |1 < &,

|a)(i)(t)| — ’a;T[yo()bt](p)‘ < 62(1 +fo(u));

Nu(t) =

l0® ()| = |a’;X[yo¢>t1<p) +V ¢ f(u) -aiY[yo¢t1(p)| <c(1+Vyf(w),
and
[x? (0] = |0iX[yod:(p)| < co.
Thus for |t] < €,
o' (Dx(1) - 0@y (1)

|N, ()| = L S+ Vyef(w),
and
2y (0% y"(0)? HORRCLL)
NI = t(__ )—2’ X0 O 1, ).
[N, (0)] = |w() NOORTOE ()%m2 0 S el rf@)

We apply these bounds to (33) to get
[E" ()] 5/ 1651+ Vs f(w)? dp(w) < C(u(U) + Ey (D)
U

forsome C = C(y, U, | f 1) Equation (26) then follows from Taylor’s theorem.
It remains to consider the case that suppW &€ U. Let K < U be a closed set with
piecewise-smooth boundary that contains supp W. We calculate

1
A = 5/ Vi (V)P wi+ (Ve ? (0xwr — fO w1 — w10, f) dp
K

1
= E/ Ve (VP wi+ (VP2 Vewy = (Ve f)? wy -0, f du. (34)
K

Corollary 2.6 with g = (fo)2 and h = w; implies that A; =0.
We decompose A, as

1
Az=/—V§wz-fodu+/E(fo)z-azwzdu:Qsz.
K K
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By Corollary 2.6 with g =Vyw, and h= V¢ f,

Q1=—/KVfwz'fo'azfd#Jf/KV?vf‘Vfwzd#i: Q3+ Q4.

Applying Corollary 2.6 again with g = w», h=V¢f-0d,f, we find
Q= [ ~wn VS @uf P eV [75-0f]
K

=/ Wy -V f-(~©0z )% + V5102 1) + wy -0 f V2 f d.
K

Furthermore,
[Vf;az] = —[az,ax_faz] = azf'am
$0 —(02f)?+V¢[0,f] =08,V f]. Thus

Q3=/w2-fo‘az[fo]+w2~6zf'Vf¢fd/J. 35)
K

Integrating Q. by parts gives

1
QZ:/—(fo)Z'aszdILLZ—/ w2~fo-az[fo]du,
K2 K
)
A2=Q3+Q4+Q2=/ (W2'azf+vfw2)'vifd#-
K+

This is the first part of (27). Applying Corollary 2.6 once more with g = w» and h = Vfc f
we get

A2=/Uw2-(262f~vicf—vj’cf)du.
0

We will prove a first variation formula for intrinsic Lipschitz graphs by approximating
them by smooth graphs and applying Theorem 4.5. Note, however, that when f is
intrinsic Lipschitz, V¢w is generally not smooth, so V2w may be undefined. We thus

introduce a new operator. For any intrinsic Lipschitz function f: Vj — R, any smooth
w: Vo—R,and any pe Vy, let A, (1) =¥ (p)(X +V(fY) " be the intrinsic tangent line to
I'rat¥¢(p) and let

Arw(p) = (wolloA,)"(0). (36)
This is defined almost everywhere on V. When f is smooth, the first two derivatives of the
characteristic curve through p agree with the first two derivatives of A5, so Arw = V; w.
In general, if p = (x,0, zp), then

£2
IM(Ap(0) =|x0+1,0,20 - f(p)t - Efo(p) )

SO
Arw(p) = (0 f(p)az)* [wl(p) =V s f(p)-0:w(p)

=Vy[oxw— f(p)o:w](p) =V f(p)-0:w(p)
=Vyloxwl(p) - f(p)Vylo,wl(p) =V f(p)-0,w(p). 37
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Theorem 4.8 (First variation formula for intrinsic Lipschitz graphs). LetT'=T'¢ be the
intrinsic graph of an intrinsic Lipschitz function f: Vo — R. Let ¢, w, ¢, and W be as in
Theorem 4.5. For each t € [~¢,¢], let f; be the function such that Ty, = ¢(I).

Let U c V,y be a bounded open subset and suppose thatsupp W € U. Forany w € C*°(U)
and any intrinsic Lipschitz function g, let

1
By(g, w) = —Agw-Vgg+ 5(vgg)2 0w,

3
B:(g, w)=gBx(g, w) - E(Vgg)z-vgw.
Then thereisaC=C(y,U, | fl.w)) such that

Eu(ft)—EU(f)—r/ Bi(f,xo W)+ Ba(f, zoW)du| < C(Ey(f) + (@) t*  (38)
U

forall|t|<e.

The function B, above is simply the integrand in the definition of A, with V;w

replaced by Afw. The following lemma shows that when [ is smooth, Theorem 4.8
follows from Theorem 4.5.

Lemma 4.9. Let U c V; be a bounded open subset. Let By and By be as in Theorem 4.8.
When f is smooth and w € C°(U),

/Bl(f,w)d;u:/Bz(f,fw)du, (39)
U U

and fU Bo(f, w)du = A2(f, w), where Ay is as in Theorem 4.5. Consequently, if W is a
smooth vector field withsupp W € U and if wy = (xo W) - f+zo W, then

Az(f,wz)=/Bz(f,wz)du=/Bl(f,xoW)+Bz(f,zoW)du.
U u
Proof. Since f is smooth, we have Afw:V?w and fUBg(f, w)dp = Ay(f, w). Let 1 =
V¢ f. Then
Aplfwl = fAf(w) =2V f-Vow+Vif-w=2A-Vw+VpA-w,

S0
Bo(f, fw)—fBa(f, w) :—ZAZ-Vfw—A-Vf/l-w+%/12-azf-w.

By Corollary 2.6, with f = wand h = %/12,
1
/UBg(f,fw)du:/UfBz(f,w)—2/12~Vfw—/1Vf/1-w+§/12-dzf-wdp
3
:/UfBg(f,LU)—EAZVdeIU

=/Bl(f, w)dy,
U
as desired. O

Proof of Theorem 4.8. By Theorem 2.3, since U is bounded, there is a sequence f* €
C*®(U) of smooth functions such that f¥ — f uniformly, there is a ¢ > 0 such that
||ka fklloo < ¢ for all k, and kafk — V¢ f pointwise almost everywhere in U. For w €
C*(U), we have
Jim Vpw = lim oxw—fro, =V, w
—00 k—o0
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uniformly on compact subsets of U and
Jim Apew & Jim V pel0 0] —Vx ¥ 0w - FRV 10wl = Apw

pointwise almost everywhere in U. In particular, if w € C2(U), then B; (f¥, w) and
By (f¥, w) are bounded by a function of ¢ and w and converge pointwise a.e. to B (f, w)
and B, (f, w), respectively.

For each f € [—¢, €], the image ¢, (I’ fk) is a smooth intrinsic graph; let ft’C be such that
Fftk =¢:(I'pr). Let K be a bounded set containing ) for every k. Forall ue U, we
have

- fiw| < |6 @) - £ (#;" @) |Lip (641x).

Since f¥ — f uniformly, this implies ftk — f; uniformly.
Likewise, for any 7 € [—¢, €], if limg oo V ¢ f* (1) = V¢ f (1), then

lim V i fF(, () = V5, fy (@, (W),
k—oo Jt
so V .« f¥ — V. f; pointwise a.e. Thus, by dominated convergence,
e fr
lim Ey(ff) = Eu(f). (40)
k—o0

Theorem 4.5 and Lemma 4.9 imply that there are £y, C > 0 such that for any k and any
t€[—&o, €0,

|[Eu ()= Bu (5 - tao( 5 wow) - f+ 2o W)

EU(f,")—EU(f’“)—t/ Bi(f*, xo W) +By(f¥, zoW)du
U
< C(Ey(f5) + pan) 2., 1)

Taking the limit as kK — oo and using dominated convergence to exchange the integral
and the limit, we get

< C(Ey(D +up@) 2,

EU(ft)_EU(f)_t/ Bi(f,xo W)+ Ba(f,zo W)du
U

as desired. O

This gives a two-part condition for contact harmonicity for intrinsic Lipschitz func-
tions. Namely, an intrinsic Lipschitz f is contact harmonic on U if and only if

/Bl(f,W)d,U=/Bz(f,w)du=0
U U

for every w € C°(U). In contrast, when f is smooth and [;; Bo(f, w)du =0 for all w €
C°(U), (39) implies that

/Bl(f,lU)d,u=/Bz(f,fw)dy=0
U U

for all w € C°(U), so the condition on B, suffices to characterize contact harmonicity.
We do not know whether the condition on B, suffices to characterize contact harmonicity
when f is not smooth.
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4.2. Vertical first variation for graphs with herringbone singularities. One conse-
quence of Theorem 4.5 is that when f is smooth, W = w1V + w20, is a compactly
supported vector field on Vp, and f; is the corresponding contact variation of f, then
% [EJ%(U) (f+)] depends only on the vertical component of W, i.e., only on w.,. It follows
that a smooth intrinsic graph is contact harmonic if and only if it is a critical point of Eyy
with respect to vertical contact variations, i.e., contact variations where the correspond-
ing vector field on Vj can be written as W = w,0,. We do not know whether the same
thing is true when f is nonsmooth.

In this section, we will prove a first variation formula for vertical contact variations
of intrinsic graphs I' that are smooth away from a horizontal curve. We show that if I" is
contact harmonic, the horizontal curves near the singularity must satisfy the equal-slope
condition (23).

We first define the class of singularities we are interested in.

Definition 4.10. An intrinsic Lipschitz graph with a smooth herringbone singularity
consists of two smooth intrinsic graphs I'" and I'” meeting along a horizontal curve C
and satisfying the properties below.

Let U c V; be an open set and let I' =T’y = H be an intrinsic Lipschitz graph over U.
Suppose that the characteristic nexus of I' is a smooth horizontal curve C c T and let
y: I— Vo, y(t) = (¢,0,y,(f)) parametrize II(C). Suppose that y cuts U into two connected
components, U* = {(x,0,2) € U: z >y (x)} and U~ = {(x,0,2) € U : z < y,(x)}. Let

==V (UH).

Suppose that f is smooth on U* and U~ (but generally not on y), so thatI'* and '™
are foliated by horizontal curves. We require that the foliations extend to the boundary
in the following sense:

o There is a neighborhood N of C such that the projection 7: H — R2, 7 (x, ¥,2) =
(x, y) restricts to an embedding of NNT.

« Let H* be the horizontal foliation of T*. Let M = n(NNT) and let M* = z(NNT®).
The projection 7. (H*) can be extended to a smooth foliation F* defined on a
neighborhood of M*. Likewise, 7. (H™) extends to a smooth foliation F~ defined
on a neighborhood of M~. These foliations are transverse to 7(C) and their
tangent lines have bounded slopes.

Then C is a smooth herringbone singularity of T

The behavior of I' near C is governed by the slopes of n(C), F*, and F~. Let ¢ =
(t,cy,cz): I — H be a parametrization of C. Let o) = c;,(t) be the slope of moc. Let
ot (1) (resp. o~ (1)) be the slope of F* (resp. F~) at 7(c(#)). We will see in Lemma 4.12 that
ot <o’ <o (Hforalltel

Smooth herringbone singularities are either left-pointing or right-pointing. Since
7 is a homeomorphism from N NT to M, the sets M™ and M~ are separated by the
projection 7 (C). If M* is above n(C) (i.e., M* ={(x,y) e t(N) : y > cy(x)}), wesay Cisa
right-pointing singularity (because 7. (H *) looks like ). If M is below 7(C), we say C
is a left-pointing singularity (because 7. (H*) looks like <<).

We now state the first variation formula for vertical contact variations.

Theorem 4.11 (First variation formula with herringbone singularities). Let U c V; be
an open subset, let f: U — R, and let I = 'y be an intrinsic Lipschitz graph with a
smooth herringbone singularity C. Let 0%, o*, and o~ be as above, and lety: I — VW,
Y(t) = (£,0,7,(2)) be a parametrization of I1(C).
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Let wy € CZ(U), let w = wo oIl be a potential, and let Viy = —(Xy)Y + w2 Z be the
corresponding field. We can write Vy = II* (W), where W = w, Z is a vector field on Vy. Let
¢ H—H, r€ (-¢,¢€) be the flow of Vy,, and let ¢, : Vo — Vy be the flow of W.

Let f; be the function such that Ty, = ¢4(I'). There are g = £o(U, w2, || f | L)) > 0 and
D =D, wy, | fllz@)) >0 such that

|Eu(fi) = Eu(f) — Ast| < D(Ey(f) +p@) £ (42)

forallt € [—¢g,&0l, where
1
A2=/—V?WZ-fo+—(fo)2'azLU2dﬂ
U 2
1
=—/wg(y(s))-é(s)ds+/(wz-azf+vfwz)-vﬁfdp,
2/ U
and 8(s) = (0 (s) —a%(5))% = (6°(s) — o~ (5))2.

In particular, if T is contact harmonic on U, then §(s) = 0 and thus 0°(s) =
foralls€ I. That is, the slope of (C) is the average of the slopes of F* and F~.

ot (9)+a7(s)
2

The condition on the slope of 7(C) is analogous to the condition in [CHY07] that a
singular curve in an H-minimal Z-graph bisects the foliation lines on either side.
Before we prove Theorem 4.11, we examine the behavior of T near C.

Lemma 4.12. With notation as in Theorem 4.11, forall s€ I, 0 (s) < a%(s) <o~ (s). Let
6 =1 if C is right-pointing and 6 = —1 if C is left-pointing. Let ] c I be a compact interval.
Then for all s € ] and all sufficiently smallv > 0,

fy©Z") = flys) = 6\/2 (0%(s) —0*(s)) v+ O(v) (43)

fy®Z™) - flys) = —6\/2 (07 ()= 0%s))v+0W) (44)

0 — gt
0. for9 2 =0\ =T oy (45)

2
- — 0
0:for9z M =01 T o, 46)

where the implicit constants depend on f and J. In particular, 8, f is Ly on a neighborhood
of y(J).

Proof. Let J' € I be an interval such that J € J'. Let € > 0 be sufficiently small that for
any s € J', there are unique unit x—-speed horizontal curves A : (—¢,&) — H such that
A%(0) = c(s) and the projection mo A{ (resp. mo A7) is a leaf of F* (resp. F7), and let
AE(s, ) = /Isi(t). Then A™ is a smooth map defined on D = J' x (—¢,¢), and its image
contains a neighborhood of ¢(J) in T'". Let { = zollo A" and let s € J. Since y(s) =
II(c(s)) = II(A* (s,0)), we have {(s,0) =y (s).

We expand ¢ around (s, 0). Since s — A (s,0) = ¢(s) is a smooth, unit x-speed horizon-
tal curve, (7) implies 05{(s,0) = —y(c(s)) and

0%((s5,0) = —(yoc)(s) = —a°(s).

Likewise, for any s, the map ¢t — A* (s, 1) = /If(t) is a smooth, unit x—speed horizontal
curve, s0 0,((s, 1) = —y(A¥ (1), and

2(s,1) = —(yo A (1).
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Setting ¢t = 0, we get 0,((s,0) = —y(c(s)) and 0%((3, 0) = —0™(s), 80 050,((s,0) = —(yo
0)'(s) = —0°(s). Thus

0 +
((s—1,8) =y2(5) + y(c(s) £ - y(c(s) t ”T(s) 12 +0%(s) 12 - UT(S) +0(6%)

Oy —+
—y,(5) + Mrz +0(5). 47)

For every s € J' and 0 < t < ¢, either A*(s—t,1) or A*(s+t,—1) liesin ', so {(s—
t,1) >7y.(s) or {(s+ t,—1) > y,(s). In either case, (47) implies 0" (s) < 0(s). By a similar
argument, 0 (s) < o~ (s) for all s € J'. Thus, if C is right-pointing, then M* = 7(NNT") is
above 7(C), and the horizontal foliations of I" project to lines of the form >>, while if C is
left-pointing, they project to lines of the form <.

For the rest of this proof, we suppose that C is right-pointing. If C is a left-pointing
singularity, we can rotate I' by 180° around the z-axis to produce a new graph T’ =
s_1,-1,1(I") with a right-pointing singularity. The slopes ¢°, 0", and o~ stay the same
under this symmetry, but the sign of f flips, so the left-pointing case follows from the
right-pointing case.

Let s € J. The smoothness of { and (47) imply that for any sufficiently small v > 0,
there is a unique ¢ > 0 such that {(s+ t,— 1) —y.(s) =v. Let p=A* (s + t,—t) € T. Since C
is right-pointing, p € I'*. Then

Op)=(G+t-6{s+t,-1)=(572(8) +Vv) =y()Z",
SO
Fy(9Z")=y(p) = y(A* (s +1,-1)). (48)

We thus consider the relationship between v and ¢. By (47),

Orey _ ~t
v= Mtz +0(8). (49)

For s € J, 0°(s) —o*(s) is bounded away from zero and bounded by a function of the
intrinsic Lipschitz constant of f, so v = t? and

b= =2 o= 2—V+o(t—3)— % Lo
"V %) —at(s) "\ o) —at(s) Vvl o0 —at(s) '

Since dg[y o AT1(s,0) = 0%(s) and d;[y o A*](5,0) = ™ (s),

FyZ) = y(A* (s+t,—1) = y(AT (5,00) + (0°(s) —oF ()t + O(1?)

= fiy()) +vV2v(e2(s) —a*(s) + O(v),

with implicit constants depending on f and J. This proves (43).
Differentiating (49) gives

dv

=(0%s)—at ()t +O(1?).
dr
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Therefore,
A drd
dvf(y(S)Z) = dty(A (s+1t,-1)
1 Oo(t?) 0
- ((aO(s) oot o0 —or i) 7T 9+ 0)
= 1+0Q)

[50(¢) —
_ o%(s)—o*(s) Lo,
2v

proving (45). The argument for the case v < 0 and the equations (43) and (45) is symmet-
ric. O

Now we prove Theorem 4.11.

Proof of Theorem 4.11. By Lemma 4.12, f is smooth on U* =TI(T'%), but not on the curve
y =II(C) dividing U* and U~. Indeed, 3, f — oo near y. Nevertheless, V f is equal to
the slopes of the curves in F* and F~, so Vf is bounded but discontinuous near y.
Let K c U be a closed set with piecewise smooth boundary such that supp w, € K. Let
K*=U*nK.Wedefine A*: K+ — R,

Aty = VWP pEKT
ot (x(p) pey
and define 1~ : K- — R likewise.

These maps are continuous away from y. To show continuity on y, let N be a neigh-
borhood of C as in Definition 4.10 and let s*: 7(N NnT) — R so that s* (D) is the slope of
F* at b. Then for any v = (x,,z,) e [I(NNTY), fo(v) is the slope of the horizontal curve
through Yr(v), ie,

Vif)=s"@(¥ @) =s"(xy, f(V)). (50)

This is continuous in a neighborhood of y, so A* and A~ are continuous.
Furthermore, we can bound VA* and 0;A* near y. The horizontal derivative V f1*
is the derivative of s* along a leaf of F*, so VA* € Loo(K*). By (50) and Lemma 4.12,

0:1%(x,0,2) =0, f(x,0,2) -8, s" (x, f(x,0,2))

0(¢)— g+
|/ TR o
2(z=1yz(x)
Since 8, s* and 09%(s) — o™ (s) are bounded, 0,A* € L; (K?).
Now we turn to Ey(f;). Since ¢,(U) = U, Theorem 4.5 implies that
|Eu(f) —Eu(f) — Aot| = |Ex(f) — Ex (f) — Aot < c (Ey(f) + p(O) £

for some ¢ = c(y, U, | fll . (y), where

-0y s (x, f(x,2)). (51)

1
Ay = /K—Vﬁwz-vff+ E(fo)2 -0, wo du(v).
We decompose Ay as Ay = A; + A, , where

1
Azi=/Ki—v§w2-ﬂtidp+/ﬁE(Ai)z-azwzdpzzQﬂQ;, (52)
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and we will compute the Ql?”s as in the compactly supported case of Theorem 4.5, plus a
boundary term arising from the singularity.
Consider Q} = [ ~V;wz - A" du. We have

VfWgZVf[(XOW)'f+ZOW] :Vf[xOW]-f+(x0W)-)L++Vf[ZOW]

on K*, so Vyw, can be extended continuously to K*. Letting g = Viw; and h = 17,
we know that g, ,Vg,Vh € Loo(K*). By Lemma 4.12 and (51), 0. f,0.h € L1 (K*). The
smoothness of w, implies

0,8=0,0,ws—0,f 0wy~ f-02ws € L1(K),

so we can apply Corollary 2.6 to show that
Qf = —/ Viws- A" ~62fd,u+/ VAT -Vewadp:= Q3 +Qy. (53)
K* K*

Before we integrate by parts again, we restrict to a domain that avoids y. Let T; < K*

be the closed subset of K* bounded by Z %y. This has piecewise smooth boundary and f
is smooth on T;. Then Vw,, A" € Loo(K™), and 0, f € Ly (K) by Lemma 4.12, so

Q;:_lim— VfLUg'/1+'azfd/,t.
1—00 Ti
Let a; parametrize 0T; in the positive direction. By Corollary 2.6 with g = w,, h=A*-0,f,

—/ vfwz-ﬁ-azfdu:/ —wp AT 0%+ wp -V [AT-0,f] du+ P
T; i

1

:/ wo AT (=022 + V[0, f1) + wa -0, f VA du+ P (54)

T;
where P; is the line integral P; = faTi —wp-A*-0,f - (fX+ Z)- da;. As in the proof of
Theorem 4.5, — (8, )% + V¢[0.f1=0,A%,s0

Q;:.hm WZ'A+'OZA++wZ'azf-Vf/1+dy+Pi.

1—00 Ti

This integrand is L1, so in fact,
Q;=/ wy- AT -0 AT+ w0, f- VAT dpu+ lim P;. (55)
K+ 1—00

Now we consider lim;_., P;. Let € = i~! and let I be the domain of Y. Since w»
vanishes on dT; ~ Z¢y(I), it suffices to integrate P; over Z¢y(I). Let p = y(t) and q =
y(£) Z¢. Since 1 is characteristic, y'(£) = X - f(p)Z, so

m=/;wxmwfmymﬂm«ﬂmX+zw¢mdr
1

=/—wm»vw»@ﬂw«ﬂm—ﬂmMr
I

= /—wz(q)-)l+(q) (-0t (1) +0(e) dt,
I
using Lemma 4.12 in the last step. Since 1* (g) = o™ (1),

limP; = / wa(y(1) -0t (1) (o (1) — (1)) dt. (56)
t I
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Finally, 0;A" € L1 (K™), so integrating Q; by parts gives
1 1
Q= / —(AN2.0,wrdu = / =0, [wa- (AM)?] d,u—/ wy-AT-0,A% dp.
Kt 2 Kt 2 Kt
Since w; vanishes on all of 8 T; except for its lower boundary y (1),

1
Q=- / Ew(}’(s))%*()’(s))zds— / wy-AT-0:A" dp
I K*

1
—/—Wz(y(S))-f(s)zds—/ wy AT 0,4 dp.
12 K+

Combining this computation with (53), (55), and (56) and canceling like terms, we
find

K= Qi 0+ 0;
:/WZ(Y(S))'(%U+(s)2—0'+(s)0'0(8)) ds+/ (wz~62f+Vfwz)'Vfcfdu.
1 K+

A similar calculation for A; gives

A, =/LU2(’)’(S))‘(%0’7(8)2—0'7(8)0'0(8)) ds+ (wz‘(?zf+Vfwz)'V§fdu
I K-

and .
Ap= A3+ A; = E/IwZ(y(s)) ‘5(S)d5+[((w2‘azf+vfw2)'viffdﬂ’
where 8(s) = (07 (s) —0%(5))? = (6°(s) — 07 (s))%. O
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