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Abstract

We present and mathematically analyze an online adjoint algorithm for the optimiza-
tion of partial differential equations (PDEs). Traditional adjoint algorithms would
typically solve a new adjoint PDE at each optimization iteration, which can be com-
putationally costly. In contrast, an online adjoint algorithm updates the design variables
in continuous-time and thus constantly makes progress towards minimizing the objec-
tive function. The online adjoint algorithm we consider is similar in spirit to the the
pseudo-time-stepping, one-shot method which has been previously proposed. Moti-
vated by the application of such methods to engineering problems, we mathematically
study the convergence of the online adjoint algorithm. The online adjoint algorithm
relies upon a time-relaxed adjoint PDE which provides an estimate of the direction
of steepest descent. The algorithm updates this estimate continuously in time, and it
asymptotically converges to the exact direction of steepest descent as t — co0. We
rigorously prove that the online adjoint algorithm converges to a critical point of the
objective function for optimizing the PDE. Under appropriate technical conditions,
we also prove a convergence rate for the algorithm. A crucial step in the convergence
proof is a multi-scale analysis of the coupled system for the forward PDE, adjoint
PDE, and the gradient descent ODE for the design variables.
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1 Introduction

Adjoint methods have been widely-used for the optimization of partial differential
equations (PDEs), and especially for optimizing PDEs modeling engineering systems.
Examples include [2, 4-6, 9-11, 16-18, 20, 24, 26-28], and [15].

Traditional adjoint algorithms consist of an iteration where at each iteration a new
adjoint PDE must be solved to calculate the gradient descent step. During the course
of optimization, many adjoint PDEs must be solved, which in certain cases can be
computationally costly. As an alternative, time-stepping and pseudo-time-stepping
methods (often in combination with one-shot methods) have been proposed, where one
views time-independent PDEs as stationary states of appropriate dynamical systems
and studies the behavior of the latter in the long-time regime, i.e., after their transient
phase. We refer the interested reader to [3, 7, 12—14, 19, 31, 32] and the references
therein for certainly a non-exhaustive list of representative references.

In this paper, we couple a time-relaxed adjoint PDE with a continuous-time update
equation for the variables that are being optimized. The time-relaxed adjoint PDE
yields an estimate of the direction of steepest descent, and updates this estimate con-
tinuously in time. The optimization variables are also updated continuously in time
using this online estimate of the direction of steepest descent. The focus of our paper
is the mathematical analysis of this “online adjoint algorithm”. As t — oo, the solu-
tion of the time-relaxed adjoint PDE asymptotically matches the exact direction of
steepest descent. A crucial step in the convergence proof is a multi-scale analysis of
the coupled system for the forward PDE, adjoint PDE, and the gradient descent ODE
for the design variables.

We prove convergence and convergence rates for the online adjoint algorithm for
a certain class of PDEs. Specifically, in our theoretical analysis, we consider the
optimization problem where we seek to minimize the objective function:

1 2 % 5
J(©) = E/U <u*(x) —h(x)) dx + 7 el , (1.1)

where # is a target profile. y ||9||§ is a regularization term where y > 0 and ||-||, is
the £, norm. u™ satisfies the elliptic PDE

Au*(x) = f(x,0), xeU
u*(x) =0, xeadU, (1.2)

where A is a standard second-order elliptic operator. Thus, we wish to select a param-
eter 6 such that the solution u* of the PDE (1.2) is as close as possible to the target
profile 4.

If AT denotes the formal adjoint operator to A, then the adjoint PDE is

AT0*(x) =u*(x) —h(x), xeU
i*(x) =0, xe€dU (1.3)
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The gradient of the objective function (1.1) can be evaluated using the solution #*
to the adjoint PDE (1.3). By Lemma 2.4 we have that

Vo J (6) =/ 0*(x)Vp £ (x, 0)dx + 6. (1.4)
U

Thus, the adjoint PDE (1.3) can be used to evaluate the gradient of the objective
function, which in turn can be used to optimize over the PDE (1.2). A key advantage
of adjoint methods is that, no matter how large the dimension of 6 is, the adjoint PDE
(1.3) is the same dimension as the original PDE (1.2).

1.1 The Online Adjoint Algorithm

The online adjoint algorithm optimizes the objective function J(6) via a continuous-
time equation for the update of the parameter 6(¢); see also [14, 32] for related
formulations. The direction of steepest descent is estimated using a time-relaxation
of the adjoint PDE. The estimate and the optimization variables are both simultane-
ously updated continuously in time. An appropriately chosen learning rate parameter
is introduced, which allows to guarantee both well posedness of the algorithm for all
times (Theorem 2.8) and convergence as t — oo (Theorems 3.1 and 4.2).
The online adjoint algorithm satisfies the equations:

?9_';([’)6) = —Au(t,x)+ f(x,0(1)), x€U,t>0
Z_’f(l,)() = —ATI;(I,X) + (u(t,x) —h(x)), xeU,t>0

d—e(t) = —ot(t)(/ u(t, x)Vo f(x,0@))dx + y@(t))
dt U

u(t,x)=u(t,x)=0, xe€dU,t>0
u(0, x) = ug(x), u(0, x) = iig(x), (1.5)

where «(¢) is an appropriately chosen learning rate. The PDEs for u and # can be
viewed as time relaxations of the PDE (1.2) and its adjoint PDE (1.3). It is easy to
see that f U i(t, x)Vo f(x, 6(t))dx is an estimate for the direction of steepest descent
Sy @ (x) Vg f(x,0(1))dx.

Apart from the generic formulation of the online adjoint algorithm as presented in
(1.5), our main contribution is two-fold. First, we prove thatast — oo, ||VJ(6(1))|| —
0. Namely, we prove that 6(¢) converges to a stationary point of J(6). We emphasize
here that in order to do so, no assumptions on convexity of J are needed. Secondly,
if we further assume that J(9) is strongly convex, then we also prove a convergence
rate of 6(¢) to the global minimum of J ().

In practice, the online adjoint algorithm (1.5) is implemented by simultaneously
solving the coupled ODE-PDE system using numerical methods such as finite-
difference methods. Either explicit or implicit finite difference methods can be used.
For example, an explicit finite difference method for implementing (1.5) would be:
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e Update u and i:

u(t+ A, x) =u(,x)+ < — Au(t,x) + f(x, 9(t))>A,
u(t+ A, x) =a(,x)+ ( — ATh(r, x) + (u(t, x) — h(x)))A, (1.6)

where A is the time-step size.
e Then, update the parameter 6:

0t +A)=0() — a(t)(/ u(t, x)Vo f(x,0(1))dx + y@(t))A. 1.7)
U

The spatial domain x is discretized and a finite-difference method is used to approx-
imate the operator A. The integrals are discretized as appropriate sums.

The focus of our paper is to rigorously prove the convergence of the online adjoint
algorithm for linear elliptic PDEs. In practice, real-world applications will typically
require optimizing over nonlinear PDEs. The online adjoint algorithm can also be
used to optimize over nonlinear PDEs. References [30] and [23] optimize over the
Navier—Stokes equation using our online adjoint algorithm. Numerical optimization
with pseudo-time-stepping adjoint methods has also been studied in [3, 7, 12-14, 19,
31, 32].

We demonstrate the online adjoint method below for a simple example of a nonlinear
PDE. Consider the equation

0 ; du ) du N 92u N 0%u 1.8
=—-0O0iu— —hu—+ — + —, .
Wox =2 dy  9x2  9y?

where (x, y) € [0, 1] x [0, 1] and with boundary conditions u(0, y) = 1, u(1, y) =
—1, u(x,0) = 1, and u(x, 1) = —1. The parameters to be optimized over are 6 =
(01, 62) and the objective function is (1.1) with y = 0. The target function 4 is the
solution to (1.8) with & = (10, 10). That is, our goal is to solve the inverse problem
of recovering the parameters in the PDE (1.8) given an observed solution.

The adjoint PDE for (1.8) is

i an  0*n 9%
0=0iu— + bu— + +—
9y?

ax ay ax2 =, 1%

where (x, y) € [0, 1] x [0, 1] and with boundary conditions % (0, y) = u(l,y) =
i(x,0) = u(x, 1) = 0. The gradient of the objective function is given by the formula

aJ (o Ll 9
© = —f / ﬁu—u(x,y)dxdy,
891 0 Jo ax

dJ (@ bt 9
©) = —/ / uu—u(x,y)dxdy.
90, o Jo 9y
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The online adjoint algorithm can be used to minimize the objective function J(6). In
our numerical experiment, we use an explicit finite difference method for the numerical
solution of the time-relaxed PDE and the time-relaxed adjoint PDE. The PDE variables
are updated using an Euler scheme. (Although not implemented here, it is worthwhile
noting that higher-order accuracy in time could be achieved with a Runge—Kutta
scheme.) Uniform mesh sizes for both time and space are chosen. The PDE operator is
approximated using a second-order accurate finite-difference method. The parameter
ODE:s are also solved using an explicit Euler scheme on the same uniform time grid
and the spatial integrals are also discretized as sums using the uniform spatial grid.
Figure 1 demonstrates that the online adjoint algorithm converges to the correct value
for the parameters 6 as + — oo. The right display in Fig. 1 presents the numerical

convergence rate, which satisfies the theoretical convergence rate of t~2 which we
prove for strongly convex objective functions for linear elliptic PDEs in this paper. (In
fact, for this specific example, the numerical convergence rate turns out to be faster

than t_i.)

1.2 Organization of the Proof

The rest of the paper is organized as follows. In Sect. 2 we state our assumptions,
present in more details the online adjoint algorithm and prove its well posedness in
Theorem 2.8. Convergence of 6(¢) to a stationary point of J(6) is proven in Sect. 3,
Theorem 3.1. We emphasize that no convexity requirements on J(¢) are needed in
order to prove convergence. If in addition, we assume that J(0) is strongly convex
with a single stationary point, then one can prove a convergence rate, Theorem 4.2.
The latter is the content of Sect. 4.
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Fig. 1 Left: solution for 6 using the online adjoint algorithm versus computational time. Right: numerical
convergence rate for HB — 0% H2 where 6% = (10, 10)
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2 Assumptions, Notation and Well Posedness of the Online Adjoint
Algorithm

Let U be an open, bounded subset of R”. We will denote by (-, -) the usual inner
product in H = L*(U). We shall assume that the operator A is uniformly elliptic,
diagonalizable and dissipative, per Assumption 2.1.

Assumption 2.1 The operator A is uniformly elliptic. We also assume that A is diag-
onalizable and dissipative. Namely there exists a countable complete orthonormal
basis {e, }nen C H that consists of eigenvectors of A corresponding to a non-negative
sequence {A, },en of eigenvalues such that

(=A)ey = —Apey, neN
such that the dissipativity condition A = inIfN An > 0 holds.
ne

An example of A is the second order elliptic operator, for definiteness taken to be
in divergence form,

n

Au) = = 3 (a0 (x))x. + 35 (g (0) + ).

i,j=1 ’ i=l1

The diagonalizable condition of Assumption 2.1 is automatically satisfied for exam-
ple by self-adjoint operators, see [8,Theorem 8.8.37]

Before proceeding with the well-posedness of the online adjoint algorithm, let us
recall a few basic results that will be useful for the analysis that follows.

Taking the domain of A to be D(A) = H(} (U) N HX(U), we have that it is dense
in H = L*>(U). Then, due to Assumption 2.1, elliptic regularity theory gives that
the operator A is closed and thus by Hille-Yoshida theorem (—A) is the generator of
an analytic strongly contraction semigroup {S(f)};>0 on H. The spectral assumption
made in Assumption 2.1 guarantees that

IS@ully < e llully . (2.1)

The latter also means that A is a coercive operator. In particular, we will heavily
use the fact that foru € D(A), we have

(Au,u) = 2 llully - (2.2)

Notice now that because we are dealing with a real Hilbert space and because

Hé (U) N H*>(U) is dense in L?(U), we obtain that A™ is also a coercive operator.

Indeed, by definition of the adjoint operator A" we shall have that for u € HO1 {o)yn
H*(U)

(ATu, u) = (u, Au) > M(u, u). (2.3)
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Notice now that under our assumptions the adjoint operator (—A™) will also gen-
erated an analytic strongly continuous semigroup {ST(I)},ZO on L?(U). In particular
(2.3) implies that the adjoint semigroup S (¢) will also be exponential stable. Indeed,
by definition we have for u € HO1 (U)N H*(U)

d 2 2
< HST(I)M = —2(AtS (O, ST < —21 ” staoul|” | 2.4)
dt H H
which then due to Gronwall lemma gives
stou] = ulla, 2.5)

proving the exponential stability of S7(r).
Then, if we assume that f € L2(U ), classical Lax—Milgram theorem (see for
example Chap. 5.8 of [8]) says that the elliptic boundary-value problem

Au*(x) = f(x), xeU
W) =0, xedU (2.6)

has a unique weak solution u* € HOl (U). The same conclusion will also be true for
the adjoint problem governed by the adjoint operator A™.

Remark 2.2 We also recall here that by classical elliptic regularity results if for given
meN,al b celC"T(U)withi, j=1,...,nand U € C"*2, then the unique
solution u* to (2.6) is such that u* € H™2(U). Clearly if a’/, b’, ¢ € C*°(U) with
i,j=1,....,nand U € C*®, then u* € C>®(U). We refer the interested reader to
classical manuscripts, e.g., [8,Chap. 8], for more details.

Remark 2.3 For notational convenience and without loss of generality, we have
assumed zero boundary conditions for the PDE (2.6). We can consider the PDE (2.6)
with non-zero boundary data, say u*(x) = g(x),x € U, under the assumption
g € H'(U) for unique solvability of the corresponding PDE (2.6). We refer the
interested reader to classical manuscripts, e.g., [8,Chap. 8], for more details.

As briefly presented in the introduction now, let f(-,-) : R" x R? > R be such
that for every 6 € R? f(-,0) € L>(U). As with (2.6) the linear PDE

Au*(x) = f(x,0), xeU
u(x) =0, xedU 2.7
will have, for each given 6 € RY,a unique weak solution u™ € HO1 (U). We shall write
u™(x; ) when we want to emphasize the dependence on 6.

For a given target profile & € L?(U), the goal is to select 6 to minimize the objective
function

1
JO) = S0~ h.u* —h>+§||9||%, 2.8)
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where y > 0. y ||9||% is a regularization term and ||-||, is the £> norm.
The adjoint PDE satisfies

AT (x) =u*(x) —h(x), xeU
i*(x) =0, xedU (2.9)

and as with (2.6), Assumption 2.1 and the fact that u* — h € L2(U) guarantee that
(2.9) has a unique weak solution * € HO1 (U). Notice that since u* depends on 6, the
same will also be true for 2* and we shall write i*(x; 8) when we want to emphasize
that. The following lemma provides a useful representation for VgJ (6), which will
also motivate the form of the online adjoint algorithm.

Lemma 2.4 Let Assumption 2.1 and assume that h € L*>(U). Then, we can write
Vol (0) = (™, Vo f(0)) + v0. (2.10)

The proof of Lemma 2.4 is presented at the end of this section. In terms of the
learning rate () we make the following assumption.

Assumption 2.5 We assume that the learning rate o« (¢) is such that tlim a(t) = 0and
— 00

o [o a(s)ds = oo and [5° a’(s)ds < oo.
t

1 / t
. SUP/ a(s)e? 5 e g < o0 and lim < 0 _y

>0 Jo t—>o0 (t)

The first part of Assumption 2.5 on the learning rate is classical and is also the same
used in discrete time algorithms, see for example classical references such as [1, 21].
The second part of Assumption 2.5 comes up while proving that ||6(¢) || stays bounded
for all times and later on in the convergence proof of 6(¢) to a stationary point of J. An
example of a learning rate that satisfies both parts of Assumption 2.5 is «(¢) = IL—H

In terms of the parametric model f (-, -) we make the following assumption

Assumption 2.6 We assume the following conditions:

e For each fixed 0 € R, f(-,0), Vo f(-,0) and V3 f (-, ) are in L?(U). For each
fixed x € R"*, f(x,-), Vo f(x,-) and ng(x, -) are bounded. In other words we
assume that there exists C < oo such that

sup <||f(9>||Lz(U) + 1Yo SOl 20 + | V£ ©))
HeRd

)=c
L2(U)

e Foreachx € U, f(x,-) is globally Lipschitz L> Lipschitz constant in x.

In terms of the associated cost function J () we make the following Assumption 2.7.

Assumption 2.7 We assume that J(-) € C? and globally Lipschitz.
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We emphasize that Assumption 2.7 does not impose any convexity type of assump-
tions on J(9). The online adjoint algorithm satisfies the time-dependent PDEs

?a—btl(t,x) =—Au(t,x)+ f(x,0()), xe€U,t>0
Z—L;(t,x) =—AT0t, )+ wt,x) —h(x)), xeU,t>0

de
7/ O= —Ot(t)((Vef(Q(t)), un) + J/9(t))

u(t,x) =u(t,x)=0, xe€dU,t>0
u(0, x) = ug(x), u(0, x) = p(x) 2.11)

Notice that (2.11) is a non-local coupled system of PDEs. Theorem 2.8 is about the
well-posedness of system (2.11). Also, with slight abuse of notation, with 6 = 6(¢)
from (2.11) we shall denote the solutions to (2.7) and (2.9), by u*(z, x) and @2*(¢, x)
respectively.

Theorem 2.8 Assume Assumptions 2.1, 2.5 and 2.6 and that ug, iig,h € L2(U).
There exists a unique mild solution u, u € C((0, 00); W02’2(U)) NC((0, c0); L2(U))
and 0 € C'((0,00)) to equation (2.11). If in addition h € L™, then u,ii €
C((0, 00); Woz’p(U)) N CL((0, 00); LP(U)) for any p > 2 and if further we assume
that ug, iig € WP (U), then u, ii € C([0, 00); Wo'P (U)) N €' ([0, 00); LP(U)) for
any p > 2. In addition, we have that there exists some constant K < 0o such that

sug[||u(t)||Lz(U) + 180 20 + ||9(:)||2] <K. (2.12)
1>

Remark 2.9 At this point we mention that even though in Assumption 2.6 we have
assumed that || f(9)]| L2(U) is uniformly bounded, an investigation of the proof of
Theorem 2.8 shows that this assumption can be relaxed. In particular, at the expense
of slightly more elaborate estimates, the results of this paper (which heavily rely
on (2.12) being true) hold if we assume instead that || f(6)l ;2 grows linearly
in [|0]l,, with bounded derivatives, i.e., [[f(0)|,2 < C( + [10]l,), still with

(IIV@ FOll2 + ” ng(@) H L2(U)) < C and additionally that the regularization coef-

ficient y > 0 is large enough depending on the L? norms of ug(x) and fig(x). We
have chosen to present the results for uniformly bounded || f ()l 2y for presenta-
tion purposes and because in this case we do not need any additional restriction on the
magnitude of y other than being strictly positive.

Let us conclude this section with the proofs of Lemma 2.4 and Theorem 2.8.

Proof of Lemma 2.4 (2.10) can be derived using the definition of the adjoint PDE (2.9).
Define u = Vyu*. Differentiating (2.7) yields
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Ai(x) =Vgof(x,0), xeU
u(x)=0, xedU

Integration by parts yields
@*, Aii) = (A0, ir).
Due to (2.7), this yields the equation
(A", i) = (@*, Vo £ (0)).
Using the definition of the adjoint PDE (2.9),
" —h, i) = @@*, Vo £ (0)).
Recalling the objective function (2.8), we then write

VoJ () = (u* —h, ) + y6
= (4", Vo f(0)) + 0,
which yields (2.10). O

Proof of Theorem 2.8 Let us define the index set G = {1, 2, 3} and the space ® =
U x G. Define the variable y = (x, ¢) € ® and the measure dn = dx ® dt on ® where
dt denotes the counting measure on G. Define now the Banach space X> = L?(®, dn).
Similarly we denote by H 2(©) = W2*%(®) the Banach space of functions f on
© such that for each ¢ € G we have f(-,¢) € H2(U) with norm 1l 2@ =

Yoo G Ol
Setting v(z, x) = (u(t, x),u(t,x),0(t)) and p(r, y) = v (¢, x) (the ¢'th compo-
nent of the vector v) for y = (x,¢) € U x G we consider the evolution equation on
® given by
ap(t,y) = Llplt, y) + Rlplt, y),y € © (2.13)
where
LIpl(t, x, 1) = —Au(t,x), LIpl(t,x,2) = —ATa(r,x), L[plt, x,3)=0
and
Rlpl, x, 1) = f(x,0(r), Rlpl(, x,2) =u(t,x) —h(x),
Rlpl(t, x,3) = —Ot(t)((Vef(é’(t)), () + 7/9(t)>.
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We note that we have slightly abused notation here because L[p](¢, x,3) = 0.
However, this notation is convenient because it allows us to describe the PDE in
question in the form (2.13) as a single vector valued evolution equation.

Let us define the norm |w|, 7 = SUPyefo, 7] ||w(t)||Lz<U) if w = w(, x) and
lwlla,7 = sup;cpo. 7y lw(@)llg, if w = w(z). Here £, denotes the standard Euclidean
norm. In particular, for v(¢, x) = (u(t, x), u(t, x), 6(¢)) we shall have

lvllo, 7 = llulla,r + ||12||2T + 11017 -

where, the first two components depend on (¢, x) and the last component depends only
ont.

We will be working with mild solutions. Due to Assumption 2.1, the operators A
and A" are generators of analytic contraction semigroups {S(#)};>0 and {S*(t)},zo
respectively on L>(U).

Then, we can write for the mild solution of (2.13) that

p(t,y) = H[pl(t,y),

where
H[pl(t, x, 1) Sy)u(j(x)+f0tt5(€r—S)f(x,9(s))ds
Hlpl(t, y) =  Hlpl(t, x,2) ST()iao(x) + fo STt — s)(u(s, x) — h(x))ds
Hlpl(t, x,3) —Ot(t)<(Vef(9(t)), ut)) + V9(t))-
(2.14)

Now the properties of the analytic contraction semigroups {S(#)};>0 and { ST(0)} >0
guarantee that there exist an increasing continuous function D(¢) with lim;_,o D(¢) =
0 (possible different from line to line below) such that

IH[p1C. D27 < lluollz2 + D(T)
IH[P1C, 2)lla,7 < [dio] 2 + D) + llullz,7)
IH[p1C. D27 = [160lle, + D) (ufl, 7 + 101l2,7) (2.15)

i

and for p = (uy, 1, 61) and ¢ = (uz, iz, 62)

1H[p]C. 1) = HlglC, Doy = D) 161 = O2li2,7
1H1p1¢. 2) = Hlgl(C. Dlla,r < D(T) lluy — uzllo, 7

IHp1C.3) = Higle Dlla.r = D) (i = iy 7 + 16 = 62z (1 + i ] ,.))  (2.16)

The linear growth bounds of the operator H as given by (2.15) together with the
local Lipschitz continuity property demonstrated in (2.16) allow us to conclude via
the classical Picard—Lindelof theorem for Banach valued ODE’s that for every py €
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X? there exists a unique local mild solution p € C([0, To], X?) of (2.13) for some
sufficiently small 0 < Tp < oo.

Next we want to show that this solution can be extended globally. To do so it is
enough to establish a global bound for the ||-||y2 of solutions. Indeed, the analytic
contraction semigroups {S(#)};>0 and {S+ (t)};>0 guarantee that there is a constant
K < oo (independent of ¢) such that

t
lu@ L2 = ISOuO)l 2 +/o IS —$)f©O)L2ds

t
< lu©)|l;2+C / e M9 gy
0
<K. (2.17)

Analogously, for a potentially different constant K < oo and using estimate (2.17)

a2 < |'swa] , + /O 5@ = st =)

ds
L2

t
< |a],. +f0 e (u(s) 2 + 11l 2)ds
<K. (2.18)

Let us next show that 6 (¢) is uniformly bounded in time. Define the quantity Q(¢) =
(Vo fo@)), (1)) § and notice that due to estimate (2.18) and the bound on Vj £ ()
by Assumption 2.6, we obtain that sup,., Q(t) < C for some appropriate constant
C < oo. N

By direct calculation, keeping in mind the equation that 6(¢) satisfies and Holder
inequality, we obtain

d
p 1015 = —2ya @) 10115 — 2(1)6, (Vo £ (O1)), A1)

< —ye® 10015 + () Q).
By comparison principle we then have that
16)13 < 7 5 19 (0) 3 + ; [ ’ asre? L O sds
<7l 1903 + € fota<s>e‘yff“<’>d’ds (2.19)
and the result follows by requiring that for some C < 0o (see Assumption 2.5)

t
supe” Jo a(s)ds + sup/ a(s)e [ awr g <C
0

t>0 t>0
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All in all we obtain the a-priori global estimate

loll2,00 = K

for some finite constant K < oo. With this a-priori bound the solution can be extended
indefinitely in time. Thus a unique global solution exists. This means that there exists
a unique global mild solution p € C([0, c0), X 2).

Essentially the same argument as above shows that if the initial data are in L7 and
h € L4, for ¢ > 2, then we will have that there is a unique global mild solution
p € C([0, 00), L1(O®, dn)).

Let us now discuss regularity. We will prove that for initial data and & in L9,
we actually have that u, 2 € C([0, 00), L?) for any p € [g,00). We will use a
bootstrap argument. Due to Sobolev embedding theorem and Riesz-Thorin theorem
the following LY — L7 estimate for the semigroup S(¢) holds

_n(l_1
I1S@&lLrw) = CE AL 2(" ") lgllLaqw) (2.20)

where n is the spatial dimension, p > ¢ and g a test function. Then, let us consider
p > g such that % = [ll — L and assume that we know lullps < oo. Consider an
initial time ¢ = € for some I'fxed € > 0 and using (2.20) we have for u (we use the

mild formulation of the solution )

1 t 1
lu(t +e)llpr <C [t_z lu(e) g +fo (@ —95)"2 |lu(s +6)”Lq] ds

1 1
=C [t_z lu(€)llpa +12  sup ||u(5)||qu| ds.

s€le,e+t]

Next consider the solution u starting at time t = 2¢ with initial data u(2¢) € L?.
Then, we will have that u € C([2¢, 00), L?). Notice now that € > 0 is arbitrary.
Thus we obtain that u € C([0, 00), L?) for p > g such that % = é — % Using this
argument inductively, first with ¢ = 2 and p > 2 such that % = %
that u € C([0, 00), LP) for any p € [2, 00).

Following exactly the same process and using that u € C([0, c0), L?) for any
p € [2, 00) we then obtain that if 2 € L? for all p > 2, then 2 € C([0, 00), L?) for
any p € [2, 00) as well.

Next, we notice that the forcing term R in (2.13) is in L”(U), so by the
parabolic estimates in Sect. IV.3 of [22], we get that u, & € C((0, 00); Woz’p(U)) N
C'((0,00); LP(U)) and if the initial data ug,ip € W?>P(U), then u,i €
C([0, 00); Wg’p(U)) N C([0, 00); LP(U)) for any p > 2. This concludes the proof
of the theorem. m|

% we then get
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3 Convergence to a Stationary Point

The main result of this section is the convergence result for 6 (¢). It says thatas t — oo,
0(t) converges to a stationary point of the cost function J ().

Theorem 3.1 Assume Assumptions 2.1, 2.5, 2.6 and 2."]. Then, we have that

lim [VJ(@ @), = 0.
—>00

The proof of Theorem 3.1 is be a consequence of series of lemmas. In Sect. 3.1 we
establish necessary decay rates for the solution to (1.5). These results are then used
in Sect. 3.2 to characterize the behavior of 6(¢) for large times and eventually prove
Theorem 3.1.

3.1 Decay Rates for the Online Adjoint Algorithm (1.5)

In this subsection, we establish some necessary decay rates for the online adjoint
algorithm (1.5).
First, Lemma 3.2 has a critical bound on ‘ % %

and on ‘ .
H H
Lemma 3.2 Under Assumptions 2.1 and 2.6, there exists a constant C < o0 such that

‘8u* n H au* Caln)
< Ca

ot |y ot ||y

and consequently tlim ” o7 =tlim H o =

u*
dt

Proof First, we study . We see that %(r, x) satisfies the PDE

ou* _ +do
Aw(t,x) = Vo f(x,0(1)) I

= —a(t)Vs f(x, Q(I))T<(ng(0(t)), i) + ye(z)), xeU,t>0

ou*

5 =0, xedU,t>0 3.1

By the coercivity assumption on A by Assumption 2.1 we subsequently obtain

21/ ou* du*
<—\A——, —
g A\ o ar

a *
(Vef(G(t))T< (Vo £(00)). () + yg(t)), %)‘

ou*
ot

IA

1
XO{([)

ot

IA

1
XO{([)

‘ Vo fO@)" ( (Vo f(0(0), a(1)) + V9(t)>

H H

@ Springer



Applied Mathematics & Optimization _###t#####H#H#H#####HHHH### Page 150f29  _####_

and the result follows directly by Assumption 2.6 on Vjy f and estimate (2.12).

Let us now turn our attention to % ‘H. By differentiation, we obtain that %(z, X)
satisfies the PDE
ou* ou*
A' f,x) = t,x), xeU,t>0
a7 (t, x) o7 (t,x), x >
oun*
P =0, xedU,t>0 (3.2)

The result then follows by the coercivity condition on A™ by Assumption 2.1 and

due to the fact that ‘ dai:

" < Cua(t). This completes the proof of the lemma. O

Let us consider the difference

o(t,x) =u(t,x) —u*(t, x). (3.3)
¢ () satisfies the PDE
¢ . B ou™*
E(I,x)— Ap(t, x) a7 (t,x), xeU,t>0
¢, x)=0, xedlU,t>0
¢, x) =upx) —u*0,x), xeU (3.4)

Lemma 3.3 Under Assumptions 2.1, 2.5 and 2.6 we have that
Jim (10l =0, (3.5)
and there is some finite T* < oo such that for all t > T*
lp@Dlly < C (7 + ), (3.6)

where C < o0 is an unimportant constant.

Proof We begin by proving that %(r) is globally Lipschitz in time. Differentiating
the elliptic PDE that u* satisfies twice with respect to ¢ yields forx € U and r > 0

82 *
atuz = —a/(f)vef(e(f))T< (Vo f 6@)), a(0)) + )/9(t)>

a
—oe(t)a[Vef(Q(t))T((Vef(H(l)), (1) + J/Q(I))]

Therefore, using the bounds on f(0), V £ (), 6(¢), u(t), and ut(¢), we can show, using
the coercivity Assumption 2.1 and the Cauchy-Schwarz inequality as in Lemma 3.2,
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2., %
that sup ‘ 8tu2 < C. We provide the necessary calculations below for complete-
nesst<C>o "
’8214* 2 1( 92u* 8214*) _ 1 H 92u* 92u*
2 ||y — A 0127 92 T T A a2 |y 912 |y
K || 9%u*
< — == )
x| o |y
where K is a constant. Re-arranging yields, for ¢ > 0,
92u*
’ % fly =

where C is a constant. This, then gives

ou* ou* l‘82 * t 82 *

- = f 0 s/ O ap < Cle—sl.
ot ot H s 0p? H s o gy
3.7
Therefore, we can write
t au*
B(1) = S1P0) - / St - 12 e,
0 at

where ||S() |y < e M witha >0 by Assumptions 2.1.

Due to Lemma 3.2, for any € > 0, there exists a s such that % ‘H < efort > s.

By the triangle inequality,

t au*

at

dt
H

St —1)

leOlly = 1S@O¢O) g +/O

t
< e 16Oy +Ca /0 g (1) dr.

Let us now define 1(r) = fé e M =Dg(1)dt. Next, it is easy to show that
lim;,,» I(t) = 0 and in particular that the integral term goes to zero at the rate
of «a(t) in the sense that lim;_, o % = % These observations imply that there is a
finite 7" < oo such that for all 7 > T*, we have that 1 (t) < Ca/(t) for some constant
C < o0.

Hence we indeed get that both (3.5) and (3.6) hold, concluding the proof of the
lemma. O

Define W (z, x) = (¢, x) — u*(¢, x). A similar lemma can also be proven for the
limit of W (7).
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Lemma 3.4 Under Assumptions 2.1, 2.5 and 2.6 we have that

lim [[W(0)lly =0, (3-8)
—>0o0

and there is some finite T* < oo such that for all t > T*

WD)y < C (et +a), 3.9
where C < 00 is an unimportant constant.
Proof W (t) satisfies the PDE

aa—jj(t,x) =—ATv@E, x)+ ¢, x) — du

3

t,X). 3.10
o7 (t,x) (3.10)
Exactly, as it was done in Lemma 3.3 we can show that ¢ +— ds—‘t*
Lipschitz. Together with Assumption 2.1 we write

() is globally

t A%
() = ST(HW(O) + / ST —1) (¢(r> - aa”t <r)) dr,
0

where S7(r) is the analytic contraction semigroup generated by AT satisfying
H N (1) ”H < e ™ with A > 0. Using the same reasoning as in Lemma 3.3, and

the fact that 1im_. s (||¢(t)|| u ‘

33—L?(t)HH) = 0, we can prove (3.8). The decay
rates for ||¢ (1) | i and H %(r) H u from Lemma 3.3 and 3.2 respectively prove (3.9),

the same way (3.6) was proven. This concludes the proof of the lemma. O

3.2 Proof of Theorem 3.1

Let us now return to the equation for 6 (7).

do
dt

—a(t)( (Vo f0@)), a@)) + y9(t)>

—a(t)VeJ (0(1)) — Ot(t)( (Vo f©O@)), a* (1) — (Vo f(O(1)), ﬁ(ﬂ))
—a(t)VeJ (0(1)) — a(r) (Vg f(0(2)), W(1)). (3.11)

The second term on the RHS will converge to zero as t — oo due to (3.8). This
means that asymptotically 6 will be updated in the direction of steepest descent.
Theorem 3.1 rigorously proves this along with proving convergence of 6(¢) to a critical
point of J(0).

The structure of the proof proceeds in a spirit similar to [29] with certain differences
that will be highlighted below as needed. For completeness, we present the whole
argument with the proper adjustments.
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Let € > 0 be given and let © = pu(e) > 0 to be chosen later on. We define the
following cycle of times

O=o0p<t1<01<mp<0=<---
where fork =1,2, ...

e =inf {t > op1 VIO = €},

VIO @)
' 2

O) = sup {t > Tk = IVJO I = 2(IVIO(m) |l forall s € [z, 7]

t
and / a(s)ds < ,u}.

k

Essentially, the sequence of times {0} }xen and {7x }xen keep track of the times in
which |[VJ (@ (2))|l is within a ball of radius € and away from it.

Next, let us define the corresponding intervals of time J; = [ox—1, Tk) and Iy =
[Tk, ok). Clearly, when ¢ € Ji, then we have that ||VJ(0(¢))]| < €.

Let us now go back to (3.11) and define the integral term

t
Ayt =f a(p) (Vo f(8(p), W(p))dp. (3.12)

We first show that A, 5, decays to zero. In particular, we have the following lemma.

Lemma 3.5 Assume that Assumptions 2.1, 2.5 and 2.6 hold. Let us fix some n > 0.
Then, we have that limy_, || Agy op+n ||2 =0.

Proof of Lemma 3.5 We notice that for some constant C < oo that may change from
line to line

sup [, = /0 @(p) (V0 FO(0)), W (o), dp
>
5/0 a(p) Ve £ @)l 1% () dp
scfo (o) 1% (p) 1y dp

o
< C/ [az(p) +oz(p)pe‘”)] dp
0
< C < o0,
where the boundedness of || Vg f(6) || y together with the decay rates from Lemma 3.4

were used. This immediately proves that limy_, o H Ay op+1 ||2 = 0 concluding the
proof of the lemma. O
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Lemma 3.6 Assume that Assumptions 2.1, 2.5 and 2.6 hold. Denote by Lv j to be the
Lipschitz constant of V J. For given € > 0, let u be such that 31 + 8% = ﬁ. Then,
for k large enough and for n > 0 small enough (potentially depending on k), one has
f:"-’_" a(s)ds > w. In addition, we also have % < fri" a(s)ds < .

Proof of Lemma 3.6 The proof proceeds by contradiction. Let us assume that /. rik T a(s)
ds < pandlet§ > 0 be such that § < /8. In addition, without loss of generality,
we can assume that for the given k, n is so small such that for any s € [7, ox + 7]
one has [|VJ (0(s)l2 < 311V (0@)) 2.

Then, invoking (3.11) we have

o+
||9(0k+77)—9(fk)||2§/ a(t) Vo @) 2 dt + | Ag.opin |,

Tk

<3IVIO@N a1 + | Az op4n Hz

By Lemma 3.5 we have that for k large enough, |Ag 64|, < 8 < /8. In
addition, we also have by definition that m < 1. The combination of these
two results gives

166 +m) = 0@l < VI @@ (3 + g2) < 1970 57—

This means that
1
IVJI@(or +m) — VIO (@) lly < Ly 100k +1m) — 0l < 5 IVJ@ @), -

Then, this would yield
1
2 VIO @)z < IVI@(ok +m)lly < 21IVI@ (T2 -

Howeyver, this is a contradiction, because that would mean that f;fﬂ a(s)ds > u,
since otherwise oy +1 € [1¢, ox] which cannot happen because 1 > 0. This concludes
the proof of the first part of the lemma. The proof of the second part of the lemma
goes as follows. By its own definition, we have that | ri *a(s)ds < . Next, we show
that f;}:k a(s)ds > /2. We have shown that f;”” a(s)ds > . For k large enough

o+

and 7 small enough we can choose that f or a(s)ds < wu/2. The conclusion then

follows. This concludes the proof of the lemma. O

Lemma 3.7 Assume that Assumptions 2.1, 2.5 and 2.6 hold. Assume that there exists
an infinite number of intervals Iy = [tx, ox). Then, there is a fixed {1 > 0 that depends
on € such that for k large enough

J(0o) — J(05) = —C1.
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Proof of Lemma 3.7 By chain rule we have that

Ok

J(O(ox)) — J(0(w)) = —/ a(p) VIO (p)ll2dp

Tk

O
+ / «(PIVIO(P)) - (Vo f B (). W(p))dp

k

=M+ M. (3.13)
Let us first consider My = — T’Zk a(p) IVI@(p))dp. For p € [t, ox] we

have that IYXG2 < 776 (p))ll, < 21IVJ (6()) - Thus, for sufficiently large
k, we have by Lemma 3.6

M <

< y) a(p)dp <

IVJ @6 (w))lI3 / IVJ 6 (m))I3
- —T/L.
Tk

Next, we address M, j = f;" a(p)VJI@(p))- (Vo f(O(p)), ¥(p))dp.Letusdefine

n t
M, :/ a(p)VI@(p)) - (Vo f(O(p), ¥(p))dp.

~

Clearly, we have that M = M, o,.

We claim that SUp,~( IVJ(O(p))ll, < oc. For this purpose, we shall use the rep-
resentation of VJ(0) by (2.10) together with the a-priori H norm bounds for u*,
Vo f(x,0) as well as the uniform bound on sup - 10 (p)[l by (2.12). These imply
that indeed sup - IVJ(6(p))ll, < oo.

Then, we have for some constant C < oo that may change from line to line

sup Mo, < C/o a(p) VI @Dz Ve f O a ¥ ()l dp

>0
o0
< c/o () 19(P) 1 dp
oo
< C/ (oez(p) +a(p)e‘”’p) dp
0
<C < .
where we used the decay rate bound from Lemma 3.8. The latter, then means that

My — Oask — oo.

Putting the above together, we get for k large enough such that |M, | < é < %62

_IVI@@)3

J(O(ox)) — J(O()) < 2 w+4
Ho K o5 ()
< —— —_— = ——c€“.

< 86 +16€ 86
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Setting ¢ = %62 we conclude the proof of the lemma. O

Lemma 3.8 Assume that Assumptions 2.1, 2.5 and 2.6 hold. Assume that there exists
an infinite number of intervals Iy = [T, ok). Then, there is a fixed 0 < ¢ < {1 such
that for k large enough

J(O) — I (Ooy_y) = 02

Proof of Lemma 3.8 Recall that ||[VJ(6(2))|l, < € fort € Jr = [ok—1, Tk]. By chain
rule we have

Tk

J(O () = J(O(or-1)) = —/ a(p) VI @ (p)ll2dp

Ok—1

T
+ / a(p)VJ(O(p)) - (Vo f(@(p), Y(p))dp

k—1

T
5/ a(p)VJ(O(p)) - (Vo f(O(p)), W(p))dp.

k—1

As in the proof of Lemma 3.7 we get that for k large enough, the right hand side of
the last display can be arbitrarily small. This concludes the proof of the lemma. O

Now we can conclude the proof of Theorem 3.1.

Proof of Theorem 3.1 Fix an € > 0. If there are finitely number of 7, then there is
a finite 7* such that ||[VJ(0(2))|l, < € for t > T*, which proves the theorem. So,
we basically need to prove that there can only be finitely many 7x. So, let us assume
that there are infinitely many instances of 7. By Lemmas 3.7 and 3.8 we have for
sufficiently large k that

J(0g) — J(0g) = =1
J(Oy) = (o) =02

with 0 < ¢ < ¢1. Let N large enough so that the above relations hold simultaneously.
Then we have

n

J(O(th41)) — J(O(TN)) = Z |:J(9(Uk)) —J(Ow) + J(O(th+1)) — J(H(Uk))]
k=N
<Y (-t +0) <0,
k=N
Letting n — oo, we get that J(0(t,+1)) — —o0, which is a contradiction, since

by definition J(0) > 0. Thus, there must be at most finitely many 7. This concludes
the proof of the theorem. O
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4 Convergence Rate in the Strongly Convex Case

We will now prove a convergence rate for 6 (¢). First, we need to strengthen the assump-
tions on the cost function J(-). Namely, we now assume that J (0) is strongly convex.

Assumption 4.1 We assume the following conditions:

o J()eC2

e There exists a unique global minimum 6* where Vy J (6*) = 0.

e H(O) = VygJ(0) is globally Lipschitz and H(0*) is positive definite. That is,
there exists a constant ¢ > 0 such that

ETHOME > q €3 (4.1)

e The learning rate satisfies «(t) = Cya(t) where the learning rate magnitude C,, is
selected such that C,,¢ > 1. The learning rate function a(¢) satisfies tlim a(t) =0
— 00

and

o0 o0
f a(s)ds = oo and / a’(s)ds < oo.
0 0

t . d a/(t)
supf a(s)e_yfs adrgs < 0o and lim =0
>0 Jo =00 a(r)

1

An example is a(t) = -

In this section we will assume without loss of generality that the learning rate is
at) = ILH Even though this specific choice of the learning rate is not necessary for
the results to hold, it will simplify the derivation of the convergence rate. The main

result of this section is Theorem 4.2.

Theorem 4.2 Let us assume that a(t) = 1/(1 + t). In addition, assume that Assump-
tions 2.1, 2.6 and 4.1 hold. Then we have that there exists a time 0 < ty < 00, such
that for all t > 1y

lo@) — 6%, < cr= V2. 4.2)

The proof of this theorem will be a consequence of a series of lemmas. Let us recall
the function ¢ (¢, x) = u(t, x) — u™(z, x) satisfying (3.4)

% 1.3y = =gt 1) = 1)
—(,x) =— Jx)— —(t,x
ot ot
such that by Lemma 3.2, t — % is globally Lipschitz and ’ % ’H < C1+-z < C%.

Then, we have the following lemma.
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Lemma 4.3 Consider the setting of Theorem 4.2. We have that there is a finite constant
C < oo such that

limsup 12 (¢ (1), ¢ (1)) < C. 4.3)

1—>00

In addition, there exists a ty > 0 such that for all t > ty and any 0 < p < 1,

@), p(1)) < Kt72P.

Proof of Lemma 4.3 For notational convenience we set below Y (1) = (¢ (1), ¢ (2)).
First we calculate

dy ou*
E(t) = =2(p(1), Ap(2)) — 2 <¢(f), o1 (f)> .

For € > 0 to be chosen later on and using the coercivity Assumption 2.1, we then
have the inequality (omitting the argument ¢ for notational convenience)

W 5. a9) +2‘<¢>e, 13“*@))‘
dt — € 0t
< 0, $) + €2, ) + — (ai ai)
- ’ 2 ’ 2¢2 \ ot ot
e? C
< 2(n— 7)Y + 55t 2
= —2b.Y + Cct™2,

where we have used Young’s inequality. The constant b, = A — % and C, = % We
can select € such that b, > 0.

Denoting now for notational convenience b = b€ and with some abuse of notation
setting C = C¢, let’s construct the ODE

dv

— = 2bv+Cr?,
o v+
v(l) = Y(1).

Define & = Y — v. Then, we have that £(1) = 0 and forz > 1,

d& dy dv
dt  dr dt
< -2bY +Ct7% — ( —2bv + Ct_2>
= —2b(Y —v)
= —2bE.
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By Gronwall’s inequality £ < 0 and therefore ¥ < v. If we can establish a conver-
gence rate for v, we then have a convergence rate for Y.
The solution v is

t
v(r) = e 2! f 5 s72Cds,
1
We know that
1

lim tzv(t) = —.

t—00 2b
Therefore, for a finite constant C < oo we have that

limsupth < limsuptzv <C.
11— o0 11— 00

We also consequently know that there exists a o > 0 such that for all r > #y and
any0 < p <1,

lv(r)] < Kt 2.
Therefore, for all t > ¢,
Y() <v(t) < Kt™2P,

concluding the proof of the lemma. O

Let us now recall that W (¢, x) = (¢, x) —u*(z, x). Next, let’s prove a convergence
rate for W.

Lemma 4.4 Consider the setting of Theorem 4.2. Then, we have that

lim sup 2 (W), W) < C, (4.4)

11— 00
for some finite constant C < 00.
Proof of Lemma 4.4 We first calculate that

ou*

ow(r) +
(t,x) =—A"W({t,x)+ p(t,x) —

t, x).
ot 8t(’x)

Define W (¢) = t (¥ (), ¥(¢)). Then, omitting for notational convenience the time
argument, we have

dw BN
=2t (W, W) + 212 (v, —
dt ( )+ ( ot )
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2 . dii*
w- 242 (\1/ A‘xy) +2:2 (W, ¢) — 212 (\IJ L)

ot

IA

2 ou*
W - W 420 (0, 9) - 26 (\v, :t )

where we used the assumed coercivity of AT (consequence of Assumption 2.1). Let’s
select a #p > 1 such that t(;l < § K c. Then, for t > t¢ and for a constant C < o0
that may change from line to line,

dw an*
< 2 =8 W + 2t (¥, 262 | W,
o= 2= W 207 (W, ) + ( a;)‘
2.2 -2.2 -2.2 812* 312*
< 20— W + CeXt> (W, W) + Ce 212 (¢, ¢) + Ce %t o

an* on*
V@) + ot (2L ).
ar Ot

where we have chosen an € > O such thath = A — § — Ce? > 0.
Let’s construct the ODE

2

» =1,
H

7k

ot

dq
dt
q(to) = V(1).

—bg + Ct? ||p||3 + C1?

which then, by (4.3) and Lemma 3.2, satisfies

~

o (||¢<s>||%, + H aa”: (s)

t

G(t) = e "G(10) + Ce™ f

10

2
ds
H

t
< e_bté(t()) + Ce_bt / ebsds
to

<C.
Therefore, using the same ODE comparison principle as before, we have the bound

lim sup 2 (¥ (1), W(1)) < C,

11—
which concludes the Proof of the Lemma. O

We now present the Proof of Theorem 4.2 on the convergence rate for 6.

Proof of Theorem 4.2 Recall that H(0) = Vg J(0) is the Hessian matrix. At the sta-
tionary point 8%, H (6*) is positive definite, i.e. there exists some constant g > 0 such
that § TH(6)§ = q €113
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Since, according to Theorem 3.1, we have already proven convergence, we know
that for 6* such that V.J (6*) = 0, we have that llim 0(t) = 0*. The parameter updates
— 00

satisfy

do
=~V O0) = (1) (Yo fO0), ¥ (1)
= —a(t)HO*)O() —0%)
— (Ve H(B(1)j £00) — 0 (0(0) = 0%); —a(t) (Vo £ (0(1)), ¥ (1)),

where 0(t) € [0(1), 0%], Ve H(@(1))j x € R, and Vo H (O (1)) x(O(t) — 0%)(0(t) —

d
0%); = Z VoHO(1)); k(0(t) — 0%k (0(t) — 6%) ;. H(D) is the Hessian matrix and
k. j=1
H(0); k is the (j, k)-th element of the matrix.
Define

V) = o —o*]3.
V satisfies the ODE

av _ _ px* de
— =200 -6 —
=20@) —6%T
[ —a(MH@O")O1) — 0%) — (Vo HO 1)) ;1 (0() — 0"k (8 () — 0%);
—a(t) (Vo f(O(1)), LIf(t))]

< “2a(t)qV (1) = 2a()C |0(t) — 6| V(1) = 22(1)(0(t) — 0%) T (Vo f(O(1)), W(1)) .
Since llim 0(t) = 0™, there exists a fo such that for all r > 1
—00
q—C|o@)—06*| > by > 0.

Therefore, for t > 1o large enough, we have

dv
dt

IA

—a(boV + (1) [60) — )T (Vo fO(1). (1)

—a(t)bgV + ea(t)

\\
@) —0%)7 (%f(e(t)), @)‘

—a(t)boV + €2a(t)*V + Ce 2 (W, 0),

IA

where we have used Young’s inequality and the Cauchy—Schwartz inequality. Here
we have set C = supycpa | Ve f(@)lliz(w < 00 by Assumption 2.6.
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Let’s select an € small enough such that b = by — €2 > 0. Then,
dv

Let g satisfy the ODE

A

dq A
o= —a(t)bg +C (Y, W), =1,

q(to) = V(1).

The following comparison principle holds

V() <q().

Using an integrating factor and lim sup 1> (W, ¥) < C by Lemma 4.4, we have that

—00
t
G0 = C™ + Cat™ / s (W(s), W(s)) ds
1o

t
<Cit P+ Czl‘_h/ sP252 (W(s), W(s)) ds

fo

t
<Cit b+ Czt_b/ sP2ds

0]
=Cit b+ Czt_b<tl’_l - té’_1>

<cr

where the constant C» may change from line to line and we have used the assumption
Cyb > 1. This concludes the convergence rate proof of 6(¢). O
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