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1. Introduction

Calculation of numerically accurate energies of bound rotational-
vibrational states and scattering resonances of a molecular system
provides essential information for many applications. The spectra
of bound states are used for predictions of spectroscopic properties
of the molecules [1], whereas scattering resonances play role of
the metastable intermediate species in the chemical reactions and
their properties are used as input for the kinetics simulations [2].
One particularly interesting example of this sort is the study of
the mysterious mass-independent isotope fractionation effect in
ozone [3-10], for which SpectrumSDT was initially developed and
applied [11-19]. In those calculations we were primarily focused
on the kinetics of ozone recombination reaction O; + O — O3,
treated based on energies and lifetimes of scattering resonances
above the dissociation threshold, as well as localization properties
of their wave functions over the regions of interest on the poten-
tial energy surface (PES), such as covalent wells or Van der Waals
plateaus.

In this manuscript we present the first general and user-ready
version of SpectrumSDT (v1.0) that can be applied to the tri-
atomic systems other than ozone. Several programs for the ro-
vibrational calculations exist, such as ScallT [20,21] Geniush [22-
24], DVR3D [25], BOUND [26], MOLSCAT [27], TRIATOM [28] and
Hibridon [29] but our code offers unique features. In particular,
SpectrumSDT can find states both below and above the dissoci-
ation threshold, with or without ro-vibrational coupling, with or
without lifetime information. Moreover, it carries out integration
of computed wave functions over user-defined regions of the PES,
in order to automatically assign isomers (or isotopomers) and com-
pute channel-specific decay rates of scattering resonances (sponta-
neous first order process determined by resonance widths). This
information is essential for the description of reactions charac-
terized by complicated potential energy landscape with multiple
reaction channels. Finally, our code offers three options for the
treatment of rotation-vibration coupling. Namely, in addition to the
standard symmetric-top rotor approximation (when the coupling
is neglected) and the exact full-coupled calculations (which is nu-
merically demanding), we provide an affordable partially coupled
approach. In this first release, SpectrumSDT is limited to ABA-type
molecules (where two atoms are the same, and one is different,
including the AAB and BAA isomers) and is applicable to wave-
functions that do not extend into the regions of Eckart singularities
(equilateral and linear shapes). These limitations will be lifted in
future releases.

The manuscript is structured as follows: Section 2 contains a
brief overview of theoretical aspects; Section 3 describes practi-
cal aspects, such as setting up input parameters and interpreting
output files; Section 4 provides some examples of applications of
SpectrumSDT; Section 5 summarizes this manuscript with conclu-
sions.

2. Theory

This section contains a brief overview of the most relevant the-
oretical aspects of SpectrumSDT for a lay user. For a more complete
description the readers are encouraged to refer to other recent
publications, where all theory aspects have been covered in de-
tail [11,17-19].

2.1. Adiabatically adjusting principal axis hyperspherical (APH)
coordinates

SpectrumSDT operates in APH coordinates [30], which allow to
treat all dissociation channels on equal footing. Molecular geome-
try in the APH coordinates is described with hyper-radius o and
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Fig. 1. Visualization of molecular arrangements corresponding to different values of
(6, ) and a fixed value of p in APH coordinates (adapted from Ref. [52]). The value
of 6 increases radially outward from the center (where 6 = 0) to the rim (where
6 =1 /2). ¢ is an angle in the range [0; 277 ] measured from the bottom of the circle.
Symmetric obtuse ABA configuration corresponds to ¢ = 7. The value of p defines
overall size of the triangle formed by the three atoms. The pink area remarks the
boundaries of energetically accessible shapes of SO, at 8000 cm~! (double of the
maximum energy considered here). (For interpretation of the colors in the figure(s),
the reader is referred to the web version of this article.)

two hyper-angles 6 and ¢. Qualitatively p serves as a measure
of the overall “size” of the bounding triangle for the system (the
“breathing” motion); 6 changes in the range from 0 to 7 /2 and
corresponds to translation from equilateral triangle at 6 =0 to a
linear molecule at 6 = 7 /2 (the “bending” motion); ¢ changes in
the range from O to 27r and is responsible for isomerization, such
that ¢ =7 /3, m and 57 /3 correspond to AAB, ABA and BAA ar-
rangements respectively, as shown in Fig. 1. See also Ref. [31] for
an interactive visualization tool of the motion along ¢ and Ref. [32]
for 3D representation of APH coordinates on the example of ozone.

2.2. Basis sets and sequential diagonalization truncation (SDT)
procedure

On the lowest level, SpectrumSDT uses discrete variable rep-
resentation (DVR) for p and 6 coordinates (basically, a grid of
points) and variational basis representation (VBR) of cosines or
sines functions for ¢, which enforces either symmetric or anti-
symmetric property of wave functions with respect to ¢ =0 and
¢ = m, required for ABA-molecules in the APH coordinates. The
two symmetries are independent, so, the calculations are split into
two separate runs for each symmetry.

SpectrumSDT constructs a hierarchy of progressively more op-
timal basis sets through the procedure known as Sequential Di-
agonalization Truncation (SDT) [33,34]. In short, SDT starts with
solving a one-dimensional Schrodinger equation, where all cou-
plings with other coordinates are not included, in each of the
1D-slices along ¢ at every combination of grid points in p and 6.
The obtained 1D-solutions are used as a locally optimal basis set
to solve 2D problem in ¢ and 6, where the additional couplings
are introduced, and the basis set is further optimized (sequential
diagonalization). Finally, the 2D solutions are used as a basis set
for the overall 3D problem, with all couplings taken into account.
Of course keeping all the solutions from 1D and 2D levels would
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result in unnecessarily large basis, so only the solutions with ener-
gies less than a specified convergence parameter E,; are retained
in the basis set (truncation).

2.3. Hamiltonian operator in APH coordinates and Eckart singularities

The Hamiltonian operator in APH coordinates can be written
as [18]:

I:I = pr + ]A-G + T(p + Vpes + Vext + ]A-sym + fasym + fcora (])

where the individual terms are given by:
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and Vpes is the potential energy term.
The rotational constants A, B and C in Eqgs. (6)-(8) are given
by:

AT" = pup* (1 + sing), 9)
B! =2up?sin’e, (10)
C 1= up*(1 —sing), (11)

and u is the reduced mass of the triatomic system, defined as:

= e (12)
mq +my +ms

One can see that Tgo — —o0 as # — 0 in Eq. (4) and Vex —
—o0 as 8 — 0 or r /2 in Eq. (5). These are Eckart singularities cor-
responding to the equilateral configuration at & =0 and the linear
configuration at # = r /2. While this problem is in principle solv-
able within existing framework by using a special basis set [35],
the current release of SpectrumSDT does not implement this fea-
ture yet, therefore if a wave function for a particular molecule is
allowed to have a significant probability near & =0 or 7 /2, the
solution is not reliable. This issue will be addressed in future re-
leases.

Fortunately, in many cases this issue is naturally avoided. First,
many covalently bound triatomic molecules with sp? hybridization,
such as Os, naturally have a highly repulsive PES in the regions of
Eckart singularities, which prevents the vibrational wave function
from reaching there. Second, the rotational potential term Tsym,
given by Eq. (6), approaches +oco in the same regions due to the
B and C terms in Eqs. (10) and (11). This extra potential “shields”
Eckart singularities at sufficiently high values of rotational excita-
tion (J, A), even if the PES does not. For both of these cases our
code is able to give accurate results.
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Fig. 2. Rotational block structure of the Hamiltonian matrix. Letters S, A and C in-
dicate contributions from symmetric-top rotor, asymmetric-top rotor and Coriolis
coupling terms, given in Eqs. (6)-(8) respectively. Other blocks of the matrix are
zero. The blocks are labeled by A and A’, the value of projection of total angular
momentum ] onto z-axis.

2.4. Hamiltonian matrix structure

The rotational state of the basis functions used to build the
Hamiltonian matrix can be either fixed or adiabatic [19]. In the
adiabatic case, a separate basis set is used for each value of the
symmetric top quantum number A (projection of total angular
momentum onto z-axis) that is going to be included in the Hamil-
tonian matrix for a given value of total angular momentum quan-
tum number J. This creates a better suited basis set, since it ex-
periences the same rotational potential as a target wave function.
This approach is relatively standard and often found in the litera-
ture [13-15], but it requires computing many different basis sets
and, most importantly, the corresponding overlaps for all values of
J and A, which can be numerically demanding.

In the alternative fixed option, the basis set with one (represen-
tative) combination of J and A is used to describe wave functions
with arbitrary values of | and A (a similar idea has been utilized
in the two-step approach of Ref. [28]). This reduces the computa-
tional cost of both basis and overlaps calculation stages, but creates
a less efficient basis set, therefore a higher value of the cut-off en-
ergy (Eqyt) may be needed. Recently we demonstrated that this
approach is more efficient [19]. However, one has to be careful
when handling a molecule with wave functions reaching the ends
of 6-grid. In this case, using a basis set with high values of J and
A relative to a target wave function, will exclude basis functions
near the ends of the 6-grid (due to the effect of rotational poten-
tial), which may result in less accurate representation of the target
wave function in that area.

The rotational terms in Egs. (6)-(8) translate to the Hamilto-
nian matrix structure shown in Fig. 2. In the cases when couplings
between different A blocks can be neglected, the overall matrix
can be split into the diagonal A blocks, which significantly simpli-
fies the process of solving the eigenvalue problem. This is known
as symmetric-top rotor approximation. As a compromise between
speed and accuracy, when the effects of ro-vibrational coupling
cannot be neglected, it is also possible to partially take it into
account, by including only a certain number of adjacent blocks
for each value of A. For example, including up to five blocks,
within the A + 2 range, permits to capture most of the rotational-
vibrational interaction.
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2.5. Optimized p-grid (optional)

Suppose we have a 1D potential V(p) and we want to place
points along p-coordinate in an optimal way to represent wave
functions. The idea is to make grid spacing in p proportional to
the local de Broglie wavelength A(V (p)). This way one can accu-
rately capture wave function oscillations, without placing too many
points in the regions where wave periods are large. To achieve this,
one can define an auxiliary grid x, where the distance is unitless
and a given point x =t corresponds to t oscillations of a wave
with total energy Epqx in the original space (o), as measured from
a starting point pg. The points in x can be mapped to p and vice
versa, therefore if one has an equidistant grid in x, its mapping
onto p would be an optimal grid with a fixed number of points
per oscillation of the wave. Assuming the step size in x is «/2,
one can derive the following differential equation that relates the
two grids [11,36]:

dp o _a h
dx ZA(V(IO)) 2 V2 (Emax — V(p)) (13)

where factor of 2 in the denominator is chosen to make o =1 cor-
respond to 2 points per period - the smallest meaningful number.
This way the values of « range from 0 to 1 and control the density
of the resulting optimal grid (smaller values of o generate denser
grids). The exact value of « for a given problem is a convergence
parameter. The derivative dp/dx in Eq. (13) is further referred to
as Jacobian of the grid p.

In general, any function smaller than the actual potential can be
used as V(p) in Eq. (13). Using such potential “envelopes” can be
helpful to increase density of points in selected regions or improve
integration accuracy if the envelope function is analytical.

3. Practical considerations
3.1. General

The workflow of the program is separated into the following
stages (runs): grids, potential, basis, overlaps, eigen-
solve and properties. Using multiple stages allows to utilize
processors efficiently by separating computationally expensive sec-
tions with different degree of parallelizability. The stages have to
be launched sequentially one after another from their respective
folders.

The folder structure for each calculation may consist of up to 4
levels (see Fig. 3). On the first level, there are subfolders for each
value of A (referred to as more traditional “K” in the code, pa-
rameters, file names and further in the text to avoid confusion),
as well as separate folders for each range of K that a user wants
to consider for calculation of eigenpairs. The range that includes
all values of K for a given ] is referred to with a keyword all.
The next two levels in a K range folder identify the values of
parity and wave function symmetry corresponding to the calcu-
lation within. The folders corresponding to a scalar value of K
skip the level corresponding to parity since parity only has the ef-
fect on calculations involving more than one value of K [18]. The
last level is divided into folders corresponding to stages from ba-
sis to properties. Grids and potential stages do not have
a folder within a particular calculation since they can be shared
across multiple calculations. The output files from each stage are
stored either in the stage folder itself, or in out stagename sub-
folder within the stage folder.

The stage folders all need to have a copy of a configuration file
with the values of K, parity, symmetry, and stage corresponding to
a given subfolder. A python script init spectrumsdt_ fold-
ers.py in scripts folder is available to generate the cor-
rect folder structure, copy a given template configuration file to
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=  Jy
= KO
B symmetry_0
=tk symmetry_1
+ K_1
= K_all
= parity_0
= symmetry_0
basis
eigensolve
overlaps
properties
- symmetry_1
-k parity_1

Fig. 3. An example of root folder structure for J = 1. Inner structure of the folders
marked by “+4” is not shown for clarity. All folders on the same level of hierarchy
have identical inner structures, except K-folders corresponding to a singular value
of K skip the parity level.

all target subfolders and fill out placeholder values correspond-
ing to each folder for a given value of K. Run init spec-
trumsdt_folders.py -help for more details. To keep the pa-
rameters consistent between stages, we do not recommend man-
ually changing the configuration files generated by init spec-
trumsdt_folders.py in the stage subfolders.

The configuration file has to be named spectrumsdt.con-
fig and has to be present in every stage folder. Each parameter
is assigned in the format key = value. Both keys and values are
case-sensitive, and each assignment has to start on a new line and
finish on the same line, except for parameter groups. The order of
parameters, number of spaces, empty lines, or characters after the
comment mark “!” do not matter. In the case of parameter groups,
the open parenthesis “(” has to be present on the same line after
the assignment character “=", followed by assignment of individ-
ual parameters of the group on the following lines and ending with
the close parenthesis “)” on a separate line. Some examples of in-
put files can be found in config examples folder.

All stages except grids support parallel execution with an
arbitrary number of processes, implemented via message passing
interface (MPI).

3.2. Grids

The purpose of this first stage is to generate grids for all APH
coordinates. Even though the basis set for ¢ is not a DVR, a ¢-grid
is still generated for numerical integration of the basis functions in
@. The grids for p and 6 are described with the parameter groups
grid rho and grid_theta, which include at least the follow-
ing parameters (determined by convergence studies):

from - the left border of the grid,

to - the right border of the grid,

step - grid step,

num_points - the total number of points in the specified
interval.

Specifying step automatically defines num points and vice
versa, so these parameters cannot be specified together. All pa-
rameters with units are specified in Bohr for grid_rho and in
degrees for grid theta. The @-grid is always defined in the
range from O to 27, so only the number of points is specified via
num_points_phi key.



1. Gayday, A. Teplukhin, J. Moussa et al.

After this stage is completed, the three grid files correspond-
ing to each coordinate are generated. The grid files are written in
the following format: the first line specifies the values of from,
to, step and num_points that were used to generate this grid.
The next num_points lines specify the coordinate of each point
and, in case of p-grid, Jacobian value at that point. Jacobians are
meaningful only for optimized grids and are always equal to 1 for
equidistant grids. All grid points are placed in the centers of their
respective intervals. All values with units in the grid files are spec-
ified in Bohr for p-grid and radians for - and ¢-grids.

Advanced parameters In the calculations of scattering resonances
one typically needs to set up a long-range grid in p to describe the
dissociation region. In these cases, using an equidistant grid leads
to unnecessarily dense points in the dissociative region. One can
reduce the cost of such calculations by optimizing the grid step as
described in Section 2.5.

Enabling optimization procedure for p-grid requires specifying
grid parameter optimal = 1, alongside with the necessary in-
formation to define Eq. (13), which includes the following grid
parameters:

e envelope path - the path to the file defining the enve-
lope function V (p). The function is defined by specifying its
values at the grid points. Each row contains 2 numbers: o in
Bohr and V (p) in Hartree. The grid on which V (p) is defined
does not have to be the same as the p-grid for the eigenvalue
problem, which allows to re-use the same envelope function
for any p-grid. As a rule of thumb, it is recommended to use
minimum energy path (MEP) along p in a given PES as the
envelope function V (p).

A python script extract MEP.py is available in the scripts
folder to automatically generate minimum energy path along p.
The script takes no arguments and has to be invoked in the folder
with calculated pes . out and grid files. The extracted MEP is writ-
ten to a file named MEP_rho.dat. Note that the MEP does not
have to be calculated precisely, since precision of MEP does not
affect the precision of subsequent calculations. A rough MEP may
generate slightly suboptimal grid spacing, but the final grid density
is a convergence parameter, controlled by step.

In the program, the points specified in the MEP file are used
to build a cubic spline for the right branch (p > pog) of V(p), and
fit analytical Eckart potential for the left branch (o < pg). Possible
oscillations of the cubic spline can easily be fixed by changing MEP
grid density, which can be done for free since it does not affect
complexity of the overall problem. Moreover, as outlined in the
previous paragraph, even if some oscillations are present, they will
not alter accuracy of calculations.

e max_energy - the value of Epg in wave numbers. This
specifies the maximum total energy considered for a parti-
cle moving in the specified envelope potential V (p). Emax has
to be larger than V(p) for any value of p. Local density of
grid points is proportional to Epqx — V (p), therefore Eqgx can
be considered as a tool to control balance of points between
the covalent well and the dissociation region. In the limiting
case when Epgy is equal to the asymptotic value of V(p) in
the dissociation region, all the grid points would be placed
in the covalent well region and little or none in the dissocia-
tion region. For larger values of Epqy, the difference between
Emax — V(p) in the well and dissociation regions becomes less
pronounced and points are generated in a more uniform fash-
ion.

e solver steps - optional, specifies number of steps in
Runge-Kutta algorithm used to solve Eq. (13). Typically, does
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not need to be set explicitly. The default value of 2048 is ex-
pected to work well for majority of applications.

Note that when optimized grid is requested, step grid param-
eter controls the step size in the auxiliary equidistant x-grid, i.e.
step sets the value of « in Eq. (13).

In addition to these parameters, the following config parameter
has to be specified to calculate the reduced particle mass :

e mass - the description of masses of atoms in the system un-
der consideration. The masses have to be listed as 3 comma-
separated numbers corresponding to masses given in atomic
unit of mass (i.e., in masses of an electron, m,) of atoms in
ABA order. Instead of providing an explicit mass value, it is
possible to use a shortcut consisting of an element symbol
and its mass number. For example, H1 will be replaced with
the mass of hydrogen-1 and 018 will be replaced with the
mass of oxygen-18. These shortcuts exist for all stable isotopes
of the elements in the first three periods. The exact values of
isotopic masses are taken from Ref. [37] and can be found in
src/base/constants. £90 file.

Note that mass is a config parameter, and not a grid parame-
ter, therefore it is not a part of a grid setting group and should be
specified as a top-level parameter. An example of a config file that
generates optimized grid for ozone can be found in config ex-
amples folder.

3.3. Potential

Majority of PESs do not operate in APH coordinates directly,
therefore a conversion from APH to a more common coordinate
system is likely required. SpectrumSDT offers two ways to alleviate
this procedure. One way is to use output coordinate sys-
tem key to carry out coordinate conversion at grids stage. If
used with valid values other than aph, pes. in file will be created
in addition to the grid files, where each row after the header row
specifies molecular geometry converted to the chosen coordinate
system. In response user needs to provide a file named pes. out,
with the values of the PES in Hartree at geometries in pes.in.
Providing pes.out file is how SpectrumSDT obtains information
about user-specified potential, i.e. there is no need to modify the
code to define a potential subroutine. Note that pes.out is not
expected to have a header line, therefore row numbering is shifted
by 1 relative to pes.in.

The following values of output coordinate system are
supported:

e aph - the default value. pes. in file is not generated since it
is trivial to simply iterate the values in the grid files.

e mass jacobi - mass-scaled version of Jacobi coordinates.
See Eqgs. (52a)-(52c) in Ref. [30].

e jacobi - regular Jacobi coordinates, where r (Bohr) is the
distance between the terminal A-atoms (in ABA notation); R
(Bohr) is the distance from the center of mass between the
two A atoms (midpoint) to the B atom; and ® (in radians) is
the angle between these two vectors.

e cartesian - molecular geometry is described with x- and
y- coordinates of atom B and x-coordinate of an atom A. The
remaining 6 Cartesian coordinates are fixed to 0. All values are
given in Bohr.

e all bonds - three pair-wise distances in Bohr between the
atoms. Indexes 1 and 3 are assigned to the A atoms and index
2 is assigned to B.

e internal - two A-B bond lengths in Bohr and A-B-A angle
in radians.
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Note that mass has to be specified if a value other than aph
or mass jacobi is given to output coordinate system,
since coordinate conversion is mass-dependent. This makes it nec-
essary to re-calculate potential values for different isotopomers
even if underlying PES program is the same.

Another way is to directly use src/base/coordinate con-
version.f£90 module in user’s PES program to convert coordi-
nates dynamically. In this case the user can set output_coor-
dinate system to aph to avoid generating pes.in and read
the APH-grids directly. The combinations of APH points should be
iterated in order p, 6, ¢ (i.e., p changes least frequently, ¢ changes
most frequently). An example of a Fortran program that reads the
grids and writes ozone potential of Dawes et al. [38], in this way
can be found in PES_examples/ozone/ozone pes.£90.

3.4. Basis

This stage uses the grids and potential from the previous two
stages to solve 1D and 2D problems in the given potential (see
Section 2.2). The following parameters have to be specified:

e J - total angular momentum quantum number for basis func-
tions.

e K - projection of total angular momentum onto z-axis quan-
tum number for basis functions.

e basis - parameter group that includes the following param-
eters:

o num_functions_phi - number of VBR basis functions to
include in the primitive basis set for 1D problem (conver-
gence parameter).

o symmetry - “0” for symmetric basis functions (cosines);
“1” for antisymmetric functions (sines).

o cutoff energy - maximum energy of a solution in 1D
or 2D problem (convergence parameter, in wavenumbers).
Solutions with energies above this are not included in the
basis set.

o min_solutions - minimum number of solutions retained
in each 1D and 2D problem, even when energies exceed
cutoff energy, typically does not need to be set. The
default value of 3 is expected to work well for majority of
applications.

e grid path - full path to a folder with APH-grids and
pes.out files.

e root path - full path to the top-level folder of the current
calculation (from where init spectrumsdt folders.py
was executed).

In addition, stage has to be set to basis and mass has to
be specified. The number of 2D solutions kept in basis for each
value of p is written to num_vectors 2d.dat file. The binary
files storing 1D and 2D basis functions are written to out_basis
folder.

Note that multiple basis calculations with different values of K
and symmetry are required for a single problem in cases when
the Hamiltonian matrix consists of multiple K-blocks and the adi-
abatic basis set is employed.

The basis set is calculated independently for each value of p,
which are distributed among the available processors. Therefore
the number of points in p-grid limits the maximum number of
processors that can do useful work at this stage.

3.5. Overlaps

This stage uses basis functions from the previous stage (basis)
to calculate the Hamiltonian matrix elements for the row of blocks
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with the given value of K. In addition to the parameters specified
at basis stage, the following parameters are required:

e fixed basis - at this stage specifying this parameter group
instructs the program to compute additional overlaps neces-
sary for the fixed basis mode (see Section 2.4).

e use rovib coupling - “0” is for uncoupled symmetric
top; specifying “1” instructs the program to compute ad-
ditional overlaps for the off-diagonal K-blocks (see Fig. 2)
necessary to build the Hamiltonian matrix with rotational-
vibrational coupling terms.

All output files from this stage are binary and are stored in the
out_overlaps folder. Calculation of individual matrix elements
is independent and distributed among available processors, there-
fore this stage is expected to scale efficiently with the number of
processors.

3.6. Eigensolve

This stage uses the matrix elements computed at the previous
stage (overlaps) to build the Hamiltonian matrix and find its
eigenpairs (energies and wave functions). In addition to parame-
ters specified at the overlaps stage, the following parameter are
required:

e J - total angular momentum quantum number for the current
problem. Note that this can be different from the value of J at
the basis stage if fixed basis mode is employed.

e parity - the value of inversion parity of the wave functions,
“0” or “1” [18]. Only matters if rotational-vibrational coupling
is enabled (use_rovib coupling = 1), J>0and K=0
or 1 block is included in the Hamiltonian matrix.

e symmetry - the symmetry of the basis for K = 0 block, “0”
for symmetric or “1” for antisymmetric basis. The subsequent
values of K have to have alternating symmetry, therefore this
choice defines symmetry for all values of K included in the
Hamiltonian. Note that the symmetry is always defined with
respect to K =0 even in cases when there is no block corre-
sponding to K =0 in the Hamiltonian matrix.

e K - the values of K to include in the Hamiltonian matrix. Can
either be a scalar number for a symmetric top rotor calcu-
lation; “all” for a fully coupled rotational-vibrational calcula-
tion with all valid values of K for given J and parity, from
mod(J + parity, 2) to J; or a custom K-range in the form
K1..Ky to include only values of K; < K < K, for a partially
coupled calculation. In the case of adiabatic basis, the ba-
sis and overlaps stages of appropriate symmetry have to
be finished and available for all values of K specified in this
parameter.

e eigensolve - parameter group with the options for an
eigenvalue solver. The options include the following:

o num_states - number of eigenpairs to converge.

o ncv - largest dimension of the working subspace, optional,
typically does not need to be set explicitly, set mpd instead.
Determined automatically by SLEPc if left unset.

o mpd - maximum projected dimension, optional, used to fur-
ther restrict the size of projected eigenproblem on certain
steps of the algorithm. Determined automatically by SLEPc
if left unset. Refer to SLEPc manual for more details on ncv
and mpd parameters [39]. For small number of eigenvalues
(<300) we recommend leaving mpd unset. For larger num-
ber of eigenvalues one can improve performance by setting
mpd manually. Too small values of mpd lead to quickly in-
creasing solution time, while too large values require too
much memory and also worsen running time, although not
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as quickly as too small values. The optimal value of mpd
is problem-dependent, but in our experience the values
around 0.2*num_states worked reasonably well.

o max_iterations - maximum number of iterations the
solver is allowed to perform, optional, typically does not
need to be set explicitly. The default value of 10000 is ex-
pected to work well for majority of applications.

For calculations in the fixed basis mode, one has to describe
what rotational state should be used for the basis set. This is done
through the fixed basis parameter group, which includes the
following parameters:

e J - total angular momentum of the basis set functions.

e K - projection of the total angular momentum onto z-axis of
the basis set functions.

e root path - full path to the top-level folder with the ba-
sis and overlaps calculations for the values of J and K
specified in this parameter group.

The lifetimes of the states are computed by adding a complex
absorbing potential (CAP) in the form suggested by Manolopou-
los [40]. By default CAP is not added. One can choose to add it by
specifying parameter group cap, which consists of only one pa-
rameter:

e min absorbed energy - minimum energy at which ab-
sorption is required, specified in wavenumbers relative to en-
ergy of the dissociated molecule in the lowest dissociation
channel (i.e. electronic dissociation energy plus zero-point en-
ergy). Note that enabling CAP is only meaningful for calcula-
tion of scattering resonances above the dissociation threshold.

If cap is specified, cap.txt file will be created. The value
on i-th line of this file is the value of CAP at p; given in cm™.
The CAP is always positioned relative to the far end of the p-grid
(largest value of p), where it has the largest value and then grad-
ually decreases for smaller values of p.

The computed energies and widths of resonances are printed
to file states. fwc. The wavefunctions are saved in binary form
in out_eigensolve folder. This stage is parallelizable to some
extent, but parallelization efficiency is decreasing with the num-
ber of processors, therefore a relatively low number of processors
(around 32) is advised for efficient utilization, but higher number
of processors can also be used if efficiency is not a concern.

3.7. Properties (optional)

At this stage one can characterize the wave functions calcu-
lated at the previous stage by analyzing their properties, such as
probability distributions over specified sections of the overall space
and splitting of resonance width between the existing dissociation
channels. The boundaries of these sections typically correspond to
the edges of covalent or Van der Waals wells, or other objects of
interest, which are PES-dependent, therefore it is up to the user to
define them for a particular problem. Each section is defined as a
new subgroup of a parameter group wf_sections, specified by
an arbitrary unique key and may include the following parameters:

e name - specifies section name for the header row in the out-
put file. Optional, the value of the key, specifying this section,
will be used as name if this parameter is not explicitly given.

e K - specifies the range of the values of K for the current sec-
tion, optional.

e rho - specifies the range of p-values for the current section
(in Bohr), optional.
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e theta - specifies the range of 9-values for the current section
(in degrees), optional.

e phi - specifies the range of g-values for the current section
(in degrees), optional.

e stat - determines which statistic is to be calculated for the
current section, optional. The possible values are probabil-
ity (default) or gamma (resonance width). Specifying gamma
instructs the program to integrate the wave function proba-
bility in a given section, multiplied by CAP, to get a portion of
the overall width associated with this section. This can be use-
ful to calculate channel-specific decay rates of the metastable
states.

All ranges are specified in the form A..B to include the val-
ues from A to B inclusively. The final shape of the section in the
4D (K, p, 0, ¢) space is the intersection of the ranges specified for
each individual coordinate. Omitting all range parameters defines
a trivial section that spans the whole space and has to evaluate to
1if stat = probability, or total resonance width if stat =
gamma.

The method of section definition implemented here limits their
shapes to hyper-rectangles, but hyper-rectangles in the APH co-
ordinates are often what one is looking for and more compli-
cated shapes can be approximated by adding up multiple hyper-
rectangles.

The results are written to states.fwc file, where the first
two columns duplicate the results of the previous stage, and the
next n (number of sections) columns add the statistics correspond-
ing to the specified sections. Each processor computes its fraction
of the wave functions independently from the other processors
(except for the final merge of data for printing to a file), there-
fore high parallelization efficiency is expected for this stage.

4. Results

Numerous applications of SpectrumSDT to ozone isotopomers
(especially in relation to the isotope effects) can be found in re-
cent literature, which includes examples of symmetric top rotor
calculations [11-16] and fully coupled rotation-vibration calcula-
tions [17-19], both for bound states and scattering resonances
with their lifetimes. Calculations in partially coupled regime are a
work in progress and will be reported elsewhere. Various checks
and comparisons proving the validity of the computed results
have been presented. For example, Ref. [16] includes compari-
son of computed energies and splittings for | = 0 (no rotation)
with the previously reported results of Ndengué et al. [41], and
Petty et al. [42], demonstrating an excellent agreement in all cases.
Refs. [17] and [18] include comparison of fully coupled rotation-
vibration energies for the values of J up to 5 with the results of
Petty et al. [42], and APH3D program of Kendrick et al. [35], once
again showing an excellent agreement. Spectroscopical constants
fitted to the computed spectrum in Ref. 18 show a precise agree-
ment with experimental results as well [43,44].

In addition to plain energies and lifetimes of scattering reso-
nances, SpectrumSDT can compute localization properties of the
wave functions and channel-specific decay rates, which can be
used as input for theoretical prediction of reaction rates, as it has
been demonstrated in the recent study of ozone recombination
reaction O +0 — O3 and related isotope effects [13-15]. The the-
oretical framework presented there is straightforward to generalize
for application to other three-atom systems.

In this section we present a benchmark calculation to demon-
strate SpectrumSDT’s applicability to molecules other than ozone,
on the example of sulfur dioxide (SO,). SO, is an ABA-molecule,
whose PES prevents its wave functions from reaching Eckart sin-
gularities at the edges of 6-coordinate, therefore it is suitable for
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Fig. 4. Comparison between the vibrational energies of SO, (J = 0), calculated in this manuscript and those reported in Klos et al. [45]. The horizontal axis shows energies
of states relative to the ground vibrational state. The vertical axis shows the absolute value of difference between the corresponding energy levels in the two sets of data.

calculations with SpectrumSDT. The calculations in this manuscript
use KAKPJG MRCI-F12 PES for the singlet ground X!A; state of
SO, [45]. In contrast to ozone, which has three covalent wells, SO,
has only one well, therefore its PES is qualitatively different from
ozone.

A comparison of results obtained with SpectrumSDT in this
manuscript and those obtained in Klos et al. [45], with ScallT [20,
21] is presented in Fig. 4. As one can see, the difference is on the
order of 10~3 cm~!, same as what we observed for the case of
ozone. Therefore, we conclude that the results of SpectrumSDT are
accurate and the benchmark test is successful. The exact param-
eters used for this calculation can be found in config exam-
ples/so2 folder.

5. Conclusions

In this manuscript we presented a first public version of Spec-
trumSDT: an open-source program for calculation of energies
and lifetimes of bound states and scattering resonances of ABA-
molecules in APH coordinates.

An extensive description of available options and practical rec-
ommendations have been provided. The accuracy of the program
has been tested and verified on the examples of ozone [11-19]
and sulfur dioxide (this manuscript).

The program, building instructions and examples of running are
available in the GitHub repository (see program summary) and in
the Supplemental Information.

Libraries credit

SpectrumSDT uses the following libraries:

LAPACK for diagonalization of 1D and 2D Hamiltonians [46].

fdict for an implementation of dictionaries in Fortran [47].

e SLEPc for an implementation of an iterative eigensolver [48-
50].

e PETSc as an underlying library for SLEPc [51].
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