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ABSTRACT 

In discourses involving implicit causality, the implicit cause of the event is referentially 

predictable; i.e. it is likely to be re-mentioned. But it is unclear how referential predictability is 

calculated. We test two possible explanations: 1) The frequency account suggests that people 

learn that implicit causes are predictable through experience with the most frequent patterns of 

reference in natural language; 2) The topicality account asks whether implicit causes tend to play 

topical roles in the discourse, which itself may lead to the perception of discourse accessibility. 

With two text analyses, we show that implicit causes are frequently re-mentioned, but only if we 

consider a narrow set of discourse circumstances, which would require comprehenders to track 

contingent frequencies. We found no evidence for the topicality account: in two experiments, 

implicit casuality affected predictability but not topicality, and in a corpus of natural speech, 

implicit causes tended to not occupy topical positions.  
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Introduction 

 

Understanding language tends to be faster and easier when information is predictable, 

meaning that it is redundant in part with the preceding context. Of particular relevance to the 

current study is predictability at the discourse level1; reference comprehension is facilitated when 

the referent can be anticipated from the context (Altmann & Kamide, 1999; Arnold, Hudson 

Kam, & Tanenhaus, 2007; Arnold & Lao, 2008; Brocher, Chiriacescu, & von Heusinger, 2016; 

Delogu et al., 2020; Kehler, Kertz, Rohde, & Elman, 2008; Lowder & Ferreira, 2016; Stevenson, 

Crawley, & Kleinman, 1994; Tily & Piantadosi, 2009), where such activation is assumed to be 

partial and probabilistic. For example, following Alice is my sister. I love…, we might expect the 

referent Alice to be re-mentioned. This expectation is independent of linguistic form, given that 

the speaker could say Alice, my sister, or her. Yet there are many open questions about what it 

means for a referent to be predictable, and precisely how contextual features translate into 

representations of referential predictability.  

In this paper we specifically test how referential predictability emerges from implicit 

causality, which refers to the tendency for people to assume that one character is more closely 

related to the cause of an event than the other. For example, in Ana admired Liz or Matt 

impressed Will, people tend to assume that Liz and Matt were the causes of those events (inter 

alia, Au, 1986; Bott & Solstad, 2014; Brown & Fish, 1983; Caramazza, Grober, Garvey, & Yates, 

1977; Crinean & Garnham, 2006; Garvey & Caramazza, 1974; Solstad & Bott, 2017; Stevenson 

et al., 1994). Implicit causality has drawn the attention of researchers because causal inferences 

are a fundamental part of language comprehension (e.g., Kaiser, 2019; Kehler & Rohde, 2017; 

                                                 
1 It is also well established that comprehension is facilitated by the predictive activation of sounds, words, and 

syntactic structures (inter alia Coulson, Federmeier, Van Petten, & Kutas, 2005; Falkauskas & Kuperman, 2015; 

Federmeier & Kutas, 2001; Kochari & Flecken, 2019; Kowalski & Huang, 2017; Kutas & Hillyard, 1984; Levy, 

2008; Pickering & Garrod, 2007; Ryskin, Mimnaugh, Brown-Schmidt, & Federmeier, 2019; Smith & Levy, 2013; 

Viebahn, Ernestus, & McQueen, 2015). 



Why are implicit causes predictable?4 

Magliano, Baggett, Johnson, & Graesser, 1993), and some verbs elicit causal inferences more 

than others (Solstad & Bott, 2017). In addition, scholars debate whether people impute implicit 

causes based on real-world knowledge (Pickering & Majid, 2007; Majid, Sanford, & Pickering, 

2007) or primarily from lexical representations (Hartshorne, 2014; Bott & Solstad, 2014). 

The current research ignores the debates about where implicit causality biases come from, 

and instead examines how these biases relate to linguistic expectations. We build on widespread 

agreement that people can and do draw inferences about the likely cause of an event, and that 

these implicit causality judgments are related to both an expectation for an explanation (Bott & 

Solstad, 2014; Kehler & Rohde, 2017; Solstad & Bott, 2017) and specifically an expectation for 

reference to the person assumed to be the cause (Kehler et al., 2008; Kehler & Rohde, 2013, 

2019; Rohde & Kehler, 2014; Stevenson et al., 1994). Our question is: how do implicit causality 

biases affect referential expectations?  

Much of the work on implicit causality comes from work showing that implicit causality 

affects both judgments about who will be mentioned next and the interpretation of ambiguous 

pronouns. For example, in Ana amazed Liz because she… most people interpret the ambiguous 

pronoun she to be Ana, the implicit cause of the interpersonal event; Ana probably did something 

to cause Liz to be amazed. On the other hand, in Ana admired Liz because she…. most people 

interpret she to be Liz; Liz probably did something to make Ana admire her. Verbs like amaze 

are subject-biased because they impute causality to the entity in subject position, while verbs like 

admire are object-biased because they impute causality to the entity in object position (e.g., 

Kehler & Rohde, 2013). It is well established that implicit causality guides the final 

interpretation of ambiguous pronouns (inter alia, Garnham, Oakhill, & Cruttenden, 1992; Garvey 

& Caramazza, 1974; Hartshorne, O’Donnell, & Tenenbaum, 2015; Kehler et al., 2008; Kehler & 
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Rohde, 2013; Rohde & Kehler, 2014; Stevenson et al., 1994). It also speeds the interpretation of 

sentences where the gender of the pronoun matches the implicit cause bias (Koornneef & Van 

Berkum, 2006).  

The explanation for the observed effects on pronoun comprehension draws on the idea 

that implicit causes are generally expected to be mentioned again (e.g. Bott & Solstad, 2014; 

Kehler et al., 2008; Kehler & Rohde, 2013, 2019; Johnson & Arnold, 2021; Rohde & Kehler, 

2014;), and that implicit causes may be focused in mental representations of the discourse 

(Cozijn, Commandeur, Vonk, & Noordman, 2011; Koornneef & Van Berkum, 2006; McDonald 

& MacWhinney, 1995; McKoon, Greene, & Ratcliff, 1993; but for a different view see Garnham 

et al., 1996; Stewart, Pickering, & Sanford, 2000). The idea that some referents are anticipated is 

not specific to implicit causes, and references can become expected for other reasons (e.g., 

Kehler et al., 2008; Langlois, Zerkle, & Arnold, under review; Stevenson et al., 1994). When the 

prior semantic context creates referential expectations, as with implicit causality, the effects are 

tied to the coherence relation between the two clauses. For example, implicit causes are 

expected when people expect that the following clause will specify an explanation of the 

previous event. Connector words like “so” or “because” can be used to modulate the expectation 

of the upcoming relation, and the presence of “because” supports the strongest effects of implicit 

causality on pronoun interpretation and referential (Crinean & Garnham, 2006; Ehrlich, 1980; 

Järvikivi, van Gompel, & Hyönä, 2017; Kehler et al., 2008; Koornneef & Sanders, 2013; 

Koornneef, Dotlačil, van den Broek, & Sanders, 2016; Mak, Tribushinina, & Andreiushina, 

2013; Pyykkönen and Järvikivi, 2010; Stevenson et al., 1994; Stevenson, Knott, Oberlander, & 

McDonald, 2000). 

Thus, understanding the relation between implicit causality and referential expectations 
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provides a window onto general processes of discourse comprehension, and in particular the 

relationship between causal judgments and other discourse representations.  Yet relatively little 

work has explicitly addressed the question of how next-mention expectations stem from 

judgments about the likely cause of an event. We consider three existing proposals in the 

literature: 1) The semantic inference account, 2) The frequency account, and 3) the discourse 

status account. These accounts are not mutually exclusive, but each offers a different explanation 

for the origin of next-mention expectations. Our study then focuses on testing proposals (2) and 

(3).2 

Our view critically assumes that people have separate knowledge about events (why did 

event x happen?) and about language (what is the speaker likely to say next?) Empirically, 

implicit cause biases tend to be measured through linguistic tasks, for example by examining 

who is mentioned in a passage-completion task where people finish sentences like Ana admired 

Liz because…. Pickering and Majid (2007) argue that the implicit causality bias is merely “an 

abstraction of the type of reason that is most likely to be provided for the event.” (p. 785) -- that 

is, implicit causality judgments are essentially linguistic judgments. Similarly, Solstad and Bott 

(2017) explain implicit causality in terms of language, proposing that “IC verbs…trigger 

expectations for specific explanation types,” (p. 21). While we acknowledge that most studies 

have used language to show implicit causality, in principle, we expect that judgments about 

causes and next-mention expectations can be represented separately. Here we examine three 

possible ways that causality could affect next-mention biases. 

 

                                                 
2 For a similar question based on the role of connector words, see Mak et al., 2013.  
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The semantic inference account 

One hypothesis is that language comprehension results in representations of events, and 

these event representations lead to judgments about what information the speaker is likely to 

mention next. Sentences like Ana admired Liz because… contain enough semantic information to 

judge that the most likely cause of admiration was Liz, as well as an expectation for an 

explanation, and thus, the expectation that Liz will be mentioned. This idea is implicit in 

Bayesian models, which suggest that pronoun comprehension is a function of a) the probability 

of a referent being mentioned, and b) the likelihood that a pronoun would have been used to refer 

to that referent, where both these terms are divided by the sum of these calculations for all 

contextual referents (e.g., Kehler et al., 2008; Kehler & Rohde, 2013, 2017; see also Frank & 

Goodman, 2010 for a related model of noun phrase modification). Of particular importance to 

the current study is component (a), which models likelihood of reference. On their model, this 

calculation is driven by the semantics of the prior discourse, including assumptions about the 

coherence relation between utterances (see Stevenson et al., 1994 for a similar idea).  

The importance of semantics is made explicit in Hartshorne et al.’s (2015) Bayesian 

model, which is similar but instead models the probability of the utterance instead of the referent. 

Hartshorne et al.’s model. On their model, referential probabilities are incrementally calculated 

based on the semantics of the utterance. For example, after a fragment like Archie angered Bart 

because he…, the comprehender generates probabilities about the meaning of the upcoming 

utterance, based on the preceding context. The authors argue that the upcoming content is more 

likely to involve Archie than Bart, given the meaning of anger, and the implicit causality bias 

toward Archie. Thus, if the explanation is more likely to mention Archie, the pronoun he is more 

likely to refer to Archie than Bart.  
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 Bott and Solstad (2014; Solstad & Bott, 2017) offer a different semantic account of 

implicit causality. On their view, Implicit Causality verbs explicitly represent the expectation for 

an explanation of the event. Thus, their model views implicit causality as an expectation for what 

will be said, as opposed to an assumption about causes in the world. They offer a typology of 

different types of explanations, and suggest that different verbs elicit expectations for particular 

types of causes, which are linked to either the subject or object referent. 

 In sum, the semantic inference account includes a class of diverse approaches in the 

literature, all of which depend on semantic representations of the verb and/or event.  

 

The frequency-based account 

The frequency-based account suggests that referential expectations in general (and not 

just for implicit causality) stem from experience with the most common patterns of reference. 

This idea was proposed as the Expectancy hypothesis (Arnold, 2010; Arnold et al., 2007; see 

also Arnold 1998, 2001). On this account, people track the frequency of referential patterns in 

discourse, based on common linguistic categories like syntactic or semantic role. To illustrate, if 

speakers frequently re-mention the entities that were in subject position, comprehenders can 

learn that in novel situations, the subject entity has a high probability of re-mention, making it 

referentially predictable. Thus, if speakers frequently re-mention implicit causes, comprehenders 

should expect re-mention of implicit causes. In the Expectancy hypothesis, real-world reference 

production becomes the input for reference prediction (for a similar idea for syntactic 

comprehension, see MacDonald, 2013).  

We know that the frequency account is plausible for explaining the predictability of 

subjects, due to corpus data. Arnold, Strangmann, Hwang, & Zerkle (2018) found that in 
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sentences with two or more references, the subject was mentioned again (37%) more often than 

other referents (20%; see also Arnold, 1998, 2010). We also know that the frequency account 

could potentially explain the predictability of goal arguments in transfer verbs. For example, in 

John passed the comic to Bill and Bill seized the comic from John, John is the source, and Bill is 

the goal (Stevenson et al., 1994). This matches a tendency for people to talk more about goals 

than sources, as shown in corpus analyses (Arnold, 2001; Arnold, unpublished). In fact, Arnold 

(unpublished) found that the likelihood of re-mention for goals was robust even when coherence 

relation was controlled. 

However, we don’t know whether frequency could also explain the predictability of 

implicit causes, because there is little existing data on whether speakers tend to frequently refer 

to implicit causes or not. There is preliminary evidence that it might, from a corpus analysis 

reported by Long and de Ley (2000). They examined anaphoric subjects, and found that they are 

somewhat more likely to refer to implicit causes than non-causes, but only for object-biased 

verbs. We ask a different but related question: given an event that evokes implicit causality 

biases, is the implicit cause more likely to be re-mentioned? If so, it might provide the necessary 

input for listeners to learn that reference to the implicit cause is frequent, and therefore 

predictable. 

Another open question is whether people keep track of frequency separately for different 

contexts. A generalized frequency account would suggest that if, for example, a language user 

encounters 1000 tokens of non-IC verbs where the subject is re-mentioned, and 10 tokens of an 

object-biased IC verb where the object is re-mentioned, they might generalize the observed 

frequency and expect subject re-mention across the board. A priori this account would not 
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explain implicit cause expectation, because only some verbs elicit strong implicit cause 

judgments. 

More relevant to the current study, a semantically-based frequency account would 

suggest that people track semantic patterns of re-mention separately for different verb classes, for 

example noting that while transfer verbs tend to be followed by re-mention of the goal argument 

(Arnold, 2001), verbs with high implicit causality might exhibit high re-mention of the implicit 

cause. This account would hold if implicit causes are mentioned frequently in natural language. 

However, it is not a forgone conclusion that such a pattern exists. Experiments tend to use single-

sentence contexts, but natural language includes richer contexts that may make the implicit 

explanation redundant. E.g., in Will is a great dancer. Matt admired Will because…, Will’s 

dancing skills are unlikely to be mentioned again (Bott & Solstad, 2014). 

The semantically-based frequency account could further occur in different levels of 

granularity. In a verb-based version, people might note the frequency of referent re-mention for 

verb classes, regardless of coherence relation. This might hold if, for example, sentences with 

emotion verbs tended to be frequently followed by explanations, or if implicit causes tended to 

be mentioned frequently for multiple different coherence relations. By contrast, a coherence-

contingent version would be supported if people track the frequency of referent re-mention as a 

function of both verb class and coherence relation. We know that in sentence completion tasks, 

people tend to mention the implicit cause (y) more after x admires y because… than after x 

admires y so… (Stevenson et al., 1994). Does this mean that people categorize referential 

frequencies separately according to the coherence relation? 
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In sum, the fundamental question is whether referential expectations follow from 

observed referential frequencies. We use two corpus analyses to test whether observed 

frequencies are in line with known implicit causality expectations. 

 

The discourse status (topicality) account 

A third idea stems from proposals in the literature that implicit causes are mentally 

focused (McKoon et al., 1993; Stevenson et al., 1994). This idea is rooted in the widespread 

assumption that language comprehension takes place in the context of a mental representation of 

the discourse context, often called a mental model or situation model (van Dijk & Kintsch, 1983; 

Johnson-Laird, 1983, Bower & Morrow, 1990). Here we ask whether implicit causes are focused 

because they are perceived to have a topical discourse status. Several theories suggest that some 

information is privileged in the mental model, in particular, the sentence topic (Ariel, 1990; 

Chafe, 1976, Reinhart, 1982). Yet other evidence suggests that implicit causes may not be 

perceived as topical, raising questions about the role of topicality in judgments of referential 

predictability. 

One reason to examine the relationship between implicit causality and topicality is that 

topical things tend to be predictable. While the topic is notoriously hard to define, intuitively it 

represents what the sentence is “about”. It is also associated with syntactically prominent 

categories like the subject (Brennan, Friedman, & Pollard, 1987; Grosz, Joshi, & Weinstein, 

1995; Hendriks, 2016; van Rij, van Rijn, & Hendriks, 2013); subjects are also referentially 

predictable in that they tend to be re-mentioned (Arnold, 1998; Arnold et al., 2018). Topicality 

and predictability also overlap in theoretical accounts. For example, Givón (1983) proposed that 

topicality falls on a continuum on which every discourse entity could be evaluated. On this 
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view, one measure of topicality is “persistence”, which reflects how long the entity will remain in 

the discourse.  

The idea that topicality overlaps with predictability is also supported by evidence from 

other verb types. Zerkle and Arnold (2019) tested constructions like Ana is cleaning up with Liz, 

where both characters have the same semantic role. In this case, syntactic position is the only 

distinguishing characteristic, where the subject character (here, Ana) is more topical. They found 

that with this construction, people judged the subject character to be both more topical and more 

predictable, using the same methods as those used in our experiments. This finding corresponds 

to corpus evidence that subjects tend to be frequently re-mentioned (Arnold, 1998; Arnold et al., 

2018. In addition, Arnold’s (2017) corpus analysis with transfer verbs found that goals tended to 

occur in discourse-prominent positions. Goals tended to be given, pronominal, animate, and 

1st/2nd person more than sources. Thus, semantic predictability for transfer verbs is associated 

with discourse topicality and frequent re-mention. 

Despite the frequent overlap of topicality and predictability, implicit causality verbs like 

admire or impress present a situation where they do not always align. If the subject is considered 

the topic, then the implicit cause is also the topic for impress, but not admire. In fact, this 

dissociation is central to the claim that pronoun production is influenced by only topicality (e.g., 

subjecthood) but not predictability (Kehler and Rohde, 2013; Kehler et al. 2008; Fukumura & 

van Gompel, 2010). This idea is supported by data from implicit causality contexts, where 

speakers produce pronouns more for subjects than objects, but not as a function of implicit 

causality (e.g., Fukumura & van Gompel, 2010; Rohde & Kehler, 2013, but for conflicting 

evidence see Weatherford & Arnold, 2021). However, this does not rule out the possibility that 
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predictability might also influence perceptions of topicality at least partially. We test whether it 

does in both a corpus analysis and experiment. 

Current study 

This paper provides a first step toward understanding how next-mention judgments stem 

from implicit causality. Given that the semantics of the verb are inherently present in all implicit 

causality scenarios, it is likely that they play some role. In two text analyses and two experiments, 

we directly test the frequency and topicality accounts of next-mention expectation. We focus on 

interpersonal verbs like admire, like, impress, amaze, which are known to elicit strong implicit 

causality judgments, and have been the focus of much of the work on implicit causality in 

language processing. Critically, the implicit cause is in subject position for some verbs and in 

object position for others, which allows us to test how predictability is influenced by both 

implicit causality and grammatical role. See Supplement for the criteria for verb selection.  

Our first question is whether the frequency account is at all plausible. Could listeners 

learn from experience that speakers tend to re-mention implicit causes? If so, we would expect 

this pattern in natural data. To test this, we perform two small-scale text analyses (Text Analysis 

1 and Text Analysis 2), testing whether implicit causes do tend to be re-mentioned. If they are, it 

would be consistent with the frequency hypothesis, but it would not rule out either the semantic 

integration or discourse status hypotheses. If they are not, it would falsify the frequency 

hypothesis. Results from these analyses also begin to probe the question of the granularity with 

which frequencies might be learned from experience. 

Our second question is whether implicit causality aligns with discourse status in 

naturally-occurring language. Even though several models make the simplifying assumption that 

the grammatical subject is the topic (Kehler & Rohde, 2013; van Rij et al., 2013), there are 
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several discourse properties that are associated with topicality, such as givenness and 

pronominalization. If predictability and topicality are jointly associated with implicit causality, 

we should see these properties correlating in our text analysis (Text Analysis 2). 

As a direct test of the topicality question, in Experiments 1 and 2 we asked participants 

to judge predictability and topicality for short discourses about interpersonal events like admire 

and impress. These experiments use a metacognitive task in which participants read a short story 

fragment and answer questions about either predictability (which character is most likely to be 

mentioned next?) or topicality (which character is this story about?). If implicit causality affects 

both predictability and topicality in the same way, it would support the topicality hypothesis. 

Text Analysis 1: Google 

Goals of analysis 

Our goal was to understand the frequency with which speakers refer to entities appearing 

in implicit cause and non-cause roles, so we selected a sample of both subject-biased and object-

biased verbs occurring in the transitive frame. For this analysis, our sample was designed to 

mimic the sorts of sentences typically used in implicit causality experiments, namely clauses 

with emotion verbs with two animate characters, and where the connector word “because” 

signaled a causal relationship with the following clause. We used Google to search the internet 

for tokens, which gave us easy access to a large sample of language, with a mix of spoken and 

written, and in different genres. For details on selection criteria and examples, see Appendix A. 

Methods 

Sample and Selection Criteria 

We collected a sample of tokens where both implicit cause and non-cause roles were 

animate and matched for salience and animacy. To target tokens with following explanations, we 
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limited our sample to utterances with the explicit connective because. To do this, we searched 

for strings that included two animate pronouns and each implicit causality verb (e.g., I admired 

you because, she admired you because, he admired me because, etc.). To access a variety of 

language styles, we used Google for the search, which returned mainly examples of written 

language. For a full description of sample selection, see Appendix A 

Coding of dependent measure: reference continuation  

After the following clause was selected, we coded for whether or not the subject or object 

were mentioned in the following clause. For example, in (1a), the implicit cause he is mentioned 

again in the next clause, while in (1b), the non-cause he is re-mentioned. 

 

(1a) I used to talk to Coach Brown all the time, and he amazed me because he has been to 

a few places 

(1b) I surprised him because he thought my list would closely mirror his. 

 

Analysis 

Our statistical analyses used SAS proc glimmix to perform a logistic regression, given 

that our dependent measures were binary. One analysis examined subject references as the 

dependent measure (is the subject rementioned in the next clause vs. not), and a second analysis 

examined object references as the dependent measure (is the object rementioned vs. not.) Verb 

type (centered) was the only predictor in both models (subject-biased vs. object-biased verbs).  

Models also included random intercepts by verb. 
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Results: Are implicit causes or non-causes re-mentioned?  

Out of all tokens, 40.0% re-mentioned both referents, 57.7% re-mentioned one or the 

other, and 2.4% re-mentioned neither. Our results revealed a strong tendency to re-mention the 

implicit cause: people mentioned the subject 87% of the time for subject- biased verbs and 45% 

of the time for object- biased verbs. In addition, participants mentioned the object 90% of the 

time for object- biased verbs and 53% of the time for subject-biased verbs. For a breakdown of 

these patterns by verb, see Supplement. Both of these differences were supported by a main 

effect of verb type in our models (see Table 1a and Table 1b), suggesting that both subjects and 

objects are more likely to be re-mentioned when they are the implicit cause. We can also infer 

both subjects and objects have a likelihood to be re-mentioned above chance (significant 

intercepts).  

Table 1a. Model with subject 

continuation as dependent measure. 

 

 Table 1b. Model with object 

continuation as dependent measure. 

 

Effect 

Estimate 

(SE) t value p value 

 

Effect 

Estimate 

(SE) t value 

p 

value 

Intercept 

0.75 

(0.16) 
4.59 0.0003 

 

Intercept 

1.28 

(0.19) 
6.84 <.0001 

Verb 

type 

2.10 

(0.33) 
6.28 <.0001 

 Verb 

type 

-2.18 

(0.37) 
-5.96 <.0001 

* Odds ratio for verbtype effect = 8.1    * odds ratio for verbtype effect = 0.11 

 

Text Analysis 2: Fisher Corpus 

Goals of analysis 

The Google analysis demonstrated that implicit causes tend to be rementioned more than 

non-causes, but this sample was restricted to sentences with two animate characters and the 

causal word “because”. This means we can’t tell whether implicit cause-mention is frequent only 

in this context, or for all instances of these verbs. Our second text analysis tested a less restrictive 
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sample, including both animate and inanimate referents, and not restricted by the presence of 

“because”. This analysis used a small sample, because our questions required a high degree of 

human decision-making and hand coding, but it had the advantage of additionally allowing us to 

assess the types of referents that typically occur in implicit cause and non-cause roles. 

 

Methods 

Sample and Selection Criteria 

We analyzed naturally-occurring speech from the Fisher Corpus (Cieri, Graff, Kimball, 

Miller, & Walker, 2004, 2005), which is a collection of over 16,000 telephone conversations. 

Our final sample included 198 tokens.3 Similar to the Switchboard corpus, participants in this 

project were asked to speak about randomly generated topics from a list. Our goal was to 

understand the frequency with which speakers refer to entities appearing in implicit cause and 

non-cause roles, so we selected a sample of both subject-biased and object-biased verbs 

occurring in the transitive frame. For details on selection criteria and examples, see Appendix A. 

Goals of Analysis and Coding 

We asked two questions. First, to test the frequency account, is the implicit cause more 

likely to be mentioned again than the non-cause in natural language? We examined this by 

counting the frequency with which each argument was mentioned in the immediately following 

clause. For example, in (2a), the implicit cause people is mentioned again in the next clause, 

while in (1b), the non-cause I is re-mentioned. 

(2a) people just kind of annoyed me 'cause they'd be up all the time making noise  

(2b) I really hated it but then I got older 

                                                 
3 This is comparable to the analysis in Arnold (2001), which included 174 tokens. 
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Given previous evidence that referent predictability is influenced by coherence relation (e.g., 

Kehler & Rohde, 2013; 2017), we also coded the coherence relation between the utterance 

describing an implicit cause event and the subsequent utterance as either an explanation relation 

(denoting a causal relationship) or some other, non-explanation relation. 

Our second purpose was to test the topicality account by assessing whether implicit 

causes and non-causes in natural language tend to be associated with other indicators of 

topicality, namely givenness, pronominalization, prominence on a person hierarchy (1st/2nd vs. 

3rd), and animacy (Arnold, 1998, 2010; Arnold, Kaiser, Kahn, & Kim, 2013; Givón, 1983; 

Prince, 1981). If implicit causes tend to be topical in the discourse, we would expect those 

referents to score more highly on these measures than the non-cause entities. 

In sum, for each token in the database, we hand-coded three sets of information. First, our 

primary dependent measure was repeated reference. In the utterance following the implicit cause 

verb, we coded two dependent measures: 1) whether the subject was rementioned or not, and 2) 

whether the object was rementioned or not. Second, we coded the discourse properties of the 

subject and object of the implicit causality verb. Third, we coded the coherence relation between 

the two clauses. For details on coding, see Appendix B. 

 

Statistical analysis 

Following the same procedure as for the Fisher analysis, we used SAS proc glimmix to 

perform a logistic regression. The predictor verb type (subject-biased vs. object-biased) was 

centered. The verb was the random intercept in all models, except where the model estimated it 

to be zero, in which case it was excluded. We ran two models, one with subject re-mention as the 

dependent measure and one with object re-emention as the dependent measure.  
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Results and Discussion 

Question 1. Who gets mentioned again?  

The first question is whether implicit cause are more likely than implicit non-cause 

entities to be mentioned in the immediately following clause. Figure 1 shows that this is not the 

case. There was a small numerical preference for the opposite pattern, i.e. for non-cause roles to 

be re-mentioned for both subject and object positions. However, this was not significant in the 

logistic regressions. Verb type (subject biased vs. object biased) had no effect on the rate of re-

mention of either the subject (ß = -0.71 (0.4), t=-1.77, p=0.1, odds ratio = 0.49) or the object (ß = 

0.2 (0.29), t=0.69, p=0.49, odds ratio = 1.2). For a breakdown of these patterns by verb, see 

Supplement. 

  

Figure 1. Fisher corpus results: Rate of continued mention of implicit cause and non-cause 

entities. Error bars represent the standard error of continuation rates for each verb. The 

percentage continued reflects the percentage of tokens in which the cause or non-cause is 

mentioned in the immediately next clause, either directly or indirectly. Note that each percentage 

is calculated out of the total number of tokens for that verb. Because the speaker could mention 
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both, none, or one of the arguments in each sentence, the bars for cause and non-cause do not 

add up to 100%. 

 Given the starkly different pattern between this analysis and the Google analysis, we 

performed a post-hoc comparison by analyzing the two samples together, including predictors 

verb type (centered), experiment (centered), and the interaction between the two. For subject re-

mention there was a significant effect of sample (ß = 0.73 (SE = 0.24), t = 3.02, p = 0.006), no 

effect of verb type (p = 0.82), and an interaction between sample and verbtype (ß =2.7 (SE = 

0.50), t = 5.52, p < .0001). For object re-mention there was a significant effect of sample (ß =1.4 

(SE = 0.20), t = 6.9, p < .0001), a marginal effect of verbtype (ß =-0.59 (SE = 0.32), t = -1.83, p 

= 0.08) and a significant interaction (ß =-2.22 (SE = 0.41), t = -5.39, p < .0001). This confirms 

that verbtype had significantly different effects on remention patterns for our two samples. 

Question 2: Do coherence relations modulate re-mention patterns? 

Several theories suggest that semantically-based referential predictability is conditioned 

on the coherence relations between utterances (Arnold, 2001; Kehler, et al., 2008; Kehler & 

Rohde, 2013). In particular, emotion verbs are claimed to make the implicit cause predictable 

when the next sentence describes the cause of the event (i.e., Explanation continuations). This 

predicts that implicit cause referents might only be preferentially continued in supportive 

coherence contexts, or perhaps that the pattern would be stronger in these contexts.  

However, testing this question with the Fisher sample is difficult, because the frequency 

of explanation relations was very low in our sample, representing only 10% of the object-biased 

verbs (n = 12) and only 10.2% of the subject-biased verbs (n=8). In and of itself this is notable, 

because it shows that emotion verbs frequently occur without a following explanation relation. 

This pattern might help explain the contrast between the Fisher and Google analyses, since all 
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the target items in the Google sample were followed by an explanation, whereas almost none 

were in the Fisher analysis. Nonetheless, the referents in these two samples also differed in 

animacy and discourse status, making it difficult to pinpoint the critical source of difference.  

 

Question 3: Do implicit causes have a more topical discourse status than non-causes? 

Our next question is whether cause and non-cause roles tend to be correlated with topical 

discourse status characteristics. We tested this question by examining each of four discourse 

properties: animacy, 1st and 2nd person vs. 3rd; givenness, and pronominalization. We asked 

whether verb type (subject-biased vs. object-biased) predicted the rate of each property occurring, 

running separate models for subjects and objects. Thus, for each model the predictor was verb 

type (centered), and the dependent measure was the discourse property. For exmaple, the subject 

models tested whether verbtype significantly modulated the likelihood that the referent in subject 

position was animate; 1st/2nd person, pronominal/zero; or given/inferrable.  Table 2 reports the 

effect of verb type for each discourse property, with all significant effects bolded.  
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Table 2. The discourse properties of subjects and objects in emotion verbs, depending on their 

thematic role, plus the inferential statistics from separate logistic regression models for each 

property, tested separately for subjects and objects. 

 Dependent measure 

implicit causes 

(Subj-biased 

verbs) 

non-causes 

(Obj-biased 

verbs) 

Subject model, verb 

type effect 

Animate (vs. Inanimate) Subject 27% 100% 

ß =-17.56 (361.15), 

t=-0.05, p=0.96, 

odds ratio 

= .000000235) 

Pearson’s chi-

square: 123.14; p 

< .001 

1st or 2nd person (vs. 3rd) Subject 9% 68% 

ß =-3.09 (0.55), t=-

5.62, p<.0001, odds 

ratio = .05 

Pronominal or zero (vs. nominal) 

Subject 
85% 92% 

ß =-0.69 (0.46), t=-

1.52, odds ratio = 

0.5, p=0.13 

Given or inferrable (vs. new) 

Subject 
81% 93% 

ß =-1.1 (0.5), t=-

2.17, odds ratio 

= .33, p=0.05 

• NOTE: models included a random slope for verb, except in the pronominal model where it 

was estimated to be zero and in the animacy model where it prevented convergence. 

• NOTE: For the animacy model, the logistic regression estimated the standard error to be 

extremely high, presumably due to the fact that there was no variation for the object-biased 

verbs, which rendered the difference between conditions insignificant. We therefore tested 

the effect of animacy with Pearson’s chi-square, which showed that the difference between 

100% and 27% subject-continuation was indeed significant. 

Dependent measure 

implicit causes 

(Obj-biased 

verbs) 

non-causes 

(Subj-biased 

verbs) 

Object model; verb 

type effect 

Animate (vs. Inanimate) Objects 33% 99% 

ß =5.54 (1.5), t=3.7, 

odds ratio = 254, p 

= 0.0013 

1st or 2nd person (vs. 3rd) Objects 8% 68% 

ß =3.2 (0.66), 

t=4.86, odds ratio = 

24, p= 0.0004 

Pronominal or zero (vs. nominal) 

Objects 
58% 87% 

ß =1.57 (0.43), 

t=3.65, odds ratio = 

4.8, p = 0.003 

Given or inferrable (vs. new) Objects 75% 85% 

ß =0.46 (0.55), 

t=0.83, odds ratio = 

1.5, p= 0.43 

• NOTE: all models included a random slope for verb 
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Notably, our findings were all in the opposite direction that was predicted. The 

“predictable” referent, the implicit cause role, was actually less likely to occur with prominent 

discourse features than the non-cause role. The non-cause was numerically more prominent in all 

eight comparisons, and this difference reached significance in all but two. These analyses are 

possible because of the painstakingly detailed hand coding performed for this analysis, but by the 

same token this coding limited the sample size. Thus, these findings must be interpreted with 

caution. 

Nevertheless, these analyses are clearly inconsistent with the hypothesis that 

predictability patterns with discourse prominence, which might be predicted by the topicality 

account for re-mention patterns. But it makes sense if we think about the meaning of emotion 

verbs, which describes the mental state of the non-cause entity, who often has the thematic role 

of experiencer. This requires the speaker to take the perspective of the non-cause entity, which 

seems more likely to occur when that character is central to the discourse. That is, speakers are 

more likely to use emotion verbs to talk about the emotions of topical characters than less-topical 

characters. In addition, typically only humans can be experiencers, and humanness is correlated 

with two of our discourse prominence metrics (animacy and 1st/2nd person; see also Corrigan, 

1992). This question will be further explored in Experiment 2. 

 

Text analyses discussion 

The primary question in the text analyses was whether there was any support for a 

frequency account of implicit cause expectation. The Google analysis targeted the kind of 

sentences that are frequently used for psycholinguistic experiments, namely sentences with two 

animate arguments and followed by the connector because. In this case, we found that implicit 

causes were significantly more likely to be rementioned. This provides support for the 
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semantically-based frequency account, in that we observed that implicit causes, which are 

perceived to be predictable, are also likely to be re-mentioned in natural language. However, by 

contrast, the Fisher corpus analysis examined a random selection of emotion verbs in natural 

conversation, and verb type had no effect on remention patterns in this context. Our combined 

analysis confirmed that verb type had different effects across experiments. While there were 

several differences in the tokens across corpora, a major difference was that the Google corpus 

always included a following explanation, whereas the Fisher corpus almost never did. This is 

consistent with the coherence-contingent version of the frequency account, and suggests that 

learning about implicit cause expectancy might require tracking statistics of re-mention 

contingent on both verb semantics and coherence relations.  

These findings are consistent with a corpus analysis of newspaper text (Long and de Ley, 

2000). Long and de Ley did not test referential re-mention explicitly, but instead analyzed the 

reverse question, “Given an anaphor in subject position that refers to a referent from a preceding 

implicit causality verb with two arguments, which referent is it more likely to refer to?” While 

their selection criteria were somewhat different, they found that for their object-biased verbs, 

anaphors were more likely to re-mention the implicit cause overall (70% of all reported samples 

in active voice), but not for their subject-biased verbs (47% of all reported samples in active 

voice referred to the implicit cause). But this rate of implicit-cause mention was much higher for 

the subset of items with the connective “because” (96% for object-biased verbs and 74% for 

subject-biased verbs). This further supports the conclusion that the frequency-based account of 

implicit causality expectation is possible, but only in the coherence-contingent version. In 

addition, people may also track frequency as a function of other semantic features, for example 
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only when the two referents are equal in discourse prominence (as they were in the Google 

analysis, where both arguments were pronominalized). 

The Fisher corpus also addressed our question about whether implicit causes would tend 

to occur in topical or discourse prominent positions. In short, they do not. Instead, most implicit 

causes in natural language are inanimate, and inanimate roles tend to not be topical. By contrast, 

the non-cause referent (the experiencer role) tends to be human and topical.  

These text analyses provide evidence of how implicit causality events occur in natural 

speech, both the types of referents that tend to occur as implicit cause and non-cause arguments, 

and which ones tend to be re-mentioned. Our next question is whether people use implicit 

causality to guide judgments of both predictability and topicality in controlled discourses.  

 

Experiments 1 and 2 

Our experiments sought to directly test how people view implicit causes and non-causes 

in terms of predictability and topicality. Some studies have used pronoun production to argue 

that implicit causes are not topical, based on evidence that speakers tend to use pronouns to refer 

to the subject irrespective of implicit causality (e.g., Fukumura & van Gompel, 2010; Rohde & 

Kehler, 2014). If topicality guides pronoun production, this might imply that implicit causality is 

not related to topicality. Yet this story is complicated by the fact that other studies found that 

implicit causality can indeed affect pronoun production (Weatherford & Arnold, 2021; Ye, 

Weatherford, & Arnold, 2021).  

Here we instead use a metacognitive judgment task to test predictability and topicality in 

parallel. Our task differed from many previous tests of implicit causality in that we provide a 
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context sentence to facilitate representations of the critical emotion event.4 Participants read 

stories like Liz and Ana were volunteering at the library. Liz offended Ana (because)…. and then 

were asked to judge either 1) who is likely to be mentioned next (predictability) or 2) who is the 

main character (topicality). To assess the importance of the coherence relation to both judgments, 

we manipulated the presence of the word because. Experiment 1 tested the predictability 

question, and Experiment 2 tested the topicality question. The two experiments are discussed 

together because the stimuli were otherwise identical. 

 

Methods 

Participants 

There were 32 participants in Exp. 1 and 32 in Exp. 2. All were native speakers of 

English residing in the United States or the United Kingdom and were recruited on Amazon 

Mechanical Turk in exchange for $1.00. Another restriction was that they had not previously 

completed another experiment from the Arnold Lab. Ages ranged from 24 to 76 years old. 

 

Materials and Design 

We used four characters in these stories who had simple and common English names: 

Ana and Liz, who were explicitly described as female, and Will and Matt, who were explicitly 

described as male. For each target item, the story consisted of one context sentence in the past 

progressive tense followed by an incomplete sentence containing an implicit causality verb in the 

simple past tense. The context sentence served to introduce two characters and the setting. For 

example, Liz and Ana were volunteering at the library. {Liz offended Ana... / Liz disliked Ana...} 

                                                 
4 But see for example Koorneef & Sanders, 2013, Experiment 2; Majid, Sanford, & Pickering, 2006, and van den 

Hoven & Ferstl, 2018 for a similar stimulus feature. 
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Each story was manipulated to appear in one of two conditions such that the second clause 

included either a subject-biased (e.g., offend) or object-biased (e.g., dislike) verb. We also 

manipulated the presence of because at the end of the second clause. Verb type (subject-biased 

versus object-biased) was manipulated within subjects. Connective type (because versus null) 

was manipulated between subjects because reading “because” in one stimulus would be likely to 

activate the causal relation for other stimuli as well. 

We tested a total of 12 critical stories. Each story used two verbs (one in each verbtype 

condition), so in total we examined 24 different emotion verbs. To keep the task short, each 

participant only saw six of the critical items, together with six filler items (i.e. 12 items total), 

plus two practice items. The inclusion of because was manipulated between-subjects. Thus, each 

experiment used a 2 (verbtype: subject-biased vs. object-biased) x 2 (with because vs. without 

because) design; this design was applied to two sets of verbs, resulting in 8 lists per experiment. 

For each experiment, there were 16 participants in the with-because condition and 16 

participants in the without-because condition, yielding a total of 192 datapoints per experiment.  

Subject-biased verbs were taken from Levin class 31.1, and object-biased verbs were 

taken from Levin class 31.2, again with the exception of “tease” which is class 31.1 but is an 

object-biased verb (Hartshorne & Snedeker, 2013). Across all verbs, implicit cause bias scores 

ranged from 0.73 to 0.89, based on Hartshorne and Snedeker (2013).  

Filler and practice items followed a similar format. For all filler items, the context 

sentence was in the past progressive, and the following fragment had a non-emotion verb in the 

simple past tense. For variety, two filler items and one practice introduced two characters and 

continued talking about both, two filler items and one practice introduced two characters and 

continued talking about only one of them (represented in Table 3), and 2 filler items introduced 
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only one character and continued talking about him/her. Example items are given in Table 3. The 

complete list of items is given in the Supplement.  

 

Table 3: Example experimental stimuli. 

 

For measuring predictability and topicality, respectively, we had two critical post-story 

questions: Think about the rest of the second sentence in this story. Who do you think will be 

mentioned? (Exp. 1) and Who do you think is the main character of this story? (Exp. 2). Both 

were given as 2-alternative forced choice questions. Each story also had a content question, 

which asked about either who was involved in the story (e.g. Who was working on a project for 

class?) or what happened in the story (e.g. What were they doing?). These extremely simple 

questions served as a check that participants were engaged and actually processing the stories. 

Participants were informed that they would not be paid if they had too many errors; if a 

participant answered more than 25% of the content questions incorrectly, the survey 

automatically ended, and we did not use their data. 

In sum, from the participants’ perspective, in one survey they saw 2 practice items, and 6 

target items (3 subject-biased verbs, 3 object-biased verbs) intermixed with 6 filler items. For 

each item, they answered the content question on one page followed by the content question and 

one of the two critical questions on the next page.  

Item Type Item 

Practice Will and Matt were doing the laundry. Will folded the clothes with Matt... 

Subject-biased Matt and Will were working out at the gym. Matt aggravated Will... 

Object-biased Liz and Ana were volunteering at the library. Liz disliked Ana... 

Filler Matt and Will were eating breakfast. Will took out the cereal... 
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Data Analysis 

We performed logistic regressions using SAS proc glimmix. Fixed effects included verb 

type and connective type, which were coded with zero-sum contrasts. The dependent measure 

was whether the participant chose the subject character or not. We constructed mixed-effects 

logistic regression models with maximal random effects except when estimated to be zero by the 

model (random intercepts for both participants and items, random slopes for verb type by both 

participants and items, and a random slope for connective and the interaction between connective 

and verbtype by items).  

 

Results and Discussion 

For our question about predictability (Exp. 1), participants selected the subject more 

when it was the implicit cause than when it was not (Figure 1). The same pattern emerged for 

both the with-because and without-because conditions, but the difference was bigger in the with-

because condition. This was supported by a model with subject chosen as the dependent measure, 

given in Table 4a below, in which there was a main effect of verb type and an interaction 

between verbtype and causal coherence. We further probed the interaction by estimating the 

effect of verb type in each condition (with-because and without-because). There was a significant 

effect of verbtype with because (ß =2.99 (SE = .64), t = 4.65, p < .0001) but only a marginal 

effect of verbtype without because (ß = 0.98 (SE = 0.54), t = 1.83, p = .0812).  

 

Table 4a. Exp. 1: Model of predictability with 

subject chosen as dependent measure.  

 Table 4b. Exp. 2: Model of topicality with 

subject chosen as dependent measure. 
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Effect 
Estimate 

(SE) t value p value 

 
Effect 

Estimate 

(SE) t value p value 

Intercept 

0.25 

(0.36) 
0.70 0.49 

 

Intercept 

1.73 

(0.35) 
4.90 0.0002 

Verb type 

1.99 

(0.42) 
4.73 <.0001 

 

Verb type 

-0.20 

(0.54) 
-0.37 0.72 

Causal 

coherence 

-0.35 

(0.65) 
-0.53 0.60 

 Causal 

coherence 

-0.57 

(0.57) 
-0.99 0.33 

Verb type x 

Causal 

coherence 

1.99 

(0.84) 
2.36 0.02 

 Verb type 

x Causal 

coherence 

-0.20 

(1.12) 
-0.18 0.86 

* odds ratio for the verbtype effect in the        * odds ratio for the verbtype effect in the 

with-because condition: 19.8, and in the         with-because condition: 0.7, and in the 

without-because condition: 2.7          without-because condition: 0.9. 

  

Figure 2: Experiment 1 results, Next Mention 

question. The standard error of the subject 

means in each condition are plotted. 

Figure 3: Experiment 2 results, Main Character 

question. The standard error of the subject 

means in each condition are plotted. 

 

 

For our question about topicality (Exp. 2), people consistently chose the subject whether 

it was the implicit cause or not in both connective conditions (Figure 3). This observation was 

supported by a model with subject chosen as the dependent measure, given in Table 4b above. 
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The only significant factor was the intercept (p < 0.001), indicating that subject bias was the only 

predictor for judging topicality.  

The robustness of our findings are supported from three sources. First, to confirm the 

contrast between predictability and topicality questions, we performed a post-hoc analysis to 

compare the experiments (see Appendix C). This analysis revealed a significant interaction 

between verb type and question type, and estimates confirmed that the verb type effect was 

significant for only the predictability and not the topicality questions. Second, we used a power 

simulation to test whether a sample of this size would have adequate power to detect the verb 

type effect for experiment 1 and the intercept effect for experiment 2. In an analysis of about 

1000 simulated datasets, we found that it did (see Appendix D). Third, these findings are 

supported by conceptually similar patterns detected in other studies. A similar effect of verb type 

for the predictability question was reported in two other studies using implicit causality verbs in 

a similar task but with different stories, and only in the condition with “because” present 

(Weatherford & Arnold, 2021; Johnson & Arnold, in press), providing a direct replication for 

one condition from Exp. 1. In addition, a similar pattern for the topicality question was observed 

for the same task with a different verb type  (Zerkle & Arnold, 2019).  

The results from our experiments suggest that implicit causality affects predictability but 

not topicality judgments. These findings replicate previous findings with the sentence-

completion method, which have shown that speakers tend to frequently continue talking about 

the implicit cause, supporting the hypothesis that the implicit cause is predictable (Fukumura & 

van Gompel, 2010; Kehler et al., 2008; Kehler & Rohde, 2013; Holler & Suckow, 2016). We 

also found that subjecthood affects topicality but not predictability judgments for implicit 
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causality verbs. Our findings are consistent with the suggestion that predictability and topicality 

are represented separately (e.g., Kehler & Rohde, 2013).  

 

General Discussion 

This project examined implicit causality scenarios for the purpose of better understanding 

where referential predictability comes from, and the relationship between referential 

predictability and topicality. There were two major findings from this project: 1) implicit causes 

are frequently mentioned but only in some conditions, and 2) predictability and topicality are not 

correlated for this verb type. We take up each of these points in turn, and then discuss their 

implications for how predictability is calculated. 

 

Does referential predictability stem from frequency? 

Our first question was whether implicit causes have a higher re-mention frequency in 

natural language compared to non-causes. We found that implicit causes were frequently re-

mentioned in the Google sample, which was restricted to contexts with two animate arguments 

and a clear explanation in the following clause. By contrast, when we considered all emotion 

verbs with two arguments (the Fisher corpus), there was no preference to re-mention the implicit 

cause. This difference could stem from three differences between our analyses. First, the Google 

analysis was restricted to cases including an explanation in the second clause, while the Fischer 

analysis had very few tokens of this type. Second, in the Fisher corpus, the implicit cause 

argument was frequently an inanimate referent (73% in object-biased verbs, and 67% in subject-

biased verbs), whereas it was always animate in the Google analysis. We know that people like 
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to talk about people, so it may not be surprising that implicit causes are more often mentioned 

when they are animate. 

Third, the discourse contexts in our two corpora are very different, and the context can 

have severe consequences for the kinds of explanations that would be appropriate. Explanations 

are expected to provide newsworthy information, but the implicit cause is not newsworthy if the 

cause has already been explained (see Kehler & Rohde, 2018, Solstad & Bott, 2013 for a similar 

idea). For example, consider this excerpt from the Fisher corpus: her breath smells bad her hair 

her hands smell so bad and I noticed it a lot because I'm a nonsmoker. Here, the context already 

provides an explanation for why the smell would be noticeable, making the implicit cause (it = 

the smell) less likely to be mentioned. Instead, the knowledge of the speaker’s smoking status is 

unknown, so this information is more newsworthy, so the non-cause is re-mentioned. While we 

did not code for the status of the explanation in either corpus, this highlights the fact that the 

“right” sort of explanation is a subset of all explanations.  

Together, our findings provide partial support for the frequency account, which suggests 

that people could learn through experience that implicit causes tend to be rementioned by 

observing that this pattern frequently holds in discourse. However, such learning would require 

learners to track frequencies on a detailed level, paying attention not just to the overall frequency 

of re-mention for all implicit causes, but rather to the frequency of re-mention for specific 

contexts. This suggests that comprehenders would have to filter natural language, raising 

questions about what critical constraints are used for this filtering, and whether it is 

computationally plausible. Many researchers refer to this as the “grain problem” (Desmet & 

Gibson, 2003; Desmet, De Baecke, Drieghe, Brysbaert, & Vonk, 2006; Mitchell, Cuetos, Corley, 



Why are implicit causes predictable?34 

& Brysbaert, 1995; Saffran, 2002; Townsend & Bever, 2001). A language learner may have to 

categorize tokens along several dimensions.  

Evidence that listeners might do this comes from the domain of syntactic parsing, where 

some researchers believe that comprehenders are capable of the kind of fine-grained computation 

necessary for reconciling corpus patterns with online comprehension results. Desmet and 

colleagues conducted a series of experiments involving relative clause attachment in Dutch. 

They argue that if natural language tokens are filtered for animacy and concreteness of referents, 

frequencies in corpus analyses do match the attachment biases found in online comprehension 

and sentence completion experiments. They take this as evidence that experience-based accounts 

of processing are plausible (Desmet, Brysbaert, & De Baecke, 2002, Desmet & Gibson, 2003; 

Desmet et al., 2006; see also Jurafsky, 1996; MacDonald, 2013; MacDonald & Thornton, 2009; 

Saffran, 2002, 2003; Tabor, Juliano, & Tanenhaus, 1997; Wells, Christiansen, Race, Acheson, & 

MacDonald, 2009). Their results suggest that by extension, people may also track referential 

frequencies for subsets of contexts. However, more work is needed to identify which features of 

the discourse context correlate with next-mention probability for different verb types, and test 

whether these features also guide predictability judgments during language comprehension. 

A vast amount of research has shown that for reference frequency, coherence relations 

are one dimension that is likely to be relevant. Our text analyses suggest that animacy of the 

referents may be another dimension (see also Corrigan, 1992). Finally, the comprehender may 

have to track whether the explanation for the event has not been previously provided. In sum, the 

corpora results suggest that natural re-mention frequency might help listeners learn that implicit 

causes are likely to be re-mentioned, but only if comprehenders are able to constrain their 

learning along several dimensions.  
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Does referential predictability correlate with topicality? 

Our second question asked how referential predictability relates to topicality. This 

question is theoretically relevant because some models consider predictability and topicality as 

overlapping properties (Givón, 1983), while others consider them as distinct properties (Kehler 

& Rohde, 2013). In the Fisher corpus analysis, we examined discourse properties that are 

associated with discourse topicality and accessibility, namely animacy, 1st/2nd person (vs. 3rd), 

givenness, and pronominalization. The implicit cause did not pattern with topical discourse 

properties, and instead, the non-cause role did. We then used a metalinguistic task in 

Experiments 1 and 2 to collect parallel judgments of predictability and topicality and found 

similar results. Participants overwhelmingly selected the grammatical subject as the most topical 

referent, but chose the implicit cause as the most predictable referent. The Fisher findings could 

result from the fact that most implicit causes were non-human in that corpus, but this explanation 

does not account for the experimental results, where both characters were human and given. 

Our findings suggest that for implicit causality verbs, people tend to judge the implicit 

cause as predictable (likely to be mentioned), and implicit cause status has no effect on topicality 

judgments. This conclusion differs from findings for other verbs where the same entity is viewed 

as both topical and predictable (Zerkle & Arnold, 2019). However, other scholars have come to 

the same conclusion from sentence completion studies (e.g., Kehler and Rohde (2013; Kehler et 

al., 2008; Rohde & Kehler, 2014). Although sentence completion studies only provides indirect 

information about how topicality relates to implicit causality, the fact that both methods provide 

converging evidence suggests that implicit causality affects predictability but not topicality. 
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Conclusion 

In sum, our study contributes to the study of referential predictability by testing two 

hypotheses about how people might calculate that implicit causes are predictable. The frequency 

hypothesis suggested that people might learn that implicit causes are highly likely to be 

mentioned again through experience, if implicit causes are frequently re-mentioned overall in 

natural language. We found that this idea is only plausible for emotion verbs if people track re-

mention frequencies for very specific contexts. 

The topicality hypothesis suggested that people might assign predictability on the basis of 

topicality, or conversely that they might perceive predictable referents as topical. Again, while 

this idea is plausible for some discourse contexts, such as the predictability of subjects (Zerkle & 

Arnold, 2019), it does not account for the predictability of implicit causes. In our spoken-

language corpus analysis, implicit causes did not tend to fall in discourse roles associated with 

discourse topicality. In our experiments, topicality judgments were not influenced by implicit 

causality, whereas predictability judgments were. In addition, the presence of the word because 

strengthened predictability judgments, but had no effect on topicality judgments. One reason that 

topicality is aligned with predictability in the literature is that previous topics often continue as 

the topic of upcoming speech input. This means that the previous topic is likely to be re-

mentioned. We saw here that in implicit causality contexts, this pattern does not hold.  

The current study did not directly test the semantic inference account (e.g., Hartshorne et 

al., 2015), and this remains a plausible mechanism for calculating predictability. The intuition 

behind implicit causality is that the assumed implicit cause is dependent on the meaning of the 

event. Together with expectations about an upcoming explanation, this may be enough to 

generate a prediction that the implicit cause will be mentioned. 
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At the same time, our results raise the possibility that referential frequencies may 

contribute to expectations about upcoming language input. We observed that for emotion verbs, 

the frequency account only can explain referential expectations if we assume a fine-grained 

learning mechanism, where people integrate knowledge about the semantic roles of discourse 

participants and the expectation for an upcoming explanation, perhaps based on whether the prior 

discourse already provided an explanation or not. Animacy may matter as well. Yet if people 

must remember such a rich representation of contingent frequencies, it raises questions about the 

difference between a frequency-driven mechanism and a semantic inference mechanism. Are 

semantic inferences merely complex representations of referential frequencies? 

For example, consider the sentence like Ana impressed Liz because…. Under the 

frequency account, it might evoke a memory that in scenarios with emotion verbs, two animate 

characters and an upcoming explanation, mention of the subject (Ana) is frequent. Under the 

semantic inference account, this sentence might lead to a semantic representation that generates 

an inference about the likely cause (Ana) which combined with an expectation for an upcoming 

event leads to an expectation for re-mention of that person. Both accounts require representation 

of the same sets of conditioning features, but the frequency account makes predictions based on 

what has happened in the past, whereas the inference account makes predictions based on what is 

plausible. These calculations may be very similar. 

In conclusion, our study has shown that implicit causality tends to be unrelated to 

judgments of topicality and its relation to frequency of reference in natural language is 

modulated by constraints on the context. These findings highlight the importance of 

manipulating the context in experimental studies, and of examining real-world discourse contexts 

in natural speech. A full theory of referential predictability will require an understanding of how 
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multiple different verb types relate to both frequency of mention and other discourse indicators 

of topicality. 
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Appendix A: Google Corpus Analysis Methods 

 

We assembled a dataset by searching Google for tokens with 16 emotion verbs (8 

subject-biased and 8 object-biased), listed in Table A1. For each verb, we put it in different 

strings, hereafter referred to as the “target clauses,” according to the 14 pairwise combinations of 

the pronouns, I/me, you, he/him, she/her, followed by because. For example, I appreciated him 

because. We searched for up to three examples of each string, including fewer if we could not 

find three. This meant each verb had a maximum of 42 possible tokens. Verbs had to have at 

least 20 tokens to be included for analysis; all 16 verbs met this requirement. 

We searched for exact matches of the target clauses on Google in Incognito Mode (to 

prevent search history biases). For each target clause, we found the first three search results that 

matched our token selection criteria, given in Table A2, and recorded them in the database, 

including information on the source, type of text, and sentence in which the target clause 

appeared. The top five most common types of text were book, blog, comment, article, and 

fanfiction. Since we were looking for language appearing naturally in a rich discourse context, 

we excluded memes, pictures or short videos with words on top, and quote translations. 

 

Table A1. Google analysis emotion verbs 

Verb type Verbs included in analysis (n for each verb) 

Subject-biased Amazed (25), disappointed (33), impressed (24), surprised (30), 

upset (28), annoyed (36), offended (30), scared (41) 

Object-biased Appreciated (26), hated (42), liked (42), noticed (39), respected 

(38), trusted (42), admired (41), adored (31) 

 

The criteria used for inclusion were that the verb must occur in an active transitive frame 

with critical implicit cause and non-cause roles in subject and object position, and that “because” 

is used in a causal sense. In order to guarantee that the following because clause was only 

explaining the event related to the implicit causality verb, we excluded instances where the target 

clause containing the implicit causality verb was embedded, like I just figured she hated me 

because last week I changed my profile picture to this one she took of me in a suit… since it is 

ambiguous whether the because explains I just figured or she hated me. Examples of included 

and excluded tokens are shown in Table A2.  

The first half of the text analysis was conducted in collaboration with Irene Tang; a 

subset of tokens was double coded and disagreements were resolved by discussion. For the 

remainder of the analysis, the first author (SG) coded all tokens and discussed unclear cases with 

the second author (JA). 

 

Table A2. Token selection criteria 

Criterion Example 

The target clause must be a tensed main or 

subordinate clause, i.e. embedded clauses and 

infinitival clauses were excluded. Results that 

matched the string but were clearly not simple 

past tense were not accepted. One common 

example of this was questions with a fronted 

modal. Structurally ambiguous cases were not 

Not usable: “I hope I offended you. Because that's 

what I do.” 

Not usable: "I know I'm leaving out tons of details – 

not sure if they would be relevant or not – but the core 

issue was she felt I was too nice all the time and I 

annoyed her because I was nice to people she felt I 

should blow off." 
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accepted. Not usable: Had I annoyed Him because I hadn't 

been able to get it sooner? 

 

Usable: I say, if I annoyed you because I lost a few 

pounds, what would you say if I were to lose 

hundreds—thousands. 

The target clause must be followed by a tensed 

clause.  

Not usable: …he admired him because of the 

intelligence, alertness and understanding that he saw 

in him 

 

Disfluency, unfinished fragments and 

discourse markers were excluded for the 

purpose of clause inclusion; excluded material 

shown here in brackets. 

You hated him because {…well. Because} he was a 

man. 

For results that matched the string, but the first 

pronoun did not fill the subject, the token was 

not accepted. 

Not usable: Clearly from reading the reviews above, 

many of you appreciated him because you need 

people like him to give you a break and help you 

achieve things in life. 

The target clause and the following clause did 

not have to occur in the same sentence, given 

that it was clear the second clause was a 

continuation of the first. Cases where the string 

was separated between two speakers were 

accepted when “PRO VERB PRO” was 

spoken by one speaker and “Because” was 

spoken by the other speaker, with PRO’s being 

categorized under the appropriate referents 

from the first speaker’s perspective.  

Not usable: “I figured I'd probably offended you.” 

“Offended me? Because you weren't interested in 

hiring me as your station attendant?”  

 

Usable: “You scared me.” “Because you wandered 

too far from camp. 'Tis dark and not safe for you 

alone.”  

Ungrammatical results, or results in which it 

was clear that the target clause was being used 

in a nonstandard way were excluded. 

 

Not usable: I amazed her because she continually 

taking care for us even he is so tired for us.  

 

Items where the referent mention was too 

ambiguous to be determined from context were 

excluded. 

 

Not usable: Moreover, Goku never fought Super 

Janemba. He annoyed him, because Janemba is a 

mindless, savage beast with no combat ability 

whatsoever. 
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After finding appropriate tokens, we then applied the criteria shown in Table A3 below to 

select the clause immediately following the target clause, the window in which we looked for re-

mention. The general rule was to select the next tensed clause, subordinate or not, and all 

material embedded under it. 

 

Table A3. Selection criteria for the following clause, which is underlined. 

Criterion Example 

The following clause must be a tensed clause, 

and can be a subordinate clause.  

You amazed him, because when there were 

other people around you trying to comfort 

you, you rejected them. 

Hanging fragments were included in the 

following clause. 

She amazed him, because in his final year 

she joined his class, becoming the youngest 

graduate in micro-surgery, a mere twenty-two 

year old, younger than many university 

entrants. 

In cases of ellipsis, if only the pronoun was 

elided, the second section after a conjunction 

was considered a separate clause and 

excluded. If more than the pronoun was 

elided, the section after a conjunction was 

included in the following clause. 

You liked me because I was young and made 

you feel young. 

He liked me, because I was good to the old 

folks, and to Emily, - and had a sort of respect 

for me, because I was the oldest, and because 

I could talk, and because of the great thick 

books in my room. 

 

Coding of dependent measure: reference continuation  

For each token in the database, we coded whether the speaker or writer referred back to 

the critical entities (implicit cause or non-cause). Our question was centered on reference – that 

is, is the subject entity re-mentioned? Is the object entity re-mentioned? Usually re-mentions also 

used a pronoun, but sometimes a name or description was used instead (e.g., Then he surprised 

her, because Eli was rarely demonstrative.)  

Our analysis focuses on the broadest definition of continued reference, including both 

direct and indirect reference. In direct reference, the following clause refers directly and 

entirely to an entity in the target clause. Indirect reference includes cases where the following 

clause refers to either a superset or subset of the critical referent. For example, consider you 

surprised him because your teleportation technique is silent. The cause in the target clause is you, 

and the following clauses mentioned your teleportation technique, which includes the possessive 

your. Other examples of indirect reference include I…we, or me…someone I once loved. We 

found that out of a total 548 tokens, there were very few instances of indirect reference (8.6% 

indirect subject re-mentions and 7.3 indirect object re-mentions), so these were collapsed with 

direct mentions. 

 

  



Why are implicit causes predictable?55 

Appendix B: Fisher Corpus Analysis Methods 

 

Our goal was to generate a sample of utterances using emotion verbs that matched our 

criteria (see below), with at least 10 (and no more than 25) tokens per verb. This sample was 

smaller than the Google sample because a greater degree of hand coding was needed for both 

item selection and analysis. Our final sample included 78 tokens of subject-biased verbs, and 120 

tokens of object-biased verbs. While other contextual features may change causality judgments 

(e.g., negation, Garvey, Caramazza, & Yates, 1974), we did not have a large enough sample to 

test the impact of these features. Our method of token selection was to search for the emotion 

verbs listed in Table B1, which represent commonly used verbs from psycholinguistic studies of 

implicit causality. We began our search with the files in part 2 (files 058-116), and if that search 

did not produce at least 10 tokens, we extended our search to part 1 (files 001-057). We limited 

the search to verbs in the past tense, and no other restrictions, using a sequence of grep searches. 

These tokens were examined for the criteria listed in Table B2. Based on our first (rough) 

examination, verbs with fewer than 10 usable tokens in the sample were excluded from the 

sample. However, some tokens were later discarded due to ambiguity or extreme disfluency, 

leaving fewer than 10 tokens for offended. In addition, we found that our initial pass only 

identified 5 subject-cause verbs with more than 10 usable tokens, so we relaxed our criterion for 

this sample and included two more verbs that had 5-7 usable tokens (disappointed, impressed). 

 

Table B1. Fisher analysis emotion verbs 

Verb type Verbs searched for Included in analysis  

(n for each verb) 

Subject-biased  amused, annoyed, astonished, bored, deceived, 

delighted, disappointed, disgusted distressed, 

frightened, impressed, inspired, offended, 

pleased, scared, surprised, startled, terrified, 

troubled, upset, worried 

Annoyed (10), offended 

(7), surprised (20), upset 

(13), scared (16), 

disappointed (7), 

impressed (5) 

Object-biased  adored, appreciated, blamed, criticized, despised, 

detested, disliked, distrusted, dreaded, envied, 

feared, forgave, hated, idolized, loathed, liked, 

noticed, pitied, respected, trusted  

Appreciated (20), hated 

(23), liked (21), noticed 

(20), respected (20), 

trusted (16) 

 

The criteria used for inclusion of tokens are shown in Table B2. We selected transitive 

clauses in the active voice, including only clauses that contained both critical entities for each 

verb type, controlling for the syntactic structure of the clause, and only in cases where there was 

a following utterance in which a reference could be made.  

We did not restrict our sample based on whether the following utterance specified an 

explanation for the previous event. While we know that implicit causality judgments are most 

strongly tied to re-mention predictions under explanation coherence relations, we did not know a 

priori how people might learn about re-mention frequency. It is possible that they count all 

instances of a verb, and the proportion of cases on which the implicit cause is re-mentioned, 

especially since the coherence relation may not be apparent until later in the utterance. By 

including all coherence relations, this also allowed us to observe how frequently each verb is 

followed by an explanation. 
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Table B2. Criteria for inclusion in analysis 

Criterion Example 

The verb must occur in an active transitive frame 

with critical implicit cause and non-cause roles in 

subject and object position  

Not usable: I'm really annoyed at the darn 

television 

Not usable: you shouldn't really be getting 

offended 

 

Usable: she appreciated the things that I would 

do for her 

Usable: I trusted them 

The clause must be a tensed main or subordinate 

clause. Relative clauses and infinitival clauses 

were not accepted. 

Not usable: like the big brother show which I 

never really liked 

 

Usable: if something uh really really insulted me 

or offended me or something  

Disfluency, unfinished fragments, editorials and 

discourse markers are excluded for the purpose of 

clause inclusion; examples of excluded material 

shown here in brackets. In most cases, disfluent 

segments were excluded from the analysis, but the 

token was included. A few tokens that were 

extremely disfluent were excluded altogether. 

we {um} noticed all the new barriers …. 

 

my friend noticed {the ah} the date on the pepper 

 

I always respected Russia and the people {and 

from the writings you know from and things that 

they went through} 

 

that upset me {you know however you say it} 

 

Coding of dependent measure: reference continuation  

For each token in the database, we coded whether the speaker referred back to the critical 

entities (implicit cause or non-cause). Our question was centered on reference – that is, is the 

subject entity re-mentioned? Is the object entity re-mentioned? Sometimes re-mentions involved 

the same word as the first mention (he impressed these children / … he came with a suit and 

everything), but sometimes they didn’t (Robin Williams surprised me / when I saw him do stand 

up). If the next utterance was spoken by a different speaker, the words you and me could refer to 

the same person.  

Our analysis focuses on the broadest definition of continued reference, including both 

direct and indirect reference. In direct reference, the following clause refers directly and 

entirely to an entity in the target clause. For example, in (B1), both the non-cause we and the 

implicit cause our freedom are mentioned directly in the following clause. Note that direct 

reference does not have to use the same words, as pronouns are frequently used to refer to 

recently mentioned entities, like it in (B1). 

(B1)  Target clause: we appreciated our freedom 

Following clause: and we liked it 

Indirect reference includes cases where the following clause refers to either a superset or 

subset of the critical referent. For example, consider I hated Melissa / and Mo Jo we hated Mo Jo 

too. The non-cause in the target clause is I, and the following clause mentions we, which is a 

superset of I. Other examples of indirect reference include her kids… she; I… the girl I got 
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matched with last time; him…his father. There were relatively few items with indirect reference 

(out of the 101 cases of subject reference, 11 were indirect, and of the 93 cases of object 

reference, 15 were indirect) so we selected the broader category for analysis, including all cases 

of either direct or indirect reference. 

 

Coding of predictors: discourse status 

 For each token, we also coded the discourse status of both the subject and object referents 

on four dimensions. First, was the referent first or second person (I, we, or you) or a third-person 

referent? Second, was the subject or object pronominalized? Third, did the subject or object refer 

to a referent that was already given in the context? First and second person pronouns were 

automatically considered given, because they referred to the discourse participants. For third 

person referents, coders examined the discourse context and coded whether the referent had 

previously been mentioned in the conversation, in which case they were coded as given. 

Referents that had not been mentioned were coded as new. If a referent could be inferred from 

the prior context, it was coded as inferable (Prince, 1992); this category was combined with the 

given category for analysis. Fourth, was the subject or object entity animate? Coders looked at 

the context to identify the meaning of each referent, and coded it as animate (people or animals) 

or inanimate (things or ideas).  

 

Coding of predictors: coherence relations 

We coded the coherence relation between the critical emotion-verb clause and the 

following clause, using the system devised by Hannah Rohde and Andy Kehler5. We also added 

the category “other” to capture cases that did not fit into any of the existing categories. The 

critical question was whether implicit cause continuations are more likely in explanation vs. 

other contexts. We therefore collapsed the coherence ratings into binary categories: explanation 

vs. other. The final coherence ratings were done by a single RA (SW), and compared with 

coherence ratings for subsets of the data by two other RAs (LR, AMF). Coders averaged 91% 

agreement, and cases of disagreement were solved through discussion between the second author 

(JA) and SW. Examples are given in Table B3 below.  

 

Table B3. Coherence relation coding system 

Coherence Relation and Definition Example 

Explanation: Explanation about the previous 

event or general information about the cause 

of an event  

I hated that because I hate to be that kind of 

person. 

Elaboration: Elaborates on the same event, 

e.g. how it is carried out or where/when  

My dad hated New Mexico. My whole family 

did. 

Occasion: Temporal relation between two 

sentences where second sentence describes 

an event that follows the first sentence, but 

A: I never liked this sort of {type} patriotism. 

B: {exactly} and it has increased since 

September eleventh 

                                                 
5 We are very grateful to Hannah Rohde and Andrew Kehler for sharing their coding schema, 

which is based on the inventory of relations in Kehler (2002). 
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there is no casual relation (if there is, the 

explanation coding takes precedence)  

Parallel: Similar event with different 

referents or similar referents in parallel event 

I liked the fear factor show and the aspect of 

the daring things they have to do like getting on 

a airplane and walking down the wing and 

getting the flag and coming back. I don't like 

the bug things. 

Result: Causal result of previous event  

 

He really impressed me so we switched our 

whole family over to the same doctor. 

Violated Expectation: An unexpected 

outcome given general real-world knowledge 

about likely events and their typical 

consequences/reactions  

The parents certainly appreciated it. Although 

{I} even then it was funny 

Background: Background information that 

elaborates on some aspect of the event 

I certainly appreciated the things that she did 

for me. There are a bunch of other things that I 

look for too. 

Other: No specific relationship with prior 

event, or both are related to some higher-

level event, or the following clause refers to 

the entire previous statement. 

A: she appreciated the things that I would do 

for her B: {mhm mhm oh} that's great 

 

(here that’s great refers to the entire previous 

segment and really serves to introduce B’s 

taking the floor). 
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Appendix C. Combined analysis for Experiments 1 and 2. 

Experiment 1 tested the predictability question, and Experiment 2 tested the topicality 

question. We found that Verbtype affected predictability questions but not topicality questions. 

To confirm the contrast between these experiments, we analyzed the two together. In both cases 

the dependent measure was whether the subject was chosen or not. We included both 

predictability and topicality questions in the same analysis, adding question type (predictability 

vs. topicality) as a predictor, plus interactions between it and all other predictors. Otherwise the 

modeling procedure was identical to the two single experiments. 

As shown in Table D1, there was a main effect of Verb type, a main effect of Question 

type, and an interaction between the two. There was also a marginal three-way interaction 

between Verbtype, Question type, and Causal coherence. We probed the significant verbtype x 

question interaction by estimating the verbtype effect for the Prediction and Topicality questions, 

and found that it was significant only for the Prediction question (Table C2). 

 

Table C1. Analysis of Experiments 1 and 2 together with subject chosen as dependent measure. 

Effect Estimate (SE) t value p value 

Intercept 1 (0.23) 4.35 0.0002 

Verb type 0.88 (0.32) 2.8 0.0067 

Causal coherence -0.46 (0.44) -1.06 0.2964 

Verb type x Causal 

coherence 
0.83 (0.63) 1.32 0.1904 

Question type -1.51 (0.55) -2.73 0.0135 

Verbtype x Question 2.13 (0.63) 3.38 0.0012 

Causal x Question 0.24 (0.87) 0.28 0.7815 

Verbtype x Causal x 

Question 
2.15 (1.26) 1.71 0.0928 

 

Table C2. Estimates for the Verbtype effect in different conditions. 

Effect 
Estimate 

(SE) 
t value p value 

Verbtype effect for Prediction question 1.95 (0.43) 4.58 <.0001 

Verbtype effect for Topicality question -0.18 (0.47) -0.39 0.6986 
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Appendix D. Power analysis for Experiments 1 and 2. 

We used the results from the analyses for experiments 1 and 2 as an estimate of the 

population of responses with this paradigm. We simulated 1000 random datasets for exp. 1 and 

999 for exp. 2* by sampling from a multivariate normal distribution for all random effects, and 

ran each one through the original model. Table D1 shows the average estimates and standard 

error for the intercept and each predictor. We calculated the power as the percentage of items 

where that parameter had a p value of .05 or lower.  

 

Table D1. Power simulations for Experiments 1 and 2 

Experiment 1 (Predictability question)  Experiment 2 (Topicality question) 

Effect Estimate (SE) power  Effect Estimate (SE) power 

Intercept 0.20 (0.30) 0.10  Intercept 1.44 (0.30) 0.99 

Verb type 1.65 (0.37) 1.0  Verb type -0.15 (0.42) 0.04 

Causal 

coherence 
-0.27 (0.55) 0.08 

 Causal 

coherence 
-0.47 (0.49) 0.15 

Verb type x 

Causal 

coherence 

1.66 (0.74) 0.59 

 Verb type 

x Causal 

coherence 

-0.16 (0.84) 0.06 

 

There are two results of interest. First, in the main models we found an effect of Verbtype 

for the Predictability question (Experiment 1) but not for the Topicality question (Experiment 2). 

Our simulations suggest that with a sample of this size we have adequate power for detecting 

these patterns. For the Predictability question, the verbtype effect was estimated to be positive, 

reflecting a greater chance of choosing the subject for the subject-biased verbs than for the 

object-biased verbs.  The likelihood of detecting a verbtype effect was 1.0, reflecting the fact that 

it had a p value at .05 or lower in every single one of the 1000 simulated datasets. For 

experiment 2, the verb type effect was highly unlikely to be significant (resulting in only 4% of 

the cases), and in addition was estimated to run in the opposite direction.  

Second, in the main models the intercept was significant for the Topicality question but 

the not Predictability question.  Our sample size has adequate power for detecting this pattern as 

well. For the topicality question, the intercept was significant in 99% of the simulated datasets, 

but for the predictability question, only in 10%. 

 

* 1000 were requested but one failed and was not reported 
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Supplement 

A. Verbs used in all studies 

 

We analyzed subject-biased (e.g., impress, anger) and object-biased (e.g., admire, like) 

interpersonal verbs. We focused on main clause, active tensed forms of these verbs, in structures 

where one person was the subject and another was the object, since this has been the focus of the 

majority of discourse processing work.  

Verbs were chosen based on their object bias scores from Hartshorne and Snedeker 

(2013), which are the frequency with which participants choose the object in response to the 

following task involving the nonce word “dax”, e.g. “Sally frightens Mary because she is a dax”; 

Who do you think is a dax? (Sally/Marry). Scores thus have a possible range from 0 to 1 and the 

complement of a verb’s object bias score can be considered its subject bias score. Scores can be 

considered both a measure of bias for who is the implicit cause and who the pronoun is resolved 

to. 

Overall, 19 different subject-biased verbs ranged from 0.13 to 0.38 in object bias (thus 

0.62 to 0.87 in subject bias), and 16 different object-biased verbs ranged from 0.74 to 0.89 in 

object bias. Most of these verbs come from Levin’s (1993) verb classes 31.1 (amuse-type verbs) 

and 31.2 (admire-type verbs), and assign the thematic roles of stimulus and experiencer to their 

arguments. However, the object-biased verbs include notice from verb class 2.13.1, and tease 

from class 31.1 (even though most 31.1 verbs are subject-biased verbs). We therefore discuss 

roles with the labels “implicit cause” and “non-cause.” We used a slightly different selection of 

verbs in the experiments and text analyses, because the experiments were designed to be 

compared with other pronoun comprehension studies in our lab (Williams, 2020; Johnson & 

Arnold, 2021). The full list of verbs used in this paper is listed in Table A1. 

 

Table A1. Verbs used and their object biases according to Hartshorne & Snedeker (2013) 

Experiment 2, except for notice from Experiment 1. 

 

Subject-biased 

Verbs 

Fisher Text 

Analysis 

Google Text 

Analysis 

Exp.  

1 and 2 

Levin verb 

class 

H & S (2013) 

Exp. 2 Object Bias 

annoyed x x  31.1 0.27 

disappointed x x  31.1 0.16 

impressed x x  31.1 0.15 

offended x x x 31.1 0.23 

scared x x  31.1 0.13 

surprised x x  31.1 0.28 

upset x x  31.1 0.38 

amaze  x  31.1 0.23 

amused   x 31.1 0.18 

inspired   x 31.1 0.19 

pleased   x 31.1 0.22 

bored   x 31.1 0.24 

dazzled   x 31.1 0.22 
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enraged   x 31.1 0.17 

fascinated   x 31.1 0.26 

aggravated   x 31.1 0.27 

irritated   x 31.1 0.22 

distracted   x 31.1 0.24 

frightened   x 31.1 0.19 

      
Object-biased 

Verbs      

appreciated x x  31.2 0.79 

hated x x x 31.2 0.85 

liked x x  31.2 0.87 

noticed x x  2.13.1 0.74 (Exp. 1) 

respected x x  31.2 0.84 

trusted x x x 31.2 0.85 

admired  x x 31.2 0.89 

adored  x x 31.2 0.88 

envied   x 31.2 0.86 

resented   x 31.2 0.85 

despised   x 31.2 0.89 

disliked   x 31.2 0.89 

idolized   x 31.2 0.87 

loathed   x 31.2 0.86 

teased   x 31.1 0.80 

worshipped   x 31.2 0.84 
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B. Corpus analysis results by verb  

 

Table B1. Fisher Corpus analysis: Rate of continued mention of implicit cause and non-cause 

entities, by verb. 

 

Implicit cause  

continuation 

Non-cause 

continuation 

Subject-biased verbs 

Annoyed (n = 10) 30% 50% 

Offended (n = 7) 43% 71% 

Surprised (n = 20) 70% 55% 

Upset (n=13) 38% 46% 

Scare (n=16) 13% 56% 

Disappoint (n=7) 43% 14% 

Impress (n=5) 40% 40% 

Object-biased verbs 

Appreciated (n=20) 40% 50% 

Hated (n=23) 35% 70% 

Liked (n=21) 48% 62% 

Noticed (n=20) 35% 40% 

Respected (n=20) 55% 65% 

Trusted (n=16) 63% 56% 
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Figure B1  Implicit causality verbs. Rate of continued mention of implicit cause and non-cause 

entities. Top panel shows subject-biased verbs; bottom panel shows object-biased verbs. The 

percentage continued reflects the percentage of tokens in which each role is mentioned in the 

immediately next clause. 
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C. Materials used in Experiments 1 and 2  

Item ID†
 Context Sentence Target Fragment 

P1 Will and Matt were doing the laundry. Will folded the clothes with Matt (because)... 

P2 Liz and Ana were fixing the bathroom sink. Liz took out the wrench (because)... 

T1 Will and Matt were fishing with their kids. Will admired Matt (because)... 

T1 Will and Matt were fishing with their kids. Will inspired Matt (because)... 

T2 Will and Matt were working at the same company. Will idolized Matt (because)... 

T2 Will and Matt were working at the same company. Will fascinated Matt (because)... 

T3 Matt and Will were rooming together in college. Matt adored Will (because)... 

T3 Matt and Will were rooming together in college. Matt amused Will (because)... 

T4 Matt and Will were working out at the gym. Matt loathed Will (because)... 

T4 Matt and Will were working out at the gym. Matt aggravated Will (because)... 

T5 Liz and Ana were working on a project for class. Liz despised Ana (because)... 

T5 Liz and Ana were working on a project for class. Liz bored Ana (because)... 

T6 Liz and Ana were driving to a family reunion. Liz resented Ana (because)... 

T6 Liz and Ana were driving to a family reunion. Liz irritated Ana (because)... 

T7 Liz and Ana were volunteering at the library Liz offended Ana (because)... 

T7 Liz and Ana were volunteering at the library Liz disliked Ana (because)... 

T8 Liz and Ana were putting up Christmas decorations. Liz distracted Ana (because)... 

T8 Liz and Ana were putting up Christmas decorations. Liz teased Ana (because)... 

T9 Will and Matt were attending an office party. Will dazzled Matt (because)... 

T9 Will and Matt were attending an office party. Will envied Matt (because)... 

T10 Will and Matt were camping in the woods. Will frightened Matt (because)... 

T10 Will and Matt were camping in the woods. Will trusted Matt (because)... 

T11 Ana and Liz were competing in a marathon. Ana enraged Liz (because)... 

T11 Ana and Liz were competing in a marathon. Ana hated Liz (because)... 

T12 Ana and Liz were practicing for a ballet performance. Ana pleased Liz (because)... 

T12 Ana and Liz were practicing for a ballet performance. Ana worshipped Liz (because)... 

F1 Ana and Liz were watching TV. Ana changed the channel (because)... 

F2 Ana and Will were changing their furniture. Ana assembled the bed with Will (because)... 

F3 Matt was playing the piano. Matt enjoyed himself (because)... 

F4 Liz was preparing a presentation. Liz created an outline (because)... 

F5 Matt and Liz were going to decorate the house. Matt went to the store with Liz (because)... 

F6 Matt and Will were eating breakfast. Will took out the cereal (because)... 
 

†P stands for Practice item, T stands for Target item, and F stands for Filler item. 
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