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Abstract

In this article, we review nonadiabatic molecular dynamics (NAMD) meth-
ods formodeling spin-crossover transitions. First,we discuss different repre-
sentations of electronic states employed in the grid-based and direct NAMD
simulations.The nature of interstate couplings in different representations is
highlighted, with the main focus on nonadiabatic and spin-orbit couplings.
Second, we describe three NAMD methods that have been used to simu-
late spin-crossover dynamics, including trajectory surface hopping, ab initio
multiple spawning, and multiconfiguration time-dependent Hartree. Some
aspects of employing different electronic structure methods to obtain infor-
mation about potential energy surfaces and interstate couplings for NAMD
simulations are also discussed. Third, representative applications of NAMD
to spin crossovers inmolecular systems of different sizes and complexities are
highlighted. Finally, we pose several fundamental questions related to spin-
dependent processes. These questions should be possible to address with
future methodological developments in NAMD.
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1. INTRODUCTION

Nonradiative transitions between electronic states with different spin multiplicities play impor-
tant roles in many areas of molecular science, as is evident from the different names used for these
processes, including spin crossovers (1, 2), intersystem crossings (3), spin-forbidden reactions (4),
and two- or multistate reactivity (5). These transitions, which we call spin crossovers here for con-
sistency, can be initiated by various stimuli, such as light, temperature, pressure, and an external
magnetic field. The concepts of spin crossover and internal conversion (IC), transitions between
electronic states with the same spin, are rooted in two approximations central to quantum chem-
istry. The Born-Oppenheimer approximation (BOA) separates electronic and nuclear motions,
while the spin-free Hamiltonian in the nonrelativistic Schrödinger equation decouples electronic
motion from electron spin. These approximations lead to nuclei propagating adiabatically on a
single electronic state with a well-defined spin. Nonadiabatic processes that are characterized by
the energy transfer between the nuclear, electronic, and spin degrees of freedom (DOFs) are for-
bidden. However, if an energy gap between electronic states becomes small enough to be compa-
rable to the nuclear kinetic energy or the relativistic spin-dependent energy, these approximations
break down and transitions between different electronic states become allowed. The probability
of transitions between electronic states with the same spin depends on the nonadiabatic coupling
(NAC) defined in Section 2. The NAC between electronic states with different spins vanishes due
to the orthogonality of the spin eigenfunctions. Spin crossovers are mediated by spin-dependent
coupling (SDC), which mixes the electronic states of different spins and can arise from spin-orbit,
spin-spin, hyperfine, and external magnetic field interactions. Here, we mostly focus on the spin-
orbit coupling (SOC), which usually makes the largest contribution to SDC.

Modeling spin crossovers can provide insights into photochemical reaction mechanisms, help
to interpret complex vibronic spectra, calculate the rates of formally spin-forbidden reactions, and
predict the lifetimes of excited electronic states. While time-independent statistical theories can
be used to study spin-crossover kinetics (see the sidebar titled Nonadiabatic Statistical Theories),
the nonequilibrium nature of spin crossovers often requires the use of nonadiabatic molecular
dynamics (NAMD), which propagates nuclear and electronic DOFs in time (6). NAMDmethods
can be separated into two types. In the grid-based methods, nuclear DOFs are propagated on
precomputed electronic potential energy surfaces (PESs), while in the direct dynamics methods,
the electronic properties are calculated on the fly as nuclei propagate. Both types rely on electronic
structuremethods to obtain energies, energy gradients, and couplings formultiple electronic states
at different nuclear geometries. In general, because spin crossovers and ICs can happen on a similar
timescale, both types of nonadiabatic transitions have to be considered in NAMD simulations.

In NAMD, nuclear DOFs can be propagated in time on electronic states obtained in
several different ways (Figure 1). Most electronic structure calculations solve the spin-free

NONADIABATIC STATISTICAL THEORIES

Nonadiabatic statistical theories (NASTs) assume that the rate of intramolecular energy distribution is much faster
than the spin-crossover rate (7–9). These theories can account for quantum effects such as tunneling and zero-point
vibrational energy (10). They are ideally suited to study the kinetics of slow spin crossovers in large complex systems
for which long molecular dynamics simulations are not feasible. NASTs require electronic structure information
at only a very few nuclear geometries, making them compatible with both high-level electronic structure methods
(10, 11) and molecular fragmentation techniques (12).
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Figure 1

Electronic states in the (a) diabatic, (b) spin-diabatic, and (c) fully adiabatic representations with the corresponding electronic
Hamiltonian matrices. The panels depict electronic states as functions of a nuclear coordinate. Abbreviations: NAC, nonadiabatic
coupling; SDC, spin-dependent coupling. Part of the figure (panels with graphs) adapted with permission from Reference 14; copyright
2015 John Wiley & Sons.

time-independent Schrödinger equation within the BOA, producing a separate manifold of adia-
batic electronic states for each spin multiplicity. As their name suggests, these states correspond
to electrons instantaneously adjusting to nuclear motion and can have mixed character (for exam-
ple, ππ�/nπ� character). However, because the Hamiltonian has no spin-dependent terms, the
states from different spin manifolds do not mix. We call this representation spin diabatic (13); it
also has been called the molecular Coulomb Hamiltonian representation (14). The breakdown of
the BOA introduces NAC between the spin-diabatic states with the same spin, and the addition
of the spin-dependent terms into the Hamiltonian leads to SDC between the states with differ-
ent spins (Figure 1b). While the spin-diabatic states are relatively easy to obtain, the crossings
of NN-dimensional PESs of the same-spin states produce the (NN − 2)-dimensional conical in-
tersections (CIs) with singular NAC (avoided crossings for NN = 1; NN is the number of nuclear
DOFs). These features present challenges for propagating nuclear DOFs, especially if the PESs
and coupling surfaces have to be fitted for grid-based NAMD. Smooth PESs and couplings can
be obtained by transformation into the diabatic representation, in which electronic states preserve
their character, and the singularNAC is replaced by the smooth interstate couplingV (Figure 1a).
However, for polyatomic molecules, only an approximate diabatization can be achieved (15), and,
at least for someNAMDmethods, the diabatic representation leads to less accurate results (14, 16).
Spin-diabatic states can also be transformed into the fully adiabatic representation by eliminating
SDC at the expense of introducing the nonzero NAC between the resulting spin-mixed states
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(Figure 1c). While adiabatic PESs and NAC surfaces are not suitable for fitting, the NAC local-
ized at CIs and the ability to describe each component of spin multiplets separately (see states 3,
4, and 5 in Figure 1c) make this representation desirable for direct dynamics (13, 14). In general,
performing NAMD simulations in the fully adiabatic representation requires the implementa-
tions of the analytical energy gradient and NAC for spin-mixed states, which is still a challenge;
however, an approximate on-the-fly adiabatization has been implemented (14).

In Section 2, we review the NAMD and some aspects of electronic structure methods for
modeling spin-crossover dynamics. While many different flavors of NAMD have been devel-
oped to describe IC dynamics at CIs, and some of them potentially could be extended to model
spin-dependent processes, we limit our discussion to the methods that have been applied to spin
crossovers. In Section 3, we describe a few representative applications of these methods to molec-
ular systems of different complexity.We conclude by posing several fundamental questions related
to spin-dependent processes. These questions should be possible to address with future method-
ological developments in NAMD.

2. METHODS FOR MODELING SPIN-CROSSOVER DYNAMICS

In this section, we describe three types of NAMD used to model spin-crossover dynamics. The
stochastic trajectory surface hopping (TSH)method solves the time-dependent Schrödinger equa-
tion (TDSE) for electrons while propagating classical nuclei. In the multiple spawning method,
the nuclear wave function is expanded in the adaptive basis set of frozen Gaussians propagating
in time. In the multiconfiguration time-dependent Hartree (MCTDH) method, the nuclear wave
function is represented as a superposition of the multidimensional products of basis functions, in
which both the superposition coefficients and the basis functions are time dependent. In princi-
ple, all three types of NAMD can be performed on the precomputed (usually diabatic) PESs or
as direct dynamics (usually using the spin-diabatic or fully adiabatic representation). However,
the strength of the TSH and multiple spawning methods is in direct dynamics, while MCTDH
was originally developed as a grid-based method. Finally, because any NAMD simulation requires
accurate electronic energies, gradients, and interstate couplings, we discuss several aspects of the
electronic structure methods used to model spin-crossover dynamics.

2.1. Trajectory Surface Hopping

In the TSH method, the nuclear wave packet is represented as a swarm of independent trajec-
tories obeying the classical Newtonian equations of motion (EOMs). The force acting on the
nuclei is equal to the negative energy gradient of the corresponding electronic state (17–19). At
each time step, a stochastic process determines whether the system propagates on the current
electronic state or hops to another state, leading to population transfer between the states. The
classical propagation and purely local nature of nuclei make the TSH method easy to implement
and therefore widespread (20–22). Although TSHwas originally formulated to describe ICs, it has
been extended to model spin crossovers (13, 23–26). González and coworkers (14, 23) introduced
the surface hopping including arbitrary couplings (SHARC) method with on-the-fly adiabatiza-
tion of spin-diabatic states. Persico and coworkers (13, 27) included SOC in the TSH method to
study spin crossovers in both spin-diabatic and fully adiabatic representations.

We define the full electron-nuclear Hamiltonian Ĥ as the sum of the nuclear kinetic energy
T̂N, the spin-free electronic Hamiltonian Ĥ0, and the SOC operator ĤSOC:

Ĥ (r, R, s) = T̂N (R) + Ĥ0(r, R) + ĤSOC(r,R, s), 1.
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where r,R, and s are vectors of the electronic, nuclear, and spin DOFs, respectively. The nuclear–
nuclear repulsion is included in Ĥ0. The time-dependent electronic wave function is expanded in
the basis set of Ne time-independent electronic states φI that depend parametrically on nuclear
positions:

ψ (r, s, t;R) =
Ne∑
I
cI (t )φI (r, s;R). 2.

Inserting this wave function into the electronic TDSE with the Hamiltonian Ĥ0 + ĤSOC yields
the EOMs for the coefficients (we use the atomic units with � = 1):

iċI =
Ne∑
J

(
H0
IJ +HSOC

IJ − iσNAC
IJ

)
cJ, 3.

where a dot above a variable indicates a time derivative andH0
IJ andH

SOC
IJ are the matrix elements

of the spin-free and SOC Hamiltonians, respectively. The NAC is defined as σNAC
IJ = 〈φI | ∂∂t φJ〉 =

v · dIJ, where v is the nuclear velocity vector and dIJ = 〈φI |∇R|φJ〉 is the NAC vector. In the spin-
diabatic representation,φI are the eigenfunctions of Ĥ0, andH0

IJ =EIδIJ,whereEI are the electronic
state energies. If states I and J have different spin quantumnumbers SI and SJ,σNAC

IJ vanishes due to
the orthogonality of the spin eigenfunctions. If I and J are both singlet states or |SI − SJ|> 1, then
HSOC
IJ vanishes. A detailed discussion of the SOC selection rules can be found in References 28

and 29. In contrast to NAC, which is mostly localized around CIs, SOC depends only weakly on
molecular geometry and can lead to interstate transitions far away from the crossing seam of two
PESs (26). In the diabatic representation, the off-diagonal elements ofH0

IJ are interstate couplings,
while σNAC

IJ should vanish (in quasi-diabatic representations, usually some residual NAC is still
present), and the SOC selection rules are the same as those in the spin-diabatic representation.
Finally, in the fully adiabatic representation, the spin-mixed states φI are the eigenfunctions of
Ĥ0 + ĤSOC and are coupled by nonzero NAC.The results of TSH simulations are averaged over a
swarm of trajectories with initial conditions sampled from some position-momentum distribution
(30, 31).

Among various strategies to compute the probability of transitions between electronic states,
Tully’s fewest switches surface hopping (FSSH) algorithm (32) is the most common. In the gen-
eralized FSSH algorithm, the hopping probability from state I to state J in the time interval �t
is

PFSSH
I→J = max

(
0,

2�t
ρII

{
Im
[
ρIJ(H0

IJ +HSOC
IJ )

]− Re
[
ρIJσ

NAC
IJ

]})
, 4.

where ρIJ = cI c
J are the elements of the electronic density matrix. For a successful hop, two con-
ditions must be fulfilled simultaneously. First, for a random number r selected from the interval
[0,1], the following must be true:

J−1∑
K=1

PFSSH
I→K < r ≤

J∑
K=1

PFSSH
I→K . 5.

Second, because the electronic energy changes as a result of the hop, to conserve the total energy,
the nuclear kinetic energy must be adjusted by rescaling the nuclear velocity vector. If velocity
rescaling along the NAC vector cannot compensate for the electronic energy change, the hop
is rejected, and the velocity component along the NAC vector is reversed (33). This is known
as a frustrated hop. Truhlar and coworkers (34) introduced the fewest switches with time uncer-
tainty method, in which a classically frustrated hop can occur if an allowed hopping geometry can
be reached within the Heisenberg interval of time uncertainty. The TSH dynamics can also be
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SPIN DECOHERENCE IN MOLECULAR MAGNETS AND QUBITS

Electron spin and orbital angular momentum are responsible for the magnetic properties of the atomic and molec-
ular systems that have been proposed for high-density memory and quantum information applications (49, 50, 51).
In molecular magnets, spin relaxation (population transfer between spin states) is responsible for the loss of magne-
tization, while spin decoherence is related to the loss of quantum information in spin qubits. The ability to predict
the spin relaxation (T1) and decoherence (T2) times is critical for the development of practical spin-based molecu-
lar magnets and qubits with long lifetimes. Depending on the system and operating temperature, spin-vibronic and
hyperfine interactions can be responsible for electron spin relaxation and decoherence (52–54).

performed using the Landau-Zener formula (35, 36) or the more sophisticated Zhu-Nakamura
formula (37, 38) to calculate the hopping probability at the crossings between electronic states.
Standard FSSH formulation suffers from an overcoherence problem (39, 40), which implies that
the off-diagonal density matrix elements ρIJ do not necessarily decay during the dynamics (see
the sidebar titled Spin Decoherence in Molecular Magnets and Qubits). Several decoherence
correction schemes have been proposed (39, 41–44) to correct for this behavior. Although the
FSSH algorithm is often criticized as being an ad hoc theory, there have been attempts to show
that decoherence-corrected surface hopping can be obtained from the mixed quantum-classical
Liouville equation (45–48).

2.2. Multiple Spawning

The multiple spawning method belongs to a family of techniques in which the nuclear wave func-
tion is represented as a linear combination of the Gaussian basis functions that are local in nuclear
configuration space (55). In the full multiple spawning (FMS) method (56, 57), these trajectory
basis functions (TBFs) propagate in time on multiple electronic states. If TBFs are properly dis-
tributed in configuration space, FMS approaches the exact solution of the TDSE. However, for
systems with more than a few DOFs, propagating a large number of TBFs is too computation-
ally expensive. To minimize the basis set size without a significant loss of accuracy, FMS uses the
adaptive basis set that is expanded by spawning new TBFs in the regions of strong coupling be-
tween electronic states (Figure 2). In principle, FMS can be employed as a grid-based method
requiring the global knowledge of PESs and couplings. However, the strength of localized TBFs
is fully utilized in the direct dynamics ab initio multiple spawning (AIMS) method (57–59), which
uses the saddle-point approximation (SPA) and the independent first-generation approximation
(IFGA) (60).

The FMS/AIMS formalism is based on the expansion of the total wave function in the basis
set of the electronic wave functions φI :

ψ (r, s, R, t ) =
Ne∑
I
χ I (R; t )φI (r, s;R). 6.

The nuclear wave functions χ I are superpositions of the multidimensional Gaussian TBFs χ Ii ,

χ I (R, t ) =
NTBF∑
i
CI
i (t ) χ

I
i (R; R̄I

i (t ), P̄I
i (t ), γ̄

I
i (t ), α), 7.

where CI
i (t ) are complex amplitudes and NTBF is the total number of TBFs. Each TBF follows a

classical trajectory with the position and momentum centers R̄I
i (t ) and P̄I

i (t ) propagating on the
electronic state I according to the classical Hamilton EOMs, while the phase γ̄ Ii (t ) propagates

520 Mukherjee • Fedorov • Varganov

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 2

02
1.

72
:5

15
-5

40
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

24
.1

82
.1

8.
25

4 
on

 0
5/

25
/2

1.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



S = 1S = 1

S = 0S = 0

12

3

Figure 2

Illustration of trajectory basis functions (TBFs) propagating along the dashed arrows and spawning on
spin-diabatic potential energy surfaces. ●1 Simulations start with a TBF (red Gaussian) on the triplet state
(S = 1). ●2 Once this TBF reaches the seam region with strong interstate coupling, it spawns a new TBF
(blue Gaussian) to the singlet state (S = 0). ●3 After returning to the seam region, the red TBF spawns a
second blue TBF to the singlet state. The amount of population transferred between TBFs depends on the
quantum amplitudes obtained by solving the time-dependent Schrödinger equation. Figure adapted with
permission from Reference 62; copyright 2016 American Chemical Society.

semiclassically. The time-independent Gaussian widths collected in the vector α are parametrized
for each type of nucleus.The following EOMs for amplitudes is obtained by inserting Equations 6
and 7 into the TDSE:

iSIIĊI =
Ne∑
J
(HIJ − iṠII )CJ. 8.

Equation 8 is written in matrix form, with the elements of the overlap and Hamiltonian matrices
defined as

(SII )i j =
〈
χ Ii |χ Ij

〉
, 9.

(ṠII )i j =
〈
χ Ii

∣∣∣∣ ∂∂tχ Ij
〉
, and 10.

(HIJ )i j =
〈
χ Ii φI |T̂N + Ĥ0 + ĤSOC|φJχ

J
j

〉
. 11.

The overlap matrix elements and their time derivatives arise due to the nonorthogonality of TBFs
propagating on the same electronic state. The diagonal Hamiltonian matrix elements are elec-
tronic state energies, and the off-diagonal elements are interstate couplings. In contrast to the
independent trajectories in the TSH method, the TBFs in FMS/AIMS are coupled, which pre-
vents overcoherence (61). The original AIMSmethod has been developed to study ICs at CIs with
NAC arising from the kinetic energy matrix elements in Equation 11. To model spin crossovers
between spin-diabatic states, AIMS was generalized by adding SOC to the Hamiltonian (62–64).

The matrix elements in Equation 11 are obtained by integration over all electronic, nuclear,
and spin DOFs, which requires knowledge of the entire potential energy and coupling surfaces.
The SPA makes the direct AIMS dynamics possible by using the Taylor expansion to approximate
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these matrix elements. In the zeroth-order SPA, the matrix elements between two TBFs centered
at R̄I

i and R̄J
j are calculated at the position of their centroid R̄C , which removes the problem of

nonlocality (56, 65). For example, the SOC matrix elements are approximated as

〈χ Ii φI |ĤSOC|φJχ
J
j 〉 ≈ 〈φI |ĤSOC(R̄C )|φJ〉〈χ Ii |χ J

j 〉. 12.

For SOC, the SPA works very well because the magnitude of coupling does not change drastically
around the state crossing.

The key feature of AIMS is an adaptive basis set that is expanded by spawning new TBFs in the
regions of strong coupling between electronic states. For a TBF propagating on state I, spawning
to state J with different spin is triggered if a preset threshold becomes smaller than the effective
coupling parameter


eff = 〈φI |ĤSOC(R̄C )|φJ〉〈χ Ii |χ J
j 〉

EI − EJ
. 13.

The denominator, defined as the energy gap between two states, is introduced to avoid excessive
spawning far from the state crossing regions. A newTBF is created with zero amplitude and there-
fore zero population. This is an important distinction from the stochastic methods such as TSH,
in which the mere fact of a hop means that the population has been transferred between electronic
states. In AIMS, the population is transferred by solving the TDSE, accounting for quantum ef-
fects in a natural way. Although the choice of the coupling parameter ensures that spawning occurs
only where a significant amount of population can be transferred, the event of spawning itself does
not automatically translate into population transfer. Therefore, spawning is just an efficient and
physically motivated way of reducing the basis set size. During a spawning event, classical energy
conservation can be maintained by rescaling both the momentum and the position of the new
TBF. The finite size of TBFs allows for significant adjustments to their momenta and positions,
potentially reducing the number of frustrated spawning events compared to the number of frus-
trated hops in the TSH method. A detailed description of the spawning algorithm can be found
in References 57, 58, and 66.

The IFGA reduces the cost of AIMS simulations by treating the initial TBFs independently.
Every initial TBF stays coupled to all of the TBFs that it spawned. In contrast, in FMS every TBF
is coupled to every other TBF, even to TBFs spawned by other initial basis functions, resulting
in the quadratic growth of the number of matrix elements to be calculated. While rigorous, the
FMS approach is inefficient because initial TBFs often move quickly away from each other, and
their overlaps become negligible. Similar to TSH, the results of AIMS dynamics are averaged over
multiple simulations, each starting from a single initial TBF, with positions and momenta sampled
from some distribution (57, 67). Even if IFGA is applied and multiple AIMS simulations are run
independently, the number of spawned basis functions in individual AIMS simulations can become
too large, drastically increasing simulation time or even rendering it intractable. In such cases, a
careful tuning of the spawning threshold parameter is required. In addition, this problem can be
alleviated by using the recently introduced stochastic-selection AIMS (SSAIMS) method, which
essentially separates groups of TBFs into independent simulations if these groups stay uncoupled
during dynamics (68). Such a situation is very common in high-dimensional problems.

2.3. Multiconfiguration Time-Dependent Hartree Method

The TDSE can be solved by expanding the nuclear wave function into a time-independent or-
thogonal basis set, such as the eigenfunctions of a harmonic oscillator, with time-dependent co-
efficients. While such a grid-based approach rigorously describes the motion of a nuclear wave
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packet, it scales exponentially with the number of nuclear DOFs and, therefore, is applicable only
to small systems. In MCTDH (69–71), the computational cost is lowered significantly by repre-
senting a nuclear wave function as a linear combination of f-dimensional products of the single
particle functions (SPFs) ϕ:

Ψ (Q1, . . . ,Qf , t ) =
n1∑
i1=1

. . .

n f∑
i f =1

Ai1...i f (t )
f∏

k=1
ϕ
(k)
ik
(Qk, t ), 14.

where Q1, . . . ,Qf are the nuclear coordinates, f is the number of nuclear DOFs, nk is the number
of SPFs for the kth DOFs, and Ai1...i f are the time-dependent expansion coefficients. Each SPF is
expressed as a linear combination of Nk time-independent primitive basis functions χ with time-
dependent coefficients:

ϕ
(k)
ik
(Qk, t ) =

Nk∑
jk=1

c(k)jk (t )χ
(k)
jk
(Qk ). 15.

Therefore, the MCTDH ansatz employs the standard wave-packet expansion but with time-
dependent SPFs. This reduces the number of basis functions required for a converged calculation
by providing the variationally determined basis for the optimal description of the evolving wave
packet.

Two constraints are invoked in the formal MCTDH derivation: initially orthonormal SPFs re-
main orthonormal at all times, and the constraint operator ensuring the uniqueness of the nuclear
wave function is Hermitian (71). The wave function defined by Equations 14 and 15 is inserted
into the Dirac-Frenkel variational principle to obtain the EOMs for the time-dependent expan-
sion coefficients and SPFs:

iȦI =
∑
L

〈�I |Ĥ |�L〉AL and 16.

iϕ̇(k) =
{
h(k)1nk + [

1 − P(k)] [ρ(k)−1
]
〈HR〉(k)

}
ϕ(k). 17.

In Equation 16, composite indices and the configuration function �I are defined as AI = Ai1 ...i f

and �I = ∏ f
k=1 ϕ

(k)
ik
. In Equation 17, ϕ(k) = [ϕ (k)

1 , . . . ,ϕ (k)
nk
]T is the vector of SPFs, and 1nk is the

nk-dimensional identity matrix. The Hamiltonian Ĥ is split into the separable terms ĥ(k), acting
only on a single DOF, and ĤR, including all correlations between DOFs. 〈HR〉(k) and ρ(k) are the
mean-field and density matrices, respectively. The projector operator P(k) ensures that the SPF
time derivative is orthogonal to the space spanned by SPFs. The eigenfunctions of the density
matrix are called natural orbitals, and the eigenvalues correspond to populations of these orbitals.
As the space spanned by the natural orbitals is equivalent to that of the original SPFs, the natural
orbital populations provide a measure for the quality of the MCTDH wave function. If the pop-
ulation of the highest natural orbital is negligibly low, this orbital (SPF) is redundant, and hence,
the MCTDH wave function is of good quality. The time-dependent Hartree method is a limiting
case ofMCTDH,with all nk = 1.The standard wave-packet expansion into a basis set of primitive
functions corresponds to nk = Nk.When SPFs do not form the complete basis set, the variational
method ensures that the available SPFs provide the best possible basis set to describe the wave
function at each time step. The EOMs (Equations 16 and 17) are coupled nonlinear differential
equations that can be solved by a predictor-corrector integration scheme. However, a suitable in-
tegration scheme, called constant mean-field integration, has been designed to solve these EOMs
accurately and efficiently (71, 72).
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To describe nonadiabatic transitions, an extra electronic DOF with the number of SPFs equal
to the number of electronic states is added. If only one set of SPFs is used to describe all electronic
states, this is called a single-set formulation. If the PESs are very different from each other, a multi-
set formulation with different SPF sets for each electronic state is preferable (72). A vibrational
mode combination technique is introduced to further reduce the computational cost. The idea is
to combine the physical coordinates into particles or logical coordinates and, thereby, shorten the
size of the expansion coefficient vector. A good practice is to combine strongly correlated modes
in one particle and keep all the particle grids similar in size. Alternatively, the DOFs with similar
vibrational frequencies can be combined. It is advisable not to combine too many modes and not
to construct particles of too large a size.Mode combination is the foundation for multilayer (ML)
MCTDH (73), which was originally developed by Wang & Thoss (74) and later reformulated by
Manthe (75) for an arbitrary number of layers. ML-MCTDH is very computationally efficient
and can handle more than 1,000 nuclear DOFs (76), but strict convergence can be difficult to
achieve.

Another important MCTDH development is the variational multiconfigurational Gaussian
wave-packet (vMCG) method (77–79). However, to the best of our knowledge, it has not yet been
applied to spin crossovers. The idea was inspired by the G-MCTDH method (80, 81), in which
some of the SPFs are replaced by Gaussian functions. Replacing all SPFs with multidimensional
frozen Gaussians, as is done in vMCG, leads to the same wave function as in the FMS method.
However, the Dirac-Frenkel variational principle used in vMCG yields EOMs for the expan-
sion coefficients and Gaussian parameters that are different from the ones in FMS. Similar to
FMS/AIMS, the direct dynamics version of vMCG has been also implemented (79).

Because the grid-based MCTDH works with nonlocal PESs and couplings, the singular NAC
must be removed by transforming the adiabatic or spin-diabatic electronic states to the diabatic
representation (82–84). Vibronic coupling models are often used to construct the diabatic Hamil-
tonians (3, 85). For the model with Ne electronic states, the Ne-dimensional Hamiltonian matrix
Hvib is expanded around some, usually the Frank-Condon (FC), geometry Q0:

Hvib = (TN +V0)1 + W (0) + W (1) + W (2) + . . . , 18.

where V0 is the ground-state potential and W (0) is the diagonal matrix of the vertical excitation
energies. Truncating the series atW (1) andW (2) produces the linear vibronic coupling (LVC) and
quadratic vibronic coupling (QVC)models, respectively.The LVCparameters, the diagonal forces
κ , and the off-diagonal interstate couplings λ in W (1) for each normal mode Qi are

κ Ii = ∂VI
∂Qi

∣∣∣∣
Q0

and λ
I,J
i =

(
1
8
∂2|VI −VJ|2

∂Q2
i

∣∣∣∣
Q0

)1/2

, 19.

where VI is the adiabatic energy of the electronic state I. The spin-vibronic Hamiltonian can be
obtained as a sum of the spin-free vibronic Hamiltonian Hvib and the spin-orbit Hamiltonian
HSOC (86–90). However, the spin-vibronic Hamiltonian also can be constructed directly from the
fully adiabatic spin-mixed states (91–95).

2.4. Electronic Structure Methods

Here, we discuss some practical aspects of employing different electronic structure methods to
model spin-crossover dynamics. For comprehensive reviews of electronic structure methods used
in NAMD, the reader is referred to References 22, 59, 61, and 96. The success of NAMD simu-
lations depends on the accuracy of the electronic structure methods used to obtain the energies,
energy gradients, and couplings for multiple electronic states at different molecular geometries, as

524 Mukherjee • Fedorov • Varganov

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 2

02
1.

72
:5

15
-5

40
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

 A
cc

es
s 

pr
ov

id
ed

 b
y 

24
.1

82
.1

8.
25

4 
on

 0
5/

25
/2

1.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 



has been demonstrated in the recent TSH study of spin-crossover dynamics in thioformaldehyde
(97). However, because the number of electronic structure calculations limits the timescale of di-
rect NAMD simulations and the number of nuclear DOFs in grid-based dynamics, the electronic
structure methods must be computationally efficient. For example, a 2-ps direct TSH simulation
with the average 0.2-fs time step (often a variable time step is used) and a small sampling of over
100 trajectories requires 106 electronic structure calculations. Assuming the trajectories can be
run in parallel, to complete them within one week requires calculating energies, gradients, and
couplings for multiple electronic states approximately every minute. A similar AIMS simulation,
which has to calculate matrix elements between TBFs, requires even more electronic structure
calculations. For grid-based NAMD, the same 106 electronic structure calculations are required
to build the global PESs and coupling surfaces for a system with three nuclear DOFs, assuming
the calculations generate a dense 3D grid with 100 points per each DOF. Modern surface inter-
polation techniques have aimed to overcome the so-called curse of dimensionality by using sparse
grids and focusing on the relevant parts of PESs to push the number of DOFs to 24–39 (8–13
atoms) for roughly the same number of electronic structure calculations (98–100). Constructing
the vibronic Hamiltonian models commonly used with theMCTDHmethod is less computation-
ally expensive. Assuming the same 100 electronic structure calculations per vibrational mode, the
15-mode LVC and QVC models require roughly 15 × 100 = 1,500 and 152 × 100/2 = 11,250
calculations, respectively.However, these models typically describe only small parts of PESs in the
vicinity of the FC geometry. The electronic structure methods used in the direct NAMD must
also be very reliable. The failure to produce smooth electronic energies, gradients, and couplings
during time propagation can lead to the failure of the entire simulation.

Because of their computational efficiency, the density functional theory (DFT)- and multicon-
figurational self-consistent field (MCSCF)-based methods are widely used in direct NAMD. The
conventional linear-response time-dependent DFT (LR-TDDFT) method is a popular choice.
However, the reliance of LR-TDDFT on a single-reference closed-shell wave function for the
ground-state and singly excited configurations for excited states limits its applicability and accu-
racy. The situations with strongly multiconfigurational electronic states, such as diradical states in
organic molecules, electronic states of transitionmetal complexes, and crossing seams between the
ground and excited electronic states, cannot be described accurately. The excited states dominated
by double excitations also cannot be modeled by conventional LR-TDDFT. Spin-flip TDDFT,
which can describe the multiconfigurational and doubly excited electronic states (101), could be-
come an important method for modeling spin-crossover dynamics.

MCSCFmethods, including the complete active space self-consistent field (CASSCF) version,
are well suited for direct NAMD simulation of processes in which multiple electronic config-
urations play an important role, assuming that relatively small active spaces can describe these
processes. Efficient implementations of analytical energy gradients, NACs, and SOCs for state-
averaged (SA)-CASSCF are widely available. However, neglecting the dynamic electron correla-
tion in CASSCF can lead to incorrect energy gaps between electronic states of different character.
While covalent states often have significant contributions from multiple electronic configura-
tions and, therefore, are stabilized by the static correlation recovered by CASSCF, for ionic states
dominated by a single configuration, little correlation energy is recovered. This leads to the over-
stabilization of covalent states with respect to ionic states, which in turn can affect the locations of
state crossings and the overall outcome of NAMD simulations. Another important issue is related
to the selection of the active space (102), which, ideally, should describe all possible outcomes of an
NAMD simulation.However, such an active space is usually too large to be practical. Therefore, a
smaller active space must be selected to describe the electronic transitions of interest and the parts
of a molecule where chemical bonds are expected to break and/or form. This approach could lead
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to NAMD oversampling the reaction pathways that are best described by the chosen active space
at the expense of other pathways. In addition, if dynamics lead to molecular geometries that are
not correctly described by the selected active space, the active space orbitals can rotate out of the
active space. The results of such sudden active space changes include discontinuities in electronic
energies, gradients, and couplings as well as failed CASSCF convergence, which often leads to the
failure of the entire NAMD simulation.

While using post-MCSCF methods, such as multireference perturbation theory and config-
uration interaction, to account for dynamic electron correlation in direct NAMD is possible, it
is often impractical due to the high computational cost. This has led to the development of pa-
rameterized approaches such as scaled CASSCF (103), α-CASSCF (104), and floating occupation
molecular orbitals CASCI (complete active space configuration interaction) (105–107). Despite
the fact that these methods were developed to model IC dynamics, they are also applicable to spin
crossovers. In the future, other emergingmultireferencemethods with analytical energy gradients,
NACs, and SOCs (96) are expected to find applications in modeling spin-crossover dynamics.

For constructing the vibronic coupling Hamiltonian models commonly used in grid-based
dynamics, the requirements for electronic structure methods are less stringent than they are for
direct dynamics. A much smaller number of electronic structure calculations is required, and the
failure of any particular calculation does not lead to the failure of the NAMD simulation. Also,
implementations of analytical energy gradients and couplings, while helpful, are not required. As a
result, the post-MCSCFmethods, such asMS-CASPT2 (multistate complete active space second-
order perturbation theory) and MR-CISD (multireference configuration interaction with single
and double excitations), can be used to obtain the vibronic Hamiltonian parameters. However,
these reduced requirements come at the price of restricting dynamics to the relatively small regions
of PESs in which vibronic coupling models are valid.

The most common approach to calculating SOCs between spin-diabatic states is to use first-
order perturbation theory with the Breit-Pauli or Douglas-Kroll-Hess spin-orbit Hamiltonians
(29, 108, 109). Such calculations produce the SOC matrix elements between the individual MS

components of the spin states. The root-mean-square of these matrix elements for the two states
with spins S and S′ is used to define the SOC constant representing the effective coupling between
two spin states (29).The SOCmatrix elements have been implemented for the multireference (29,
110, 111), DFT (112–115), and single-reference (116) methods. For systems with heavy elements
in which S is not a good quantum number, including complexes of third-row transition met-
als, lanthanides, and actinides, NAMD simulations should be carried out using the spin-adiabatic
representation of electronic states, with the NAC between the spin-mixed states driving the in-
terstate population transfer.While such spin-adiabatic simulations are starting to emerge (14, 25,
117–119), progress requires interfacing NAMD with the electronic structure methods that can
calculate the analytical NAC between the spin-mixed states (120, 121).

3. APPLICATIONS

In this section, we describe several selected applications of NAMD to modeling spin crossovers
in systems of different complexity. First, we focus on the SO2 molecule, which, due to its small
size and complex photophysics, has been studied with grid-based methods and several flavors of
TSH dynamics. Second, we describe two test applications of the AIMS method to spin crossovers
in the GeH2 and H2CS molecules. Finally, we highlight the capabilities of NAMD to model
spin crossovers in large systems by discussing the full-dimensional direct TSH simulations of
the [Ru(bpy)3]2+ complex and the MCTDH modeling of the active center of myoglobin protein
using a reduced-dimensionality LVC model.
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3.1. The SO2 Molecule

The SO2 molecule has been studied with differentNAMD approaches, including full-dimensional
grid-based quantum dynamics (86, 122) and direct TSH dynamics (123, 124). Xie et al. (122)
constructed 3D PESs for the lowest singlet (Ã1B1, B̃1A2) and triplet (ã3B1, b̃3A2) states using the
multireference configuration interaction with the Davidson correction (MRCI+Q) with the full-
valence active space and the aug-cc-pVTZ basis set. Only two singlet states and the lowest triplet
state were included in the NAMD performed in the quasi-diabatic representation with constant
SOC.The Chebyshev propagation to more than 1,200 fs was carried out in the Jacobi coordinates
using the discrete variable representation (DVR) for the radial DOFs and the finite basis represen-
tation for the angular DOFs. This study showed a reasonable agreement between the calculated
and experimental absorption spectra and demonstrated the effect of the lowest triplet state on the
excited-state dynamics. The calculated electronic state population showed that the spin crossover
between the B̃1A2 and ã3B1 states occurs within 100 fs. Köppel and coworkers (86) also investi-
gated the SO2 photoexcitation dynamics with triplet states using DVR-based quantum dynamics.
They obtained the PESs of the lowest six A′′ states, which are symmetry-isolated from the A′

manifold, with MRCI+Q/cc-pVTZ and the full-valence active space. The tripletMS = ±1 com-
ponents were combined into the symmetric (+) and antisymmetric (–) states (Figure 3). Three-
dimensional SOC surfaces were calculated using the Breit-Pauli Hamiltonian. After diabatization
of the six-state model Hamiltonian, the NAMD simulations were initiated from the vertically
excited 1B1 state. After 1 ps, the populations of the 1B1 and 1A2 states were 24% and 41%, re-
spectively, while 25% of the population was distributed over the two 3B2 components and the
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Figure 3

A graph of the lowest energy A′′ states of SO2 showing a 1D cut through the potential energy surfaces along
the bending angle. The overall dynamics is described as a three-step process with the characteristic time
intervals 0–16 fs, 55–65 fs, and 150–165 fs. In the first step, the 1B1 → 3A2 spin crossover occurs in the FC
region around the crossing point labeled ISC3, followed by the rapid 3A2 → 3B1 internal conversion
through CI2. During this time, most of the singlet population is transferred to 1A2 via CI1. The angle value
corresponding to the FC geometry is marked by black arrows. In the second step, the 1A2 population
propagates into the smaller bending angle region, and the 1A2 → 3B1 spin crossover takes place at ISC5. In
the third step, the wave packet returns to the FC region, repeating the first-step population transfer.
Abbreviations: CI, conical intersection; FC, Frank-Condon; ISC, intersystem crossing. Figure adapted with
permission from Reference 86; copyright 2014 AIP Publishing.
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remaining 10% decayed to 3B1(–) and 3A2(–) states. Therefore, this study confirmed the impor-
tant role of the triplet states in the deactivation process of SO2 and demonstrated the complexity
of nonadiabatic dynamics, even in small molecules.

The deactivation pathways in SO2 were also studied by González and coworkers (123) using
direct TSH dynamics. They ran 111 trajectories on the four lowest singlet and three lowest triplet
states calculated at theMR-CIS/ANO-RCC-VDZP level of theory with SOC calculated using the
effective Fock-type spin-orbit operator. The simulations showed a rapid 1B1 → 1A2 IC, followed
by a significant population transfer from 1A2 to 3B2 with a small amount of the population go-
ing to 3B1 via spin crossovers. During 700-fs dynamics, almost 50% of the total population was
transferred from 1A2 to 3B2 with a time constant of 410 fs. Because the 1A2 → 3A2 transition is
El-Sayed forbidden, the population of the 3A2 state at the end of the simulation was negligible.
The fit of the total triplet state population produced an effective spin-crossover time constant of
540 fs. Franco de Carvalho & Tavernelli (124) performed LR-TDDFT-based TSH simulations
on SO2 in the gas and liquid phases, calculating the Landau-Zener transition probabilities at the
state crossings. Two singlet (S1 and S2) and three triplet (T1, T2, and T3) states were included in
the 50-trajectory simulation. Again, a fast S2 → S1 IC, followed by the S1 → T2 and S1 → T3

spin crossovers, was observed. These crossovers were followed by population transfer to T1 via
successive ICs. The liquid phase quantum mechanics/molecular mechanics simulations predicted
an effective spin-crossover rate that is about twice as fast as is that in the gas phase. Recently,
González and coworkers (125) parameterized an LVC model for SO2 using only a single excited-
state electronic structure calculation and a ground-state vibrational frequency calculation. The
model was used to carry out a 200-trajectory TSH simulation on four singlet and three triplet
diabatic states. This work demonstrated that, at least for this small system, the main timescales
predicted by direct dynamics simulations can be reproduced with the LVC model dynamics while
drastically reducing computational expenses.

3.2. Applications of Ab Initio Multiple Spawning to GeH2 and H2CS

The AIMS method has been tested on the spin crossover between the lowest excited 3B1 and
ground 1A1 states of GeH2 (62, 63). The spin-diabatic states were obtained using the full valence
active space CASSCF and unrestricted DFT (B3LYP) methods with a 6–31G∗ basis set, as im-
plemented in the General Atomic and Molecular Electronic Structure System (GAMESS) suite
of programs (126). The TBFs were propagated using state-specific energies and gradients, while
SOC was calculated perturbatively using the averaged over two states [SA(2)]-CASSCF orbitals
and the Breit-Pauli Hamiltonian (127). In theDFT-based dynamics, SOCwas also evaluated using
the high-spin unrestricted DFT orbitals. The 48 initial TBFs, which started from the FC region
with the initial conditions sampled from the Wigner distribution, generated about 1,200 TBFs
during the 150-fs simulations. Due to the presence of a heavy atom in GeH2, the SOC between
the two states is relatively large (350 cm−1), leading to a fast decay of the excited-state popula-
tion. After 150 fs, around 60% of the population was transferred in both the CASSCF and DFT
simulations. Surprisingly, the CASSCF- and DFT-based dynamics predicted essentially the same
lifetime for the 3B1 state (186 fs and 182 fs). However, this agreement is believed to be due to the
fortunate cancellation of two effects: the higher spin-crossover energy barrier and the stronger
SOC predicted by DFT compared to the corresponding CASSCF values.

Another implementation of the generalized AIMS method has been used to study the spin-
crossover dynamics in thioformaldehyde (64). The simulations were performed at the SA(4)-
CASSCF(4,3)/6–31G∗ level of theory and included four electronic states (S0, S1,T1, and T2). The
20 initial TBFs sampled from the Wigner distribution were started from the FC region on the
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Figure 4

Generalized ab initio multiple spawning dynamics of thioformaldehyde after photoexcitation to the S1 state.
(Top) Graph showing C=S bond length for all trajectory basis functions (TBFs) produced during the
simulation. The width of each line is proportional to the population carried by the TBF. TBFs are associated
with the S1 (light gray), T1 (red), or T2 (blue) states. (Bottom) Graph showing the population of the two triplet
states averaged over 20 initial conditions (light blue area indicates the standard error). The total number of
TBFs is given by the orange line. Figure adapted with permission from Reference 64; copyright 2016 AIP
Publishing.

S1 state. During the 200-fs dynamics, 326 TBFs were spawned with 306 of them on the triplet
states (Figure 4). The population transferred to T1 was negligible, whereas T2 had a significant
population of 8% after 200 fs. These results can be explained by El-Sayed’s rule, which predicts
a stronger SOC between states of different character. Therefore, the S1 state with nπ� character
is coupled more strongly to the ππ� T2 state than to the nπ� T1. As the C=S bond time evo-
lution indicates, the dynamics of TBFs on the nπ� states S1 and T1 are similar, whereas the T2

TBFs have a longer average C=S bond consistent with the ππ� character of the T2 state. While
the 200-fs simulations were too short to calculate accurate spin-crossover rates, they provided
valuable qualitative insight into H2CS nonadiabatic dynamics.

The limitations of direct dynamics applied to spin crossovers arise from the generally longer
timescales of these processes compared to those of ICs. In the AIMS method, the longer trajec-
tories required for spin-crossover simulations are challenging because of the growing size of the
adaptive basis set. The need to calculate the matrix elements between each TBF pair results in a
superlinear growth of computational cost. Techniques to reduce the number of TBFs, such as the
removal of TBFs with small contributions to the total wave function and the careful selection of
spawning criteria, can significantly accelerate AIMS simulations. For high-dimensional systems,
the SSAIMS method (68) can drastically reduce the computational cost by uncoupling groups of
TBFs in the simulation without sacrificing accuracy. Another way to overcome the quickly grow-
ing basis set problem is to accelerate the electronic structure calculations through parallelization
and the use of graphical processing units (128).
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Trajectory surface hopping dynamics of the [Ru(bpy)3]2+ complex. Time-resolved normalized singlet
(blue-green) and triplet (red-brown) populations over 30 fs. For the triplet states, the population is summed over
differentMS components.Highlighted states are the S1 shown in blue, the S8 in green, the S9 in light blue, and
theT1 in red.Figure adaptedwith permission fromReference 133; copyright 2017AmericanChemical Society.

3.3. Large Systems

Due to its simplicity and computational efficiency, the direct TSHmethod is the most widely used
type ofNAMD tomodel spin crossovers in various systems (24, 25, 27, 129–135).Grid-basedTSH
dynamics on precomputed PESs is also used to study spin crossovers in small molecules (136–
141). A recent study of the [Ru(bpy)3]2+ complex is an excellent example of the capability of direct
TSH dynamics to model spin crossovers in large systems (133).This complex serves as a prototype
for a class of compounds in which ultrafast spin crossovers occur between the singlet and triplet
metal-to-ligand charge transfer (MLCT) states. The electronic energies, gradients, NACs, and
SOCs were calculated with LR-TDDFT using the Perdew-Burke-Ernzerhof functional. Because
the density of excited states is very high, 101 trajectories were initialized from different singlet
excited states and propagated for 30 fs on a manifold of 15 singlet and 15 triplet states (Figure 5).
Almost 65% of the total population was transferred to the triplet states corresponding to the time
constant of 26 ± 3 fs, which agrees well with the experimental value of 15 ± 10 fs. Two interesting
observations came out of this study. First, in contrast to Kasha’s rule, the spin crossovers occur
between the high-lying singlet and triplet states around the FC geometry. Second, in addition to
the high density of states and strong SOC (up to 350 cm−1), the vibrational motions of the N and
Ru atoms play a major role in promoting the spin crossovers.

There are multiple examples of including SOC in quantum grid-based molecular dynamics
(87–90, 142) (see the sidebar titled Spin Effects in Atomic–Diatomic Collisions). To overcome the
curse of dimensionality in large systems, reduced-dimensionality model Hamiltonians must be
constructed by choosing the most important nuclear DOFs, as was done in the recent study of the
spin-crossover dynamics of CO photodissociation from the active center of the myoglobin protein
(90).The geometry optimization and normalmode analysis of the singlet ground state were carried
out at the B3LYP/LAN2DZ level of theory. The excited-state energies were calculated using the
CASSCF(10,9)+CASPT2/ANO-RCC-VDZP level of theory, and the SOC was obtained pertur-
batively using the Douglas-Kroll-Hess Hamiltonian. The diabatic model Hamiltonian included
15 vibrational modes and a total of 179 singlet, triplet, and quintet electronic states. The main re-
sults of the ML-MCTDH wave-packet dynamics are presented in Figure 6. In the ground state,
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SPIN EFFECTS IN ATOMIC–DIATOMIC COLLISIONS

The full-dimensional nonadiabatic quantum dynamics calculations on collision reactions between an atom and a
diatomic molecule include the spin-orbit coupling effects (143–146). For example, considerable efforts have been
devoted to constructing the spin-vibronic potential energy surfaces (PESs) for the F + H2 reaction (147–149), in
which the excited spin-orbit state F∗ (2P1/2) plays a major role in low-energy collisions. The quantum dynamics
calculations carried out on these PESs successfully reproduce the experimental collision cross sections, reaction
rate constants, and branching ratios for the F + H2/HD/D2 reactions (146, 149–152).
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Figure 6

The quantum photodynamics of a heme–CO complex during the first 0.5 ps, with initial conditions averaged over 10 molecular
dynamics snapshots. (a) Graph showing the evolution of diabatic populations for the states 1Q (magenta), metal-to-ligand charge
transfer (1MLCT) (orange), triplet band (green), and quintet band (blue). The 1Q population rapidly decays, giving rise to an 1MLCT
population that dominates by 75 fs, when the triplet population increases. The quintet population builds up more slowly and evolves
into the dominant state at around 350 fs. (b) Schematic representation of the reaction mechanism (four molecular orbitals of porphyrin
and five d orbitals of Fe are shown) and interpretation in terms of time constants. Upon initial excitation to the Q band, the MLCT
state is populated in ∼25 fs. In a second step, the system relaxes to the triplet state (∼75 fs) and then to the lowest quintet state
(∼430 fs). Black arrows indicate the direction of the electron transfer and the main nuclear motions. (c) Graph of the evolution of the
Fe–C(O) distance (magenta, left y axis) and the Fe out-of-plane distance (black, right y axis). Large-amplitude motions are observed with
a period of oscillation of 40 fs. The amplitude of oscillation is initially 0.9 Å and converges toward a value of 2.2 Å. At this distance, the
CO is essentially photolyzed. The standard deviation of these geometric values is shown as a shaded area. In the small graph on the
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Reference 90 (CC BY-SA 4.0).
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Fe(II) resides in the porphyrin plane with the Fe(II)–CO distance of 1.80 Å.Upon photoexcitation
to the bright singlet Q band, the complex experiences Jahn-Teller symmetry breaking and popu-
lation transfer to the singlet 1MLCT states within 26 fs. Because the 1MLCT states are strongly
spin-orbit coupled to the triplet 3MLCT manifold, a rapid singlet–triplet spin crossover takes
place. Finally, the population is transferred from 3MLCT to the quintet 5MLCT state, leading
to CO dissociation and Fe moving out of the porphyrin plane into a square-pyramidal geometry.
The predicted time constants for the singlet–triplet and triplet–quintet spin crossovers (76 ± 15 fs
and 429 ± 70 fs) are in excellent agreement with the experimental rates.

4. CONCLUSIONS AND FUTURE DIRECTIONS

In the last decade, spin-crossover dynamics has evolved from a somewhat exotic niche within the
field of nonadiabatic dynamics primarily concerned with ICs at CIs to a very active area of re-
search. This rapid development has been driven by the realization that, despite being mediated by
relativistic effects, spin crossovers can occur on a timescale similar to that of ICs, even inmolecules
without heavy atoms in which the relativistic effects have been traditionally neglected. Expanding
the capability of NAMD to model spin crossovers has led to great interest in nonadiabatic dynam-
ics in the transitional metal and even lanthanide complexes, in which spin-dependent processes
play a central role. These new methodological developments have also raised multiple fundamen-
tal questions: How strong can the SOCbe before we need to completely abandon the spin-diabatic
representation of electronic states and, therefore, the concept of the spin crossover? When can
the spin-dependent relativistic effects be accounted for using perturbation theory, and when must
they be treated variationally at themolecular orbital level (interestingly, the perturbation approach
seems to work reasonably well for lanthanide complexes)? Can higher-order effects such as spin-
spin and hyperfine couplings drive spin crossovers, especially if SOC is small, as occurs between
states with �S > 1? Can an external magnetic field be used to control the spin-crossover rates
in photochemistry, thermally activated spin-forbidden reactions, and molecular magnets, similar
to ultracold barrierless reactions (153)? The future development of the NAMD and electronic
structure methods, some of which we attempted to describe in this review, should help to answer
these questions.

SUMMARY POINTS

1. Spin crossovers, transitions between electronic states with different spin multiplicities,
are common and can be initiated by different stimuli, including light, temperature, pres-
sure, and an external magnetic field.

2. While spin crossovers mediated by the relatively weak spin-orbit coupling (SOC) and
higher-order couplings often occur on a slower timescale than do internal conversions
(ICs), these two types of nonadiabatic processes can compete with each other.

3. The nonadiabatic molecular dynamics (NAMD) methods originally developed to simu-
late ICs have been extended to model spin-crossover dynamics, with the goals of predict-
ing spin-crossover rates and gaining insights into reaction mechanisms involving elec-
tronic states with different spins.

4. Because building full-dimensional potential energy and interstate coupling surfaces is
not practical for systems with more than a few nuclear degrees of freedom, the direct and
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reduced-dimensionalityNAMDmethods are themost common approaches tomodeling
spin-crossover dynamics.

5. NAMD simulations require accurate and computationally efficient electronic structure
methods. These methods must produce accurate energies, energy gradients, and cou-
plings for multiple electronic states at different molecular geometries.

FUTURE ISSUES

1. At what point do relativistic effects become too strong to justify working with the spin-
diabatic electronic states?

2. How can slow spin crossovers be modeled using NAMD? Perhaps some combination of
short NAMD simulations and nonadiabatic statistical theories can be developed.

3. Can higher-order effects such as spin-spin and hyperfine couplings influence spin-
crossover rates? This is especially important for situations in which the SOC is small.

4. Can the effect of an external magnetic field on spin-crossover rates be modeled with
NAMD? This should help researchers to understand how spin-crossover dynamics can
be controlled with a magnetic field.

5. Can computationally efficient multireference electronic structure methods be developed
for direct NAMD? Such methods must account for dynamic electron correlation and
have analytical energy gradients, nonadiabatic coupling, and SOC.
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