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Abstract
We present a nonadiabatic statistical theory (NAST) package for predicting kinet-
ics of spin-dependent processes, such as intersystem crossings, spin-forbidden 
unimolecular reactions, and spin crossovers. The NAST package can calculate 
the probabilities and rates of transitions between the electronic states of different 
spin multiplicities. Both the microcanonical (energy-dependent) and canonical 
(temperature-dependent) rate constants can be obtained. Quantum effects, includ-
ing tunneling, zero-point vibrational energy, and reaction path interference, can be 
accounted for. In the limit of an adiabatic unimolecular reaction proceeding on a sin-
gle electronic state, NAST reduces to the traditional transition state theory. Because 
NAST requires molecular properties at only a few points on potential energy sur-
faces, it can be applied to large molecular systems, used with accurate high-level 
electronic structure methods, and employed to study slow nonadiabatic processes. 
The essential NAST input data include the nuclear Hessian at the reactant minimum, 
as well as the nuclear Hessians, energy gradients, and spin–orbit coupling at the 
minimum energy crossing point (MECP) between two states. The additional com-
putational tools included in the NAST package can be used to extract the required 
input data from the output files of electronic structure packages, calculate the effec-
tive Hessian at the MECP, and fit the reaction coordinate for more advanced NAST 
calculations. We describe the theory, its implementation, and three examples of 
application to different molecular systems.
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1  Introduction

Spin-dependent processes, including transitions between electronic states char-
acterized by different values of total electron spin and magnetic quantum num-
bers, play an important role in many areas of atomic and molecular science. 
These include multi-state reactivity in transition-metal-based catalysis [1–6] and 
on semiconductor surfaces [7], design of photosensitizers for various applica-
tions [8–10], and development of single-molecule magnets for applications in 
quantum sensing, quantum computing, and spintronics [11–15]. For example, in 
photodynamic therapy, intersystem crossing (ISC) populates a manifold of low-
lying triplet states of a photosensitizer. The following spin-allowed triplet–triplet 
reaction with molecular oxygen produces highly reactive oxygen species, which 
destroy cancer cells [8–10]. Delayed fluorescence in organic light-emitting diodes 
(OLEDs) is due to a thermally activated reverse ISC between close-lying excited 
triplet and singlet electronic states [16–20]. A nitrogen-vacancy (NV) center in 
diamond—one of the most promising candidates for a spin-based qubit—is ini-
tialized through the ISC between optically excited triplet and singlet states [13]. 
Photolysis of axial ligands from active sites of heme proteins proceeds via several 
ISCs on a femtosecond time scale [21–25]. Spin-forbidden low-energy reaction 
pathways have been proposed for the catalytic mechanisms of molecular hydro-
gen activation on the NiFe-hydrogenase metalloprotein [6] and the C–H bond 
activation on Fe (II) [3]. Many ligand–metal binding and dissociation reactions, 
such as the CO binding to Fe(CO)4 [26, 27] and the diatomic molecules bind-
ing to the active site of heme proteins [28–30], are formally spin-forbidden. Spin 
crossovers and spin–spin magnetic exchange interactions in d4–d7 transition metal 
complexes play a fundamental role in the design of magnetic bistable materials 
[31–39].

Predicting kinetics of spin-dependent processes is important for understanding 
the mechanisms of thermally activated spin-forbidden reactions, ISCs in photo-
chemistry, and spin crossovers in transition metal-based systems. There are two 
main approaches to calculate the rate constants and lifetimes of electronic states 
in spin-dependent processes. In ab  initio nonadiabatic molecular dynamics, the 
classical or quantum nuclei are time propagated on the coupled potential energy 
surfaces (PESs) of multiple spin states [40–49], and the time evolution of nuclear 
trajectories is used to statistically describe the population transfer between the 
interacting electronic states. Such molecular dynamics simulations can be very 
accurate; however, they often require thousands of electronic structure calcula-
tions and can be computationally expensive if not prohibitive. An alternative non-
adiabatic statistical theory (NAST) approach, also called nonadiabatic transition 
state theory [4, 26, 30, 50–59], largely eliminates the computational burden by 
exploring only the critical points on PESs. This allows NAST to be used with the 
high-level electronic structure methods and model even slow nonadiabatic pro-
cesses intractable for molecular dynamics. NAST can be viewed as an extension 
of traditional transition state theory (TST) [60–65] to the nonadiabatic processes. 
Similarly to TST, NAST assumes that (1) intramolecular energy is statistically 
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distributed among the molecular degrees of freedom (DOF) and (2) a one-dimen-
sional reaction coordinate can be separated from the remaining spectator DOF. 
Both microcanonical (energy-dependent) and canonical (temperature-dependent) 
ensembles can be used to describe internal states leading to two formulations 
of NAST. Transitions between PESs of two electronic states with different spin 
multiplicities are driven by various spin-dependent interactions, among which 
the spin–orbit coupling (SOC) is often the strongest [66–69]. The crossing seam 
between such two PESs is 3N−7 dimensional, where N is the number of atoms in 
a molecule, and the seven omitted dimensions include three translational, three 
rotational, and a reaction coordinate DOF. It is also assumed that nonadiabatic 
transitions between two crossing PESs can be described by effective transitions at 
a minimum energy crossing point (MECP) on the seam [4], which plays a similar 
role to that of a saddle point in TST (Fig. 1). At the MECP, the reaction coordi-
nate is orthogonal to the rest of the (spectator) DOF. To evaluate the rate con-
stant using NAST, the nuclear Hessian at the reactant minimum, as well as the 
energy gradients, nuclear Hessians, and the SOC at MECP, are needed. A more 
advanced treatment requires the knowledge of one-dimensional minimum energy 
paths from the MECP to the reactant and product minima [59, 70]. The statisti-
cal nature of NAST makes it relatively simple to account for the quantum effects, 
such as tunneling and zero-point vibrational energy (ZPE) [59].

In this article, we present the NAST package for investigating the mechanisms 
and predicting the rates of spin-dependent processes. The package includes an 
implementation of NAST and additional computational tools for processing the 
output of electronic structure calculations. In Sect. 2, we describe the fundamen-
tals of NAST. In Sect. 3, we discuss the NAST package capabilities and imple-
mentation. In Sect. 4, we present several examples of NAST application. In con-
clusion, we summarize the main strengths and discuss future extensions of NAST.

Fig. 1   Intersection of potential energy surfaces of two electronic states with different spin multiplicities. 
Point 1 is the reactant minimum, point 2 is the minimum energy crossing point (MECP), point 3 is the 
product minimum, and Δ� = |

|�1 − �2
|
| is the gradient vector orthogonal to the crossing seam and aligned 

with the reaction coordinate at the MECP. The dashed curve shows the minimum energy path connecting 
the MECP with the reactant and product minima
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2 � Nonadiabatic Statistical Theory

2.1 � Microcanonical Rate Constants

The microcanonical rate constant k(E) of a unimolecular reaction is calculated as a 
function of the internal (rovibrational) energy E,

where NX(E) is the effective number of states at the MECP, �R and �X are the densi-
ties of rovibrational states at the reactant and MECP, respectively, and h is the Planck 
constant. Calculations of the densities of rovibrational states are described in the 
Supplementary Information (SI). The interstate transition probability P

(

𝜀⊥
)

 is a 
function of the energy 𝜀⊥ partitioned in the reaction coordinate orthogonal to the 
crossing seam. The reaction path degeneracy � is defined in terms of the symmetry 
numbers of reactant ( �R) and MECP ( �X ) [71], and the number of chiral MECP iso-
mers ( �X ) [72].

2.2 � Microcanonical Transition Probabilities

The most popular ways to calculate the interstate transition probability P
(

𝜀⊥
)

 in 
Eq.  (2) are the double-passage Landau–Zener (LZ) and weak coupling (WC) for-
mulas [4, 55, 73, 74]. These formulas yield a cumulative probability of transition 
at the MECP for the forward (primary passage) and backward (secondary passages) 
motions along the reaction coordinate,

(1)k(E) = �
NX(E)

h�R(E)
,

(2)NX(E) =

E

∫
0

𝜌X
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)
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)
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(3)� =
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)
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 where pLZ is the single-passage LZ probability, HSO is the spin–orbit coupling con-
stant, and ℏ is the reduced Planck constant. The norm of the gradient parallel to 
the reaction coordinate |Δ�| = |

|�1 − �2
|
| and the mean gradient � =

(
|
|
�1
|
|
|
|
�2
|
|

)1∕2 are 
defined in terms of the gradients of two crossing PESs at the MECP, �1 and �2 . In 
Eqs. (5 and 6), 𝜇⊥ is the reduced mass for the motion along the reaction coordinate, 
and EX is the MECP energy barrier with respect to the reactant minimum. In Eq. (6), 
Ai is the Airy function.

To account for ZPE, the MECP energy can be redefined as 
EX → EX + ZPEX − ZPER . For a nonlinear molecule, the zero-point energies at the 
reactant minimum and MECP are defined as:

where �R
i
 and �X

i
 are the fundamental transition frequencies of the reactant and 

MECP, respectively. In Eq. (7), index i runs over 3N − 6 vibrational DOF, while only 
3N − 7 DOF orthogonal to the reaction coordinate contribute to ZPE at the MECP. 
Note that using ZPEX at the classical turning point along the minimum energy reac-
tion path is equivalent to the zero-curvature tunneling approximation in TST, where 
the density of the rovibrational states is approximated by the density at TS, and the 
effective TS barrier is reduced by the difference between ZPER and ZPETS.

The LZ probability is defined only at the reaction energy 𝜀⊥ above the MECP, 
and therefore does not account for quantum tunneling through the MECP barrier. 
In addition, the LZ probability formula does not describe the quantum interfer-
ence between primary and secondary passages at the MECP [4]. These two quan-
tum effects are included in the WC probability formula. However, both the LZ and 
WC formulas are only valid within the limited region of the parameters 𝜀⊥ , 𝜇⊥ , HSO 
and the energy gradients. For example, the WC formula can predict a greater than 
unit probability of transition if the interacting states are strongly coupled, as is often 
the case in the complexes containing second- and third-row transition metals [4]. 
In addition, the LZ and WC formulas assume a linear behavior of the two crossing 
potentials, which is often a reasonable approximation in the vicinity of the MECP 
but not in the regions closer to the reactant and product minima. A more sophisti-
cated approach to predict transition probabilities, which does not suffer from these 
limitations, has been introduced by Zhu and Nakamura (ZN) [70, 75–79]. The ZN 
probability expressions require the knowledge of the entire one-dimensional mini-
mum energy path connecting the MECP to the reactant and product minima. This 
path can be obtained in either spin-diabatic or spin-adiabatic representations [49]. 
The ZN theory distinguishes two intersection types between PESs: a sloped inter-
section 

(

�1 ⋅ �2 > 0
)

 and a peaked intersection 
(

�1 ⋅ �2 < 0
)

 (Fig. S1). Currently, in 
the NAST package, the ZN probability is implemented only for a sloped intersec-
tion in the spin-adiabatic representation. Because most of the electronic structure 

(7)ZPER =
1

2

3N−6
∑

i=1

ℏ�R
i
,

(8)ZPEX =
1

2

3N−7
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i=1

ℏ�X
i
,
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calculations produce spin-diabatic PESs, the adiabatic potentials are obtained by 
diagonalizing the following matrix:

where Ed
1
 and Ed

2
 are the spin-diabatic energies of two electronic states with arbitrary 

spin multiplicities, r is the arc length along the minimum energy reaction path in 
mass-scaled coordinates [80] with the reduced mass set to 1 amu, and HSO is the 
spin–orbit coupling constant at the MECP. The diagonalization of the matrix defined 
by Eq.  (9) produces two eigenvalues corresponding to the adiabatic (spin-mixed) 
state energies, E1 and E2 (Fig. 2). The ZN double-passage transition probability is 
given by

where � is the overall transition phase. The single passage probability pZN defined in 
the SI depends on several parameters that are functions of the energies at the small-
est energy gap point r0 , the turning points at the MECP energy t0

1
 and t0

2
 , and the 

turning points t1 and t2 corresponding to the specific value of the energy 𝜀⊥ (Fig. 2).

2.3 � Canonical Rate Constants

A canonical, temperature-dependent rate constant can be obtained by averaging the 
microcanonical rate constant (Eq. 1) over the internal energy Boltzmann distribution, 
leading to the following expression:

(9)
(

Ed
1
(r) HSO

HSO Ed
2
(r)

)

,

(10)PZN

(

𝜀⊥
)

= 4pZN
(

1 − pZN
)

sin2(𝜓),

Fig. 2   Sloped intersection of two spin-adiabatic potentials with the energies E1 (blue) and E2 (red) along 
the reaction coordinate r. Points r0 , t01 , t

0

2
 , t1 , and t2 are defined in the text
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where QR is the partition function of the reactant, T is the temperature, and kB is the 
Boltzmann constant.

2.4 � Velocity‑Averaged Probabilities

Velocity-averaged probabilities provide a simple estimate for the likelihood of spin-for-
bidden reaction mechanism as a function of temperature. The velocity-averaged single 
passage LZ probabilities (Eqs. 13 and 14) are derived by averaging the microcanonical 
LZ probability (Eq. 5) using the Maxwell–Boltzmann (MB) and normalized Kuki (K) 
distributions of the mass-weighted velocity 𝜐2 = 2

(

𝜀⊥ − EX

)

 [6, 81]. The correspond-
ing double-passage LZ probabilities can be obtained using Eq. (4). The velocity-aver-
aged WC probabilities (Eqs. 15 and 16) can also be derived using the Maxwell–Boltz-
mann and normalized Kuki distributions. It is important to note that, in contrast to the 
microcanonical WC probability, the velocity-averaged WC probabilities do not account 
for quantum tunneling.
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2.5 � Rate Constants and Transition Probabilities Between Individual MS 
Components of Spin States

A simple approach to model transitions between electronic states with the different spin 
quantum numbers S and S′ is to calculate the effective probabilities and rate constants 
accounting for all MS components of the spin multiplets. In this approach, the effective 
SOC, also called the SOC constant, is obtained as the RMS of the couplings between 
individual MS components,

In Eq. (19), ĤSO is the spin–orbit operator; for example, from the Breit–Pauli Ham-
iltonian [67]. This approach is easy to justify for a singlet–triplet crossing with the 
MECP energy gap between the two spin-adiabatic states equal to 2 HSO [4]. However, 
for the states with higher spin multiplicities, for example a triplet–quintet crossing, 
there are multiple energy gaps between the adiabatic states. Therefore, employing a sin-
gle effective SOC to calculate the transition probability and rate constant is not well 
justified.

This issue can be addressed by calculating the rate constants and transition prob-
abilities between individual MS components of the spin multiplets. As an example, for a 
singlet–triplet crossing, the non-zero spin–orbit coupling matrix elements are

where z and z* are complex conjugate to each other, and b is real. The single-passage 
LZ probabilities pMS,MS′

LZ

(

𝜀⊥
)

 between the components MS and MS′ of the spin states 
S = 0 and S′ = 1 read

The double-passage probabilities P0,±1

LZ
 and P0,0

LZ
 can be obtained from the single-pas-

sage probabilities (Eq. 4) and employed to calculate the microcanonical rate constants 
between individual MS components,
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The probabilities and rate constants between individual MS components can be 
calculated for any pair of spin states with |S − S�|= 1, as shown in the SI for a triplet-
quintet crossing.

2.6 � Transition State Theory Rate Constants

For adiabatic reactions, both microcanonical and canonical NAST rate constants can 
be reduced to the traditional TST rate constants by replacing MECP with a transition 
state (TS) and the transition probability in Eq. (2) with the Heaviside step function 
[82]. The canonical TST rate constant, obtained by averaging the microcanonical 
constant over the Boltzmann internal energy distribution, is equivalent to the tradi-
tional analytical TST expression [4]:

where QTS and QR are partition functions of TS and reactant.

2.7 � Effective Hessian

Calculation of the effective number of states NX(E) defined in Eq.  2 requires the 
density of vibrational states at the MECP, which can be obtained using the harmonic 
vibrational analysis [83, 84]. Since MECP is not a stationary point on either of the 
two crossing PESs, a conventional vibrational analysis is not valid. The vibrational 
frequencies at the MECP can be obtained from the effective Hessian matrix calcu-
lated using the state-specific Hessians �1 and �2 , and gradients at MECP [85]:

The details of calculating the effective Hessian are given in the SI.
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3 � NAST Package Capabilities and Implementation

3.1 � Forward and Reverse Rate Constants

By default, the NAST package calculates only forward rate constants with both the 
LZ and WC transition probabilities. A forward direction is defined as the transition 
from the higher energy spin state (reactant) to the lower energy spin state (product). 
Such calculations require molecular properties only at the reactant minimum and 
MECP. However, calculation of the reverse rate constants can be requested in the 
same run, if molecular properties at the product minimum are provided. For such 
reverse rate calculations, the above definition of reactant and product prevents the 
reverse unphysical tunneling to the region below the reactant minimum where the 
density of states is zero (Fig. 3). If only a forward rate constant with tunneling con-
tribution is calculated, it is important to ensure that the reactant has a higher energy 
than the product to prevent contribution from unphysical tunneling to the rate con-
stants. This is not required if the rate constants are calculated with the LZ prob-
ability or traditional TST, which do not account for tunneling. In the present imple-
mentation, the ZN transition probability can only be used to calculate a forward rate 
constant. For canonical rate constant calculations, the temperature range (default 
290–300 K) and step (default 1 K) can be specified in the input file.

3.2 � Transition Probabilities

The LZ, WC, and ZN probabilities (Eqs.  4–6 and 10) are used to calculate the 
microcanonical and canonical rate constants. The velocity-averaged LZ and WC 
probabilities (Eq. 13–16), which are calculated by default, can be used to obtain a 
qualitative understanding of the spin-dependent reaction kinetics. While calculations 
of the LZ and WC probabilities require molecular properties at reactants and MECP 
only, the ZN probability calculations require additional input data discussed together 
with the intrinsic reaction coordinate (IRC) fit code (Sect. 3.7).

Fig. 3   Definition of forward and 
reverse directions. The region of 
reverse unphysical tunneling is 
shown by the red box



1 3

Topics in Current Chemistry          (2022) 380:15 	 Page 11 of 25     15 

3.3 � Rate Constants and Transition Probabilities Between Individual MS 
Components of Spin States

In addition to effective transition probabilities and rate constants between the spin 
manifolds with the different values of quantum number S, the NAST package can 
calculate the transition probabilities and rate constants between individual MS com-
ponents of different spin manifolds. In the current implementation, the MS-specific 
kinetics can be modeled only using the LZ formula. Such calculations can provide 
insight into the role of individual MS components in the overall spin-dependent 
kinetics. Moreover, working in the basis of individual MS components is necessary 
to study the effect of an external magnetic field on spin-dependent processes.

3.4 � Rate Constants in Solution

Transition state theories for reactions in solution have been discussed extensively 
in previous works [60, 86–91]. In the current NAST implementation, the solution 
phase effects can be modeled by simply assuming that all molecular rotations are 
frozen. In such calculations, only vibrational states contribute to the total density 
of states, and contributions from rotational states are ignored.

3.5 � Transition State Theory Rate Constants

The NAST package can calculate the traditional TST rate constants for single-
state adiabatic reactions by replacing the MECP molecular properties with the TS 
properties (energy, vibrational frequencies, moments of inertia). Such TST cal-
culations do not require spin–orbit couplings, energy gradients, or reduced mass, 
and can be invoked with a separate keyword.

3.6 � Effective Hessian Tool effhess

The effective Hessian tool effhess, distributed as a part of the NAST package, cal-
culates and diagonalizes the effective Hessian (Eq. 26) to generate the vibrational 
frequencies at the MECP, the reduced mass 𝜇⊥ , |Δ�| , and � . These quantities are 
needed for the following rate constant calculations. Currently, the tool can read 
the MECP energy gradient vectors and Hessian matrices from the output files 
generated by the GAMESS [92] and Molpro [93] electronic structure packages. 
The effhess tool generates a template of an input file for the main NAST code.

3.7 � IRC Fitting Tool ircfit

The fitting tool ircfit produces the IRC potentials of two crossing spin states. 
These potentials are required for calculating the ZN probabilities. Currently, ircfit 
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can read only the GAMESS IRC output files. Here we summarize the ircfit algo-
rithm; the details are included in the SI.

1.	 Perform two IRC calculations from MECP to the minima of reactant and product, 
generating the two sets of geometries 

{

Qi,Ei

}

X→R
 and 

{

Qi,Ei

}

X→P
 , where Qi and 

Ei are the coordinates and energy of molecular geometry i. Index i runs from 1 
(MECP) to n for the reactant side of IRC and m for the product side.

2.	 Define n + m points along the reaction coordinate as

where dQj,p is the difference between the coordinates of the reactant and the 
geometry j ∈ [1, n + m].

3.	 Build the crossing potentials by fitting the two sets of points 
{

ri,Ei

}

X→R
 and 

{

ri,Ei

}

X→P
 with the fourth-order polynomials:

The vector of coefficients c is obtained by minimizing the linear least-squares 
function

where k = n for the reactant side of the fit, and k = m for the product side. The coeffi-
cients of the polynomials, which represent spin-diabatic states, are used by the main 
NAST code to generate spin-adiabatic states (Eq. 9) required for the ZN probability 
calculations.

3.8 � Modular Structure of the NAST Package

The NAST package consists of a collection of modules written in modern Fortran 
and runs under Linux (Fig. 4). The package manual contains a full list of the input 
file keywords that control the type of rate calculations. Most of the keywords have 
default values appropriate for the common calculation types. The effective Hes-
sian tool effhess can be used to generate an input file template containing MECP 

(27)rj =

(
3N
∑

p=1

(

dQj,p

)2

)1∕2

,

(28)f (�, r) =

4
∑

q=0

cqr
q.

(29)F =

k
∑

i=1

(

Ei − f
(

�, ri
))2

,
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properties, further reducing the efforts required to set up a NAST calculation. The 
rest of the input data, including vibrational frequencies, moments of inertia, elec-
tronic energies, and SOC, must be extracted from the output of electronic structure 
calculations. The calculated canonical rate constants and velocity-averaged transi-
tion probabilities are saved to the main output file nast.out. Additional information, 
including microcanonical rate constants, transition probabilities, and density of 
states, are written to separate output files. The amount of output information can be 
controlled by the user.

Fig. 4   Modular structure of the NAST package. The top left panel illustrates the main NAST code instal-
lation, testing, and workflow. The bottom left panel lists the output files of the effective Hessian (effhess) 
and IRC fitting (ircfit) tools. The right panel shows the main modules and subroutines of the NAST pack-
age
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The NAST package requires an external math library. It has been tested with the 
Intel Math Kernel Library (MKL) but can be linked with other math libraries. The 
package has been successfully compiled and tested with the gfortran and ifort com-
pilers. To streamline the package installation, the provided Python configuration 
script configure.py can be used to generate a Makefile. The Linux utility make is 
used to compile and link the executable nast.x. A new build can be tested by running 
the script checknast that executes several test examples. The installation and testing 
procedures are the same for the effective Hessian and IRC tools. The configuration 
and installation details are provided in the package manual.

4 � Examples of Applications

4.1 � Isomerization of Propylene Oxide to Acetone and Propanal

This example demonstrates how the NAST package can be used to calculate the 
reaction rates for single-state adiabatic reactions using the traditional TST. We 
consider the isomerization of propylene oxide to acetone and propanal, following 
the original theoretical work of Dubnikova and Lifshitz [94]. For each isomeriza-
tion reaction, four canonical TST rate constants are compared: (1) predicted by 
the NAST package, (2) calculated analytically using Eq. (25), (3) calculated ana-
lytically using Eq. (30) below [94], and (4) obtained from an experiment [95]. In 
Ref. [94], the following equation is used:

(30)k(T) = �
kBT

h
e−ΔS

#∕Re−ΔH
#∕RT ,

Table 1   Canonical TST rate 
constants for isomerization of 
propylene oxide to acetone and 
propanal at T = 1000 K

a Ref. [94]
b Experimental values are estimated from the log(k) vs. T plots of 
Ref. [95]

Product Source ETS, kcal·mol−1 k1000, s−1

Acetone NAST 53.2 67.8
Analytical, Eq. (30)a 54.2 50.2
Analytical, Eq. (25) 53.2 101.0
Experimentb – 30.0

Propanal NAST 54.2 43.0
Analytical, Eq. (30)a 54.4 69.6
Analytical, Eq. (25) 54.2 88.6
Experimentb - 90.0
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where R is the universal gas constant; ΔS# and ΔH# are the entropy and enthalpy of 
activation, respectively. Because for a unimolecular reaction, ΔH# = ETS + ΔZPE , 
the activation enthalpy is equal to the ZPE-corrected electronic barrier between tran-
sition state and reactant. The input data for NAST were obtained from the B3LYP 
geometry optimization and Hessian calculations in GAMESS, and the single-point 
CCSD(T) energy calculations in Molpro. The cc-pVDZ basis set was used in all 
calculations. The partition functions QTS and QR used in Eq. (25) were taken from 
the GAMESS Hessian calculations. In Eq.  (30), the original data from Table 1 of 
Dubnikova and Lifshitz [94] were used. The energy profiles for two isomerization 
reactions are shown in Fig. 5.

The NAST input file and parts of the output file are shown below.

&keys zpe = 1 tst = .true. &end               ! TST calculation with ZPE correction

&inputdata 
freX = 263, 294, 374, 580, 729, 871, 886, 958, 999, 1081, 1118, 1241, 1283, 1357, 1434, 1452, 1471, 2296, 3026, 
3092, 3118, ,3142, 3238         ! Vibrational frequencies (cm-1) of TS/MECP 
freR = 240, 370, 416, 773, 848, 903, 974, 102, 1117, 1136, 1153, 1173, 1277, 1381, 1423, 1451, 1471, 1515, 3025, 
3059, 3076, 3098, 3117, 3153 ! Vibrational frequencies (cm-1) of reactant
inertX = 170.850, 217.264, 351.144           ! Moments of inertia for TS/MECP
inertR = 100.305, 272.514, 305.514          ! Moments of inertia for reactant
enX = 0.09129754                                    ! Energy of TS in hartree (program will add ∆ZPE)
enR = 0.0                                                 ! Energy of reactant in hartree
maxn = 30000                                         ! Maximum energy bin - integration limit in cm-1

T1 = 1000                                                  ! Initial temperature in K for canonical rate constant
&end 

To Propanal

Propylene oxide (0.0)

ωTS = 725i cm-1

2.307

1.463
1.471

1.308

112.6

TS (54.2)

1.210
124.4

1.512

1.526

Propanal (-26.8)

1.435

59.1

1.435
1.100

1.508

1.473

1.097

1.108

Fig. 5   Energies and structural parameters for the isomerization reactions of propylene oxide to acetone 
(left) and propanal (right). The relative CCSD(T) energies (kcal.mol−1) listed in parenthesis are corrected 
with ΔZPE = ZPEX − ZPER calculated with B3LYP. Bond lengths and angles are in Å and degrees, 
respectively
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    ******************************************************* 
    ~~~~~~~ NAST: Nonadiabatic Statistical Theory ~~~~~~~~ 
                      ~~~~~ v. 2021.1 ~~~~~ 
    ******************************************************* 
------------------------------------------------------------------------------------------------------------------

NAST control parameters and related data 

zpe = 1     sp = F     zn = F     solution = F 
tst = T     printmore = F     rev = F     extern = F 
------------------------------------------------------------------------------------------------------------------

zpe = 1: ZPE correction scheme I (eliminates turning points below ZPE). 
Electronic barrier from reactant to MECP is   20037 cm-1 
ZPE of reactants =   18586 cm-1 
ZPE of MECP =   17150 cm-1 
ZPE-corrected MECP energy bin =  18602 cm 

  --------------------------------------------------------- 
               Start NAST calculation 
  --------------------------------------------------------- 

   1. Calculating densities of states 

......vibrational. 

.......rotational. 

........rovibrational. 

   2. Calculating microcanonical TST rate constant. 
................................... Done. 

(The forward rate constant k(E) is multiplied by reaction path degeneracy equal to 1 ) 

             Canonical rate constant, k(T) 

     T(K)     TST rate constant 

   1000.0          6.78E+01 

 Total CPU time =    10.35 

Table  1 shows the calculated and experimental rate constants for the isomeri-
zation of propylene oxide to acetone and propanal. The factor of two difference 
between the acetone rate constants calculated with two analytical expressions can be 

Fig. 6   Reaction path for the 
singlet–triplet isomerization 
of the Ni(dpp)Cl2 model from 
the square-planar to tetrahe-
dral geometry. The twist angle 
between the Cl–Ni–Cl and 
P–Ni–P planes is 6°, 42°, and 
90° for the singlet, MECP, and 
triplet geometries, respectively. 
The phenyl groups of Ni(dpp)
Cl2 are replaced with the methyl 
groups
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explained by the 1.0 kcal mol−1 discrepancy in the TS barrier (using the same bar-
rier height of 53.2 kcal mol−1 in both analytical expressions reduces this difference 
to 18%). The difference between the NAST rate constant (67.8 s−1) and the analyti-
cal constant obtained with Eq. (30) (101.0 s−1) could be due to a finite accuracy of 
the numerical integration in NAST. For the isomerization to propanal, similar differ-
ences in the reaction rate constants calculated with different methods are observed. 
All calculated rate constants are in reasonable agreement with the experimental val-
ues for both isomerization reactions.

4.2 � Spin‑Forbidden Isomerization of Ni(dpp)Cl2

This example demonstrates the forward and reverse rate constants calculation in a 
single NAST run. In addition to the overall rate constants, it predicts the rate con-
stants between individual MS components of two spin states. Spin-forbidden kinetics 

Fig. 7   The microcanonical rate 
constants k0,0 and k0,+1 = k0,−1 
for transitions between the MS 
components of the singlet and 
triplet states calculated using the 
LZ probabilities. The effective 
rate constant keff  corresponds to 
the overall transition between 
the singlet state and all three 
components of the triplet state

Fig. 8   The T1 → S0 relaxa-
tion path in cyclopropene. 
The relative energies of the T1 
minimum, the S0 minimum 
and MECP (kcal mol−1) are in 
parentheses. The bond lengths 
and angles calculated at the 
B3LYP/cc-pVTZ level of theory 
are in Å and degrees
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of interconversion between the singlet (planar) and triplet (tetrahedral) isomers of 
Ni(dpp)Cl2 complex (dpp = 1,3-bis(diphenylphosphino)propane) has been studied in 
acetonitrile [96]. To reduce the computational cost, the phenyl groups were replaced 
by methyls (Fig. 6). The optimized geometries and Hessians for singlet, triplet, and 
MECP structures were obtained with the M11-L density functional, implicit solva-
tion model, and def2-TZVP basis set, as implemented in GAMESS. The SOC value 
of 135 cm−1 was calculated with the second-order multiconfigurational quasi-degen-
erate perturbation theory (MCQDPT2) using the CASSCF(2e, 4o) wave function 
averaged over the lowest energy singlet and triplet electronic states. The forward 
( S1 → T0 ) rate constant calculated using the WC transition probability at 296  K 
(4.96 × 106 s−1) agrees almost within one order of magnitude with the experimental 
value of 4.5 × 105 s−1. However, the reverse ( T0 → S1 ) rate constant predicted to be 
3.50 × 102  s−1 is significantly smaller than the experimental value of 6.0 × 105  s−1, 
which could indicate that the barrier for the reverse reaction is overestimated due to 
the low level of electronic structure calculations and the reduced model size.

Calculations of the transition probabilities and rate constants between individual 
MS components of the singlet and triplet states were carried out using the spin–orbit 
matrix elements (z = −69.0 – 63.8i cm−1 and b = 21.3  cm−1, as defined in Eq. 20) 
obtained from the same MCQDPT2 calculations. The MS-specific rate constants 
kMS,MS′

 for the transitions between the MS = 0 component of singlet state and three 
MS� = ±1 and MS� = 0 components of the triplet state, calculated using the LZ tran-
sition probability, are plotted in Fig. 7. The stronger couplings between the MS = 0 
component of the singlet state and the MS� = ±1 components of the triplet result 

Fig. 9   Fitted T1 → MECP → S0 reaction path. The circles mark the energies of the IRC geometries. The 
green area shows an increase in the tunneling barrier width compared to the linear model (dashed black 
line). For the rate constant calculations, the coefficients of the fitting polynomials (f(r) = 0.092 r4 − 0.121 
r3 + 0.093 r2 − 0.004 r − 1.86 × 10–6 and g(r) = 0.127r − 0.048) are included in the NAST input file
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in the faster population transfer, as evident from the k0,±1 rate constant being larger 
than k0,0.

4.3 � T1 → S0 Relaxation in Cyclopropene

This example demonstrates calculation of the rate constant using the ZN transi-
tion probability. Miller and Klippenstein published a detailed kinetics study of 
different reactions of C3H4, including those proceeding on multiple PESs with 
different spin multiplicities [97]. Here we consider the T1 → S0 relaxation in 
cyclopropene (Fig.  8). The equilibrium geometries and Hessians of the S0, T1 
states and MECP were obtained at the B3LYP/cc-pVTZ level of theory. The SOC 
constant of 4.0  cm−1 was calculated with the MCQDPT2 method based on the 
CASSCF(2,2) wave function averaged over the S0 and T1 states, using the same 
basis set. All calculations were performed in GAMESS. To calculate the T1 → S0 
rate constant with the ZN transition probability, the T1 → MECP → S0 minimum 
energy reaction path was fitted with the ircifit tool using the geometries and ener-
gies generated by two IRC calculations starting from MECP and following to the 
T1 and S0 minima. The MECP → T1 path was fitted with the quartic polynomial, 
while the MECP → S0 path was approximated by a linear fit (Fig. 9). 

Table 2   The T1 → S0 canonical 
rate constant (s−1) at different 
temperatures

The relative difference between the NAST and MESMER values is 
defined as (kNAST − kMESMER)/kMESMER

T, K NAST MESMER Relative difference

100 1.52 × 10–16 2.37 × 10–16 −0.36
200 6.71 × 10–4 7.88 × 10–4 −0.15
300 1.19 × 101 1.29 × 101 −0.08
400 1.62 × 103 1.68 × 103 −0.03
500 3.16 × 104 3.09 × 104 0.02
600 2.33 × 105 2.13 × 105 0.09
700 9.81 × 105 8.43 × 105 0.16
800 2.91 × 106 2.35 × 106 0.24
900 6.85 × 106 5.18 × 106 0.32
1000 1.36 × 107 9.71 × 106 0.40
1100 2.41 × 107 1.62 × 107 0.49
1200 3.89 × 107 2.47 × 107 0.58
1300 5.85 × 107 3.52 × 107 0.66
1400 8.32 × 107 4.76 × 107 0.75
1500 1.13 × 108 6.17 × 107 0.83
1600 1.48 × 108 7.73 × 107 0.91
1700 1.88 × 108 9.42 × 107 1.00
1800 2.33 × 108 1.12 × 108 1.08
1900 2.82 × 108 1.31 × 108 1.15
2000 3.36 × 108 1.50 × 108 1.24



	 Topics in Current Chemistry          (2022) 380:15 

1 3

   15   Page 20 of 25

The T1 → S0 canonical rate constant calculated at 1000 K with the ZN tran-
sition probability (3.07 × 107  s−1) is almost an order of magnitude smaller than 
the value obtained with the WC probability (1.24 × 108  s−1). This difference can 
be explained by the fact that the linear-crossing WC model significantly under-
estimates the width of the tunneling barrier (Fig. 9). In contrast, the ZN model 
uses more realistic potential energy curves and predicts a wider barrier, lead-
ing to a significant reduction in the tunneling contribution to the rate constant. 
Table  2 compares the same rate constant calculated using the simple LZ tran-
sition probability with the values obtained by the MESMER 6.0 package [98]. 
There is reasonable agreement between the values predicted by the two packages. 
The larger discrepancies at high temperatures are attributed to the numerical inte-
gration errors in Eq.  (2). It is important to note that these discrepancies in the 
rate constants are significantly smaller than the errors expected due to the limited 
accuracy of the MECP barrier calculated by commonly used electronic structure 
methods.

5 � Conclusions

We introduced the NAST software package for predicting kinetics of spin-
dependent processes, including intersystem crossings, spin-forbidden reactions, 
and spin crossovers. The package calculates both the microcanonical and canoni-
cal rate constants and can account for quantum tunneling, zero-point vibrational 
energy, and reaction path interference. Traditional single-state adiabatic TST 
calculations are also possible. The main strengths of NAST stem from its abil-
ity to (1) model nonadiabatic kinetics in large systems, (2) use high-level elec-
tronic structure methods for predicting molecular properties, which is critical 
for accurate kinetics calculations, and (3) study slow spin-dependent processes 
that present a great challenge for nonadiabatic molecular dynamics. Additional 
computational tools included in the NAST package simplify setting up kinetics 
calculations using molecular properties obtained with different electronic struc-
ture programs. The three presented examples demonstrate various capabilities of 
the NAST package. Future development will focus on multidimensional tunneling 
effects, accounting for MECP barrier recrossing, modeling spin-dependent pro-
cesses in solution, and using an external magnetic field to control the kinetics of 
spin-dependent processes.
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