PERSISTENCE AND SPREAD OF SOLUTIONS IN A TWO-SPECIES
LOTKA-VOLTERRA COMPETITION-DIFFUSION MODEL WITH A
SHIFTING HABITAT
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Abstract. We consider a two-species Lotka-Volterra competition-diffusion model with a shifting
habitat. The growth rate of each species is nondecreasing along the z-axis, and it changes sign and
shifts rightward at a speed c. We investigate the population dynamics of the model in the habitat
suitable for growth of both species for two cases: (i) one species is competitively stronger and has a
slower spreading speed, and (ii) both species coexist. We obtain conditions under which the outcome
of competition depends critically on a number ¢(co) given by the model parameters. We show that
under appropriate conditions, if ¢(co) > ¢ then the species with the faster spreading speed spreads
into the open space at its own speed and the species with the slower spreading speed spreads into its
rival at speed ¢(00), and if ¢(c0) < ¢ then the species with the slower spreading speed eventually dies
out in space. Our results particularly demonstrate the possibility that a competitively weaker species
with a faster spreading speed can drive a competitively stronger species with a slower spreading speed
to extinction. The mathematical proofs involve linear determinacy analysis, integral equations, and
comparison.
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1. Introduction. Ecologists globally are focused intently on the challenges that
climate change will have for species persistence. Of particular concern is the possibil-
ity that habitat shifts mediated by climate change may outpace the ability of some
species to stay within tolerable zones that feature the correct temperature, rainfall,
phenology, or other seasonal patterns necessary for their persistence. To date, the
vast majority of ecological studies of climate change have focused on species as in-
dependent responders to the challenges imposed by climate change-mediated habitat
shifts. However, there is increasing recognition that species interactions can play a
central role in the ability of individual species to respond to such shifts (e.g., Gilman
et al. [7], Urban et al. [23]). The idea that species that currently coexist and inter-
act through competition, predation, or other interspecific interactions may respond
quite differently to climate change processes (and thus exhibit differential matching
to the resultant habitat shifts) underlies the key ecological concept of ‘no-analogue’
communities (Gilman et al. [7], Reu et al [21]). In this no-analogue framework, fu-
ture communities whose composition has been shaped by differential spatial shifts in
response to climate change will likely feature unusual combinations of species and
species interactions that have no modern-day equivalent (Urban et al. [23]). Likewise,
retrospective analyses suggest the widespread existence of no-analogue communities
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thousands to millions of years in the past when climatic conditions were quite different
(Huntley [15], Graham [9], Watrin et al. [25]).

Here we consider mechanisms that may contribute to the existence of no-analogue
communities, specifically differential dispersal abilities between species that currently
compete for resources. HilleRisLambers and colleagues [12] provide a synthetic re-
view of empirical examples in which different types of species interactions, in concert
with differential dispersal abilities, may shape the structure of future communities
as climate change mediates the spatial shift of tolerable conditions. For competitive
interactions, HillRisLambers et al. [12] report findings from their experimental studies
of the competitive coexistence of three conifer species along an altitudinal transect at
Mt. Rainier, Washington, that is expected to experience significant climate change in
the coming decades. Focusing on coexistence among Pacific silver fir (Abies amabilis),
western hemlock (Tsuga heterophylla), and mountain hemlock (Tsuga mertensiana),
interspecific competitive interactions during early life-history stages (rather than cli-
matic constraints) determine species’ performance at lower range limits. In contrast,
the direct effect of climate on performance is strongest at upper range limits, but only
for adult trees and saplings (HillRisLambers et al. [12]). Spatial shifts in species dis-
tribution are expected to be slow because of low levels of adult mortality, and range
shifts of the focal conifers are unlikely to keep pace with climate velocity at lower
range limits, due to the interacting effects of competition and long generation times
(HillRisLambers et al. [12]). Studies on competitive exclusion for species in shifting
habitats are documented in HillRisLambers et al. [12]. One example is the widespread
native annual legume, Chamaecrista fasciculata, interacting with competitors in its
contracting habitat range and beyond [12, 22].

Understanding biological invasions within the context of climate change requires
modeling approaches that incorporate dynamic landscapes. Li et al. [18] considered
the following reaction-diffusion model to study the impact of climate change on inva-
sion of species

(1.1) ug(t, ) = dug,(t,x) + u(t,z)(r(z — ct) — u(t, z)).

In this model, r(x) is continuous, nondecreasing and bounded with r(—o0) < 0 <
r(00). r(x — ct) thus divides the spatial domain into two parts: the region with good
quality habitat suitable for growth (i.e., r(x — ¢t) > 0), and the region with poor
quality habitat unsuitable for growth (i.e., r(x — c¢t) < 0). ¢ describes the speed at
which the edge of the habitat suitable for species growth shifts. It was shown that
if ¢ > ¢*(00) = 24/dr(co) then solutions with compactly supported initial values
converge to zero uniformly and if ¢*(00) > ¢ then solutions with compactly supported
initial values persist in space and spread rightward at the asymptotic speed ¢*(o00).
The rightward and leftward spreading speeds for (1.1) with more general r(z — ct)
can be found in Hu et al. [13]. The problem of existence and stability of traveling
waves for reaction-diffusion equations with shifting habitats related to (1.1) has been
extensively studied; see, for example, Berestycki and Fang [3], Fang et al. [6], Bouhours
and Giletti [5], Berestycki et al. [2], Berestycki and Rossi [4], Hamel [10], Hamel
and Roques [11]. The reader is refereed to Li et al. [17], Li and Wu [19], Hu et
al. [13], and Wang et al. [20, 24] for studies in spreading speeds and traveling waves
in temporal-spatial models with shifting habitats in other forms including integro-
difference equations and integral-differential equations.

Model (1.1) describes the persistence and spread of a single species with a shift-
ing habitat edge, without referring to its interactions with existing species. In this
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paper we consider a two-species competition model, which is an extended form of the
equation (1.1):

(1.2) {“t(tv ) = diugs(t, @) + ult, x)(r(z — ct) — ult, x) — aro(t, 2)),

ve(t, ) = dovge (t, ) + v(t, 2)(ra(x — ct) — v(t, ) — aqu(t, ).

This is a Lotka-Volterra type competition model. u(t,x),v(¢, ) denote the densities
of two competing species, respectively, at time ¢ and space x; d; > 0 are diffusion
coefficients; a; > 0 represent interspecific competition coeflicients; each r;(z — ct)
describes a population growth rate as a function of x — ct, which is bounded and
nondecreasing in x — ct, and it changes sign in x — ct; ¢ > 0 is a speed at which the
habitat shifts. Here the habitat in which two species grow and compete is shrinking
in time. We investigate the population dynamics of (1.2) when two competitors
consecutively or simultaneously invade the shifting habitat with compactly supported
initial values. We consider ¢(00) := 24/dara(00) > ¢j(00) 1= 24/dyri(00) > ¢ so
that in the absence of its rival, species u (v) persists and spreads rightward at speed
¢ (00) (c5(00)), and species v spreads faster. We investigate the population dynamics
of (1.2) in the habitat suitable for growth of both species for two cases: (i) species u is
competitively stronger (with the slower spreading speed), and (ii) both species coexist.
We obtain conditions under which the outcome of competition depends critically on
a number ¢(co) given by the model parameters. We show that under appropriate
conditions, if ¢(c0) > ¢ then the species with the faster spreading speed spreads into
the open space at its own speed and the species with the slower spreading speed
spreads into its rival at speed ¢(c0), and if ¢(o0) < ¢ then the species with the slower
spreading speed eventually dies out in space. Our results particularly demonstrate
the possibility that a competitively weaker species with a faster spreading can drive
a competitively stronger species with a slower spreading to extinction. Case (ii) was
studied by Zhang el al. [28] and Yuan et al. [27] where ¢(co) was shown to be a
lower bound of the speed at which u spreads into v, and the population dynamics was
not explored for ¢(co) < ¢. Our results indicate that ¢(co) serves as both an upper
and a lower bound of the speed for Case (i) and Case (ii) under certain conditions.
We obtain the results by extending the framework of linear determinacy, which was
developed by Weinberger, Lewis and Li [16, 26] to study the invasion of a species
into an equilibrium distribution of its competitor in a temporal-spatial system with
constant coefficients. We particularly make use of integral equations and solutions of
linearized systems to approximate the solutions of (1.2) in moving intervals.

This paper is organized as follows. The main results are given in the next section.
Section 3 is about an upper bound for spreading speeds and Section 4 is about a
lower bound for spreading speeds. Section 5 contains the proofs of the theorems.
Section 6 is on numerical simulations. Section 7 includes some concluding remarks
and discussions.

2. Main results. We begin with making the following hypothesis:

(H) For i = 1,2, r;(z) is nondecreasing, bounded, and piecewise continuously dif-
ferentiable function in z for —oco < z < oo, and r;(—o0) and 7;(00) satisfy
—00 < 1i(—00) < 0 < 14(00) < 0.

The spatial region with ri(x — ¢t) > 0 (or ro(x — ct) > 0) is suitable for the growth

of species u (or species v), and the spatial region with r1(z — c¢t) < 0 (or ro(z —

ct) < 0) is unsuitable for the growth of species u (or species v). The population

dynamics of two species depends on competition between two species in the region

with 71(z — ¢t) > 0 and r3(z — ¢t) > 0. In this region, according to the standard



4 F.-D. DONG, J. SHANG, W.F. FAGAN, AND B. LI

outcomes of two-species Lotka-Volterra type competition, at the location z — ct, (a)
u is competitively stronger than v if ri(x — ct)/ro(x — ¢t) > max{ai,1/az}, (b) u
and v coexist if a; < ri(x — ct)/r2(z — ct) < 1/ag, (c) v is competitively stronger
than u if ro(x — ct)/r1(z — ct) > max{aq,1/a;}, and (d) w is competitively stronger
than v or v is competitively stronger than u if 1/ay < ri(x — ct)/ro(x — ct) < ay. If
ri(x — ct)/ra2(xz — ct) > max{a1, 1/az} in the region where both r;(z — ct) > 0, then
r1(00)/r2(00) > max{ay, 1/az}. We consider the following slightly stronger condition
Case (i) r1(00)/r2(00) > max{a,1/az}.
This condition can be used to describe that u is competitively stronger than v in the
entire habitat and more generally in an unbounded region suitable for growth of both
species. Similarly
Case (ii) a1 < r1(00)/r2(00) < 1/ag
can be used to describe that u and v coexist in the entire habitat and more generally
in an unbounded region suitable for growth of both species.

In this paper we explore the spatial dynamics of model (1.2) for Case (i) and Case
(ii). The study for the scenario that v is competitively stronger than  in the habitat
is similar to that for Case (i). See Yuan et al. [27] for some results obtained for the
scenario that u is competitively stronger than v or v is competitively stronger than
in the habitat.

We introduce the linear determinacy condition:
(LD) 2—dy/dy > ra(o0)(max{ajaz, 1} — 1)/(r1(00) — a1ra(c0)).
This was first given by Lewis et al. [16] (where the inequality is not strict) for studying
(1.2) with r;(x—ct) replaced by r;(c0). The authors showed that under this condition,
for cases (i)-(ii), u spreads into an equilibrium distribution of v at the speed

(2.1) ¢(o0) = 2\/d1(7"1(oo) — ayra(00)),

which is the spreading speed of the linearized system about the leading edge of inva-

sion. The linear determinacy analysis provided in [16] does not work for (1.2) as the

growth rates are variables depending on = — ct. We extend the framework developed
in [16] by using integral recursions and solutions of linearized systems to approximate
the solutions of (1.2) in moving intervals.

Throughout this paper, we consider solutions of (1.2) with continuous initial val-
ues satisfying the following hypothesis:

(IV) There is a number 79 > 0 such that either (i) u(—79,z),v(0,2) € C(R), 0 <
u(—=70, ) < r1(00), u(—79,2) £ 0 and u(—79, ) = 0 outside a bounded inter-
val, 0 < v(0,z) < 72(00),v(0,2) #Z 0 and v(0,z) = 0 outside a bounded in-
terval, or (ii) u(0,z),v(—7,z) € C(R), 0 < v(—79,x) < ra(00),v(—79,2) Z0
and v(—7p, z) = 0 outside a bounded interval, 0 < u(0,z) < r1(00), u(0,x) #
0 and u(0,z) = 0 outside a bounded interval.

Here the species arriving later invades in time 7y since the invasion of the earlier

species if 79 > 0. Both species invade simultaneously if 7y = 0. The initial value

problem of (1.2) with the initial values described by (IV) has a unique classical solution

(u(t,z),v(t,x)) with 0 < u(t,z) <ri(c0),0 <wv(t,z) < ry(oo) [27, 28].

Throughout this paper, (u1(t,x),v1(t,x)) < (>)(ua(t,z),v2(t,z)) means that
up(t, ) < (Z)ua(t, z),v1(t,z) < (Z)va(t, ).
We now provide the main results.

THEOREM 2.1. Consider Case (i). Assume that (H), (LD) and (IV) hold and
c5(00) > ¢i(00) +¢(00). Then for any small e > 0,
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(1) if 0 < e < ¢(00),

lim sup  u(t,x) =0,
1=00,> (8(00)+e)t

lim sup |ra(o0) — v(t7x)|] =0,
t=90 | (E(o0)+e)t<a<(ch (00)—e)t

lim sup {]r1(00) — u(t,z)| + v(t,x)}] =0,
t=00 | (cte)t<a<(c(c0)—e)t

lim | sup (u(t,x) +v(t,x))} =0, and lim sup  o(t,z) =0; and

t=00 g <(c—e)t £700> (5 (00) +e)t
(ii) if €(00) < ¢ < ¢ (00),

lim sup w(t,z) =0,

ti}OO:EGR
lim [ sup ra(00) —v(t, z)|| =0,
t—o0 (cte)t<z<(cs(00)—e)t

lim sup wv(t,x) =0, and lim sup  o(t,z) =0.

t=%0p < (c—e)t £7005> (c3(00)+e)t

This theorem states that when v is a weaker species and has a much faster spreading
speed and the linear determinacy condition is satisfied, (i) if 0 < ¢ < ¢(c0) then v
spreads rightward at its own speed c¢}(c0) and u spreads into v at speed ¢(o0), and
(ii) if ¢ > ¢(00) then v spreads rightward at its own speed ¢(c0) and stronger species
u dies out eventually in space.

Define u* = (r1(00)—aira(o0))/(1—ajaz) and v* = (ro(c0) —aszri(c0))/(1—aras).
For Case (ii) both u* and v* are positive.

THEOREM 2.2. Consider Case (ii). Assume that (H), (LD) and (IV) hold and
c5(00) > ¢i(00) +¢(00). Then for any small e > 0,
(1) if 0 < ¢ < E(00),

lim sup  u(t,x) =0,

tﬁoocm(E(oo)-&-s)t

lim o)~ o(ta)]| =0,

t—00 L(2(co)+e)t<z<(ch(c0)—e)t

lim inf u(t,z) > u*, lim sup u(t,z) < v¥,
t—00(c+e)t<z<(C(o0)—e)t t=09 (4 e )t << (E(00) —e)t

lim | sup (u(t, ) —|—v(t,x))] =0, and lim sup  v(t,z) =0; and

E=00 la<(c—e)t E2003> (5 (c0)+e)t
(ii) if €(00) < ¢ < ¢ (00),

lim sup u(t,z) =0,

t—}oozeR
lim [ sup ra(00) —v(t,z)|| =0,
E200 | (cte)t<a<(cz(o0)—e)t

lim sup wv(t,x) =0, and tlim sup  o(t,z) =0.

=00, < (c—e)t 0> (ch (00)+e)t
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This theorem states that when u and v can coexist, v has a much faster spreading
speed, and the linear determinacy condition is satisfied, (i) if 0 < ¢ < ¢(c0) then v
spreads rightward at its own speed c¢3(o0) and u spreads into v at speed ¢(oc0), and
(ii) if ¢ > ¢(o0) then v spreads rightward at its own speed c¢}(00) and species u dies
out eventually in space.

Remark 2.3. If 2(00) < 24/da(ra(00) — azri(00)), then the statement

lim inf u(t,x) > u*, lim sup u(t,z) < o*
t—00(cte)t<z<((00)—e)t 10 (ot e)t<a<(e(co)—e)t

in (i) of Theorem 2.2 can be replaced by the following stronger statement

lim sup [\u(t,x) —u*| + |v(t,z) —v*|| =0.
t90 (ot e)t<a<(E(c0)—e)t

The proof of this result is similar to that of Theorem 2.7 in [27] where ri(x — ct) =
ro(x — ct) is assumed.

3. Upper bound for speed. In this section we provide an upper bound for
the speed at which u spreads into v by establishing an upper solution for a related
cooperative system (see (3.4)). For the sake of simplicity, we use u"(x) (or v°(x)) to
denote the actual initial value of species u (or v). That is, if u(—7g,x) is given, we
say u®(z) = u(—79,2), and if 7o = 0 we say (u°(z),2°(x)) = (u(0, ), v(0, x)).

3.1. Upper solutions for the case of ¢(c0) > ¢ > 0.

LEMMA 3.1. Assume (H) and (IV) hold and c¢5(c0) > ¢ > 0. Let ¢5(00) > ¢g > 0.
If

lim sup wu(t,z) =0,
t*}OOa:ZCOt

then for any small positive ¢,

lim [ sup [ra(00) —v(t,z)|| = 0.
=00 | (max{co,c}+e)t<w< (c5(00)—e)t

Proof. Since limy_ o0 SUP, >, u(t, ) = 0, for any small > 0, there exists Ty > 0
such that for ¢t > Ty and = > cot, u(t,z) < n. On the other hand, since u’(z) = 0
outside a bounded domain, there exists xy > 0 such that for ¢t < Ty and z > xg,
u(t,x) <n. Define

asn, if x >0,
o(x) = .
asri(o0), ifz<0.

Let 1 = max{0, o —cot,t < Tp}. Some calculations lead to that for any t > —7g,x €
R,

(3.1) agu(t,z) < o(x — x1 — cot).

If cg > ¢, then ro(x — ct) > ro(x — cot) for all t > 0 and € R. By (3.1) and the
second equation of (1.2), we get

(3.2) ve(t, ) > davgy (B, @) + v(t, x)(ra(x — cot) — o(x — 21 — cot) — v(t, x)).
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Note that the spreading speed for the corresponding equation is
Cey (00) = 24/da(r2(00) — azn),

which is greater that ¢j(oo0) —e for small . Let V (¢, 2) be the solution of the equation
corresponding to (3.2) with the initial value VO(z) = v%(z). A direct application
of Theorem 2.2 (iii) in [18] and comparison show that for every ey with 0 < ¢y <
(c5(00) —co —€)/2,

lim [ sup I (00) — ag — V(t, x)@ =0.

£200 | (cote0)t << (e (00)—e—eo)t

Because 1 > 0 is arbitrary and 0 < V (¢, 2) < v(t,x) < r9(00), for e = g + ¢,

(3.3) lim [ sup 72 (00) — w(t, I)@ =0.

£ [ (e te)t<w< (e (o00)—e)t

If ¢g < ¢, then o(z — x1 — ¢ot) < o(x — 1 — ct) for all ¢ > 0 and all € R. Hence
(3.1) leads to

agu(t,z) <o(x—z1 —ct), Vt>0,z€R.
This and the second equation of (1.2) indicate
vi(t, ) > dovge (t, ) + v(t, x)(re(x — ct) — o(x — 21 — ct) — v(t, x)).

Using an argument similar to that used to show (3.3), we have for any small € > 0,

lim sup |ra(c0) —w(t,x)|| =0.
1720 Lete)t<e< (s (c0)—e)t
This and (3.3) lead to the desired result. The proof is complete. d

The variable change w(t,z) = r2(c0) — v(t,z) converts (1.2) to the following
cooperative system

(3.4)
up(t, ) = dytge (t, ) + u(t, x)(r1(x — ct) — arra(00) — u(t, ) + aqw(t, x)),
wi(t, ) = dowg, (t, ) + (r2(00) — w(t, x))(ra(00) — ro(x — ct) + agu(t, x)
—w(t, x)).

LEMMA 3.2. Consider Case (i) and Case (ii). Assume that (H), (LD), and (IV)
hold, and c3(c0) > ¢f(00) +¢(00). If¢(o0) > ¢ > 0, then for any small € > 0,

(35) lim  sup w(t,x) =0, and lim sup w(t,x)| = 0.
12005 > (3(00)+e)t =00 L (@(00) +e)t<z < (c3(00)—e)t

Proof. For simplicity, we denote ¢(c0), fi(co) = /(r1(00) — aira(0))/du, p} (o)
= y/r1(0c0)/dy by ¢, T, u}, respectively. It suffices to show that for any small € > 0
and 1 > 0, there exist A;,T7,d > 0 such that for t > T7 + 6,

(3.6) u(t,z) <u(t,x), Ve € R, and w(t,z) <w(t,z), Vo < (c5(c0) — €)t,
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where
ﬂ(t,x) = Algm (ﬁ)e—ﬁ(w—(iﬁ-e)(t—ﬂ))? @(t,x) _ A1§n2 (ﬁ)e—ﬁ(w—(E—i-e)(t—Tl)) +,

and &, (1), &,, (@) are given by (3.13). Since n is arbitrary, (3.5) follows from (3.6)
with e = 2e. To prove (3.6), we will first show that for any small ¢ > 0 and n > 0,
there exist Ay, T} such that (3.6) holds for ¢ = T3, we will then prove that there exist
h > § > 0 such that (3.6) holds for ¢ € [T} + §,T1 + h] using integral recursions, and
we will finally establish (3.6) for ¢ € [T7 + 0, 00).

Step 1: We first show that (3.6) holds for ¢ = T;. For any given sufficiently small
€ > 0 with ¢ < min{1/r2(0), 1, (¢} (c0) — ¢)}/2, since

lim sup u(t,z) =0,
E7095> (e (00)+e)t

by Lemma 3.1,

lim sup w(t,z)| =0.
E700 (e (00) +e)t << (c5 (c0) —e)t

Then for any small 7 > 0 satisfying
(3.7 (3a1 + p+11(00))n < 2fe,

where p is a constant independent on 7 and e, and is given by (3.19), there exists
Ty > 0 such that for any ¢ > Ty and (¢f(00) + €)t < x < (c5(00) — €)t,

(3.8) 0 <w(t,z) <.

Let L be a constant such that

(3.9) /oo Ly —/L Lo > 2
. _Lﬁe r = _Ooﬁe x_1+677.

On the other hand, since lim; o0 SUP, > (c4e/2)t [7"2 (00) =12 (a:—ct)] =0, for e; = en/2,

choose
Lv4d
(3.10) T) > max {TO, ! 7}
cs(00) —e—ci(o0) — ¢

such that for t > T} and « > (¢ + €/2)t,
(3.11) ro(00) — ro(x — ct) < ey,

and for ¢ > T7,

Define
B ( ) - dlMQ + 7‘1(00) - a17'2(00) + ain, 0
n ) - ang(OO), d2N2 _ 7“2(00) + 277 .

The eigenvalues of the matrix B, (u) are

Apy (1) = dipi® +71(00) — arra(00) + a1, Ay, (p) = dopi® — ra2(00) + 21,
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By virtue of (LD) and n > 0 sufficiently small, we have A, (7) > Ay, (). An eigen-
vector of B, (i) corresponding to A, (&) is &, (&) = (&, (7), &n, (B)), where

(3.13)
En (1) = (dy — da)i* 4 71(00) — a172(00) + ra(00) + m(ar — 2), &y, (7) = azra(00).

Clearly &, () > 0 and &,, (&) > 0 according to (LD), which also implies

(3.14) & (1) = max{ay, 1/az}&y, ().
Since A, (1)/E — ¢ as n — 0, for small n > 0,
(3.15) A7) S T+ ©).

Observe that the equation w(t,x) = dyuge(t, ) + r1(c0)u(t,z) has a solution
o(t,x) = e HiE=ci()t=T1)) " Since u(x) satisfies (IV), there exists a large Ag > 0
such that u%(z) < Ag&,, (7)¢°(z) for x € R, where ¢°(z) = ¢(0,z) if u®(z) = u(0, z),
otherwise ¢"(x) = p(—79,x). Comparison leads to

(316)  ult,x) < Aoy, (B)p(t, ) = Aoy, (e =T v > 0,2 € .

(3.16), u(t,x) < ri(c0), m < pi, (3.8) and w(t, z) < ro(o0) indicate that there exists
a larger constant A; > Ay such that A,§,, (7)e™ A(eteT: > ra(00),

(317) 0 S U(Tlv ) < Alfnl( )6 MI, Vo € R?
and
(3.18) 0 <w(Ti,z) < A&, (R)e” T4y, Vo < (c3(o0) — €)Th.

Step 2: We next show that there exist h > ¢ > 0 such that (3.6) holds for ¢ € [T1+
6, T1 +h] by using integral recursions. Let (uo(T1, ), wo(T1,z)) = (u(Th,z), w(Tr, x)).
Consider (u(™ (t,z),w™(t,z)) given by

(3.19)
um (¢, 2) = [ Ki(t — T, @ — y)uo(Th, y)dy + f;l Jo Ki(t — 7,2 — y)ul™ (1, y)
[p+ri(y —cr) — arra(o0) — u™ (1, y) + a1w™ (7, y)] dydr,
w (¢ x) = [p Kot — T1, 2 — y)wo(Th, y)dy + f;l Jp Kot — 1,2 —y)
 {{ra(00) — w™ (r,y)]fra(o0) — ra(y — or) + azu (7,3)
—w™(7,y)] + pw™ (,y) }dydr,

2
where (u(®(t,z),w® (t,2)) = (0,0), K;(t,z) = e Pimant |\ /Andit,i = 1,2, and p is a
constant with p > max{1, ayre(c0)+2ri(00) —r1(—00), azri(00) +2ry(c0) —re(—o00) }.
Both ulp + r1(z — ct) — a1r2(00) — u + ayw] and (ra(00) — w)[ra(c0) — ro(x — ct) +
asu — w] + pw are nondecreasing in v and w. Induction shows that for ¢ > T7 and
z eR,

(0,0) < (" (t,2),w™(t,2)) < (WDt 2), w0V (8, 2)) < (r1(00),m2(00)).

(u™ (t,2),w™ (t,x)) converges to the unique solution (u(t,z),w(t,z)) for t > T.
(3.17) implies for t > T} and x € R,

/ Ki(t =T, 2 — y)ug(Tr,y)dy
R
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1 - — [ —
< ) p(t=T1)— 4d1(t ™D A ) e —n(z— y)d
_/ drdy (t — 1Y) 16, (72) y
(3.20) =A&,, (R)e (d17°=p) (t=T1) p—Fiz_
So, for t > T and z € R,
321)  uD(t,2) < Arg,, (R)e DT -PET) e < A g (7)o A@—(E+(E=T1),

Let h > 0 be a constant satisfying

: (c5(00) — ¢ = 3¢/2)Ty (¢5(00) — ci(o0) = 26)Th
\/E<m1n{1, 20\/Ady +c+¢/2 ' L\/ddy + ci(o0) + ¢ }

This implies that for ¢ € [T1,T1 + h], we have

(3.22) {(C+€/Z)t+L Ady(t — Th) < (c3(00) — €)Ty — Ly/4dy(t — T1),
: (ci(00) + )t < (c5(00) — €)Ty — L/4da(t — T1).

So for t € [T1,T1 + h] and = < (c5(00) — €)Th — L+/4d2(t — T1), by (3.18),

/ Ky(t —Tv,x — y)wo(T1, y)dy
R

(c5(00)—€)Ty
s/ Kalt — Ti, x — ) [ A6y (e + 1] dy

— 00

o0
+r2(oo)/ Ky(t— T,z —y)dy
(c3(c0)—e)T1
1 _
</ 7e—p(t—T1)_22 [Alfnz (ﬂ)e—u(x—\/4d2(t—T1 z) + 77] dz
R VT

—L
1 2

+r2(oo)e”’(t’T1)/ —e 7 dz
N

— 00

—-L
_ 1
(3.23)  =A1&,(n)e (d22” =p)(t=Th) g—Fiz . [77 + 1o(00) [m ﬁe’fdz}e”’(t’n).
On the other hand, for ¢t > T} and x satisfying
(3.24) x > (C+6/2)t+L 4d2(t—T1),

if y < Ly/4ds(t —T1), then x —y > (c + ¢/2)t. Hence for ¢t > T; and x satisfying
(3.24), by (3.9), (3.11) and €; = en/2,

/Ti /RK2(t — 7,2 — y)(r2(00) —ra(y — e7))dydr

=Ty L i
:/ /OO Te (ro(00) — ro(x — \/4daTz — c(t — 7)))dzdr

* 1
/ / e (ro(00) — ro(x — \/4daTz — ¢(t — 7)))dzdT
0 L

7T

t—Ty L , t—Ty % 1 ,
<€1/ e T —e 7 dzdt + r3(00 / e_pT/ —e % dzdr
g VA A L VR
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<G (1 =ty . T2 ) mpeemy 1
p p 1+en
(3.25) ( ) LT 2 (1 — P T),

For t € [T1,T1 + h] and z satisfying
(3.26) (c+€/2)t + L/4do(t = T1) < x < (c3(00) — €)T1 — L/4da(t — T1),

(3.9), (3.22), (3.23) and (3.25) imply that

L
w(t,3) <A (DT T [y o) [
oo VT

efZde} e Pt=T1)
+ ra(c0)en(1 — e*p(t*Tl))
<A, (e P EHIT) 4 g (),

where

£) = pe—Pt=T1) (1_ —p(t—Tl)) 7“2(00)677_
g(t) = ne ") 4 ry(oc)en(1— e e

Note g(T1) = n+ ra(c0)en/(1 + en) and ¢'(t) < 0 for small €,7. It follows that for
t € [T1,Th + h] and « satisfying (3.26),

r—(CT€ — ( )677
(3.27) w(t,2) < Ay, (F)eP@=EOE=T)) 4, 4 12200070 Tt

Moreover, since w(™(t,r) < x) for all n,t and =z, (3.8) implies that for ¢ €

w(t,
[T1,T1 + h] and (cf(o0) + €)t <z < (ch(00) — e)t7
(3.28) wM (¢, x) <.

For ¢ < ¢ and = < (¢ + €)t,e F@= (9t > 1. By the choose of Ay, for t > T} and
z < (c+ e)t,

(329)  wV(t,2) < ra(00) < Ay (W)e T < Aggy, (m)e - (FFAETI),

(3.12), (3.22), (3.27), (3.28), (3.29) and 2¢ < ¢} (c0)—c indicate that for ¢t € [Th, Ty +h],

(1) < 00 r2(00)€n < (o _
w (t,x) <w(t,x) + Tten Vo < (c5(00) — €)t.

This and (3.21) show that for ¢t € [Ty, T} + h],

t,x) + T“’l(_i);", Vo < (c5(00) — €)t.

(3.30) {u(l)(t,x) §<ﬂ( x Vz € R,

T Ve € R,

,T) + %7 Vo < (c3(00) — €)t.



12 F.-D. DONG, J. SHANG, W.F. FAGAN, AND B. LI

(3.14) implies for t > Ty, x € R,

(3.31) aw(t,x) —ain —a(t,z) <0, w(t,x)—n—agu(t,z)<O0.

For 7 € [T1, Ty + h],y € R, define

Fy(u™ w® 7 y) = u® (7,y) [p+7r1(y —e7) — arra(co) — u™ (7, 9) + ayw® (1, y)].
For 7 € [Th, Ty + h] and y < (c5(00) — €)7, by € < 1/(2r2(00)) and (3.31),

Fl (u(k)v w(k)7 T, y)

<u(r,y) {P +7r1(00) — arre(oo) — (7, y) + arw(r, y) + a17"21(i02:]77}
=u(7,y) [P +71(00) — aira(00) + a1r21(j_i);n + am]
+a(r, y)[arw(r,y) — arn — a(7, y)]
(3.32) <u(r,y) [p + 71 (00) — arra(oo) + 3a1n/2} )

Since Fy(u®,w® 7 4) is nondecreasing in w® and w® (t,z) < ro(o0), for 7 €
[Tl,Tl + h] and RS ]R,

(3.33) Fi(w®, w® 7,y) <a(r,y)lp+ri(co)]-
Note that

t—T
! 1 2
/ / —e TP u(t — T, — \/4dyT2)dzdT
0 B VT

1 — e~ (pHA(E+e)—dii*)(t=T1)

p+aE+e) — dip?

(3.34) =A1&,, (m)e P (@ (=T1)

Therefore, for ¢t € [T1,T1 + h] and = < (¢5(00) — €)t — L/4d1(t — T1), by (3.7), (3.9),
(3.32), (3.33), (3.34) and € < 1/2, we have

t
/ / Ki(t—r,z—y)F, (u(k), w(k), T,y)dydr
7 JR

t p(cz(o0)—e)r
< / / Kit—7,2—vy) [p +71(00) — ayra(00) + 3a177/2] a(r,y)dydr
Ty J —o0
' t o)
v Ka(t = 77— ) o+ r1(00) il y)dydr
Ty J(c5(o0)—e)T

t—T4 1 5
< [,0 + r1(00) — ajra(o0) + 3a177/2} / / —e TP a(t — T, — \/4dyT2)dzdT
) R VT

(
=Ty =L )
+ [p+ 71(00)] / / —e TP a(t — T2 — \/4AdyT2)dzdT
0 —00 ﬁ

P H11(00) = arra(00) + 3arn/2 + (p + T1(°°>)€77A1§ ()e Flo—@E+a(=T1))
- er,L_L(EJre)fdlﬂQ m
% [1 _ e—(p+ﬁ(z+e)—d1n2)(t—:r1)]
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(3.35)
<Ay €, (M)e FE—E+a(E=T1) [1 _ e—(ﬁ+ﬁ(5+€)—d1ﬁ2)(t—T1)].

Therefore for ¢ € [T}, T1 +h| and x < (c(00) —€)t — L+/4d1(t — T1), (3.20) and (3.35)
imply

u(k+1)(t ) <A, (M)e (di i —p)(t— ) o=z + Ar&,, (e —m(z—(c+e)(t—T1)) {1

(3.36) _ o~ (pHEE+)—di 7 )(thl)} = Ay&,, (F)e Pl—Era(t=T1),
Furthermore by (3.10) and the fact pjé = fici(c0),
1( ’f )
T > =
(3 (o0 )—6— ci(o0) =) (ui — 1)
> (i 7) vid, :
—(e5(00) =) (pi = ) = (nici(o0) — (e +¢))

This implies for ¢ > T7,
N c a(c+e)
(c3(c0) — )Ty — pici(oo) —a( T - L le

p—
+ ((et00) o - HAEIZEEED ) iy >0

It follows that for ¢ > T1, (c5(c0) — €)t — L\/4d > (pici(oco)t —m(e+ e)t)/(u —nm).
This shows that for t € [T1,T1 + h], if > (c5(00) — €)t — L/4dy(t — T1),

 pici(oo)t — e+ It
- pi—f
This leads to uf(x — ¢f(00)t) > iz — (¢ + €)t). Hence

p1(x = i (00)(t = Th)) =pi(x — ¢1(00)t) + picq(o0)Th
>z — (e +e)t) +pE+ )T = p(z — @+ )t —T1)).

T

Therefore, for ¢t € [T1,T1 + h] and = > (c4(c0) — €)t — L\/4d1(t — T}), we have
Alfﬂl (ﬁ)e*/tf(mfcf(oo)(thl < Alfn ( )e H(z—(c+e)(t=T1))

This and (3.16) imply that for ¢ € [T1,T1 + k| and « > (c5(00) —€)t — L\/4d: (t — T1),
u(t, ) <u(t,z), and thus u*+1) (¢, z) < u(t, z). Here we used the simple fact u( )(t, x)
< u(t,x) for all n,t and 2. This and (3.36) imply for t € [Ty, T + h],

(3.37) uF (¢ x) < Tt z), Vo eR.
On the other hand, by B, ()&, () = Ay, (7)€, (%) and (3.15),

(p = 12(00) + 31/2)&y, (1) + azra(00)&y, (1) < &, (0)(p + F(E + €) — doi® — 1/2).
Thus for t > T7,

(p —r2(00) +3n/2)&y, (71) + agra(00)&y, (77) [1 _ o (0 B(Ee) —da ) (1 T1)
p+ 7+ e) — dopp®
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§ ( )p i lu(c i 6) dQM — 77/2 |: o 6_(P+ﬁ(6+e)—d2ﬁ2)(t_T1)
- p+H(C+e) — dofi®
<&, (1) [1 _ o~ (pHT(Ct+e)—dafi )(thl)]

This implies

=T 1 B
/0 /R ﬁe [(p —r9(00) 4+ 3n/2)w(t — 7,x — \/4daT2)
+ agra(c0)u(t — 7, @ — / 4d27'z)} dzdr
= Ay e P ERIETT () — 1y (00) + 30/2)&y, (1) + azra(00)é, (7)]

t—=T,
1 o 1 _
% / —(p+u(c+e))7/ \Fe_zz_,_u Adomz g dr + n(p — ra(c0) + 3n/2)

T
t—T4
/ /—e 2 dedr

<A1&y, (m)e Pl (EraE=T1) [1 —67(p+ﬁ(5+6)*d2ﬂ2)(t,T1)]

_ omptt=Ti)y (1 _ T2(00) — 3n/2
(3.38)  +(1 )(1 ; )

For 7 € [T1, Ty + h],y € R, define
Fg(u(k),w(k), T,y) = [7”2(00) — w(k)(T, y)] [agu(k)(r, y) — w(k)(T, y)] + pw(k)(r, Y).
Then for 7 € [T1,T1 + h] and y < (c5(c0) — €)7, by € < 1/2ra(c0) and (3.31),
Ey(u™® w® 74)

gxel

2o 7“2(00)677}

<agra(co)u(r,y) + {P—Tz( )+n+ 1+ en

w(T,y) +
22 [w(r,y) — 1 — az(r,y)]

(3:39)  <ara(oc)i(ryy) + |p = ra(oc) + 30/2) |(r.y) + M}

Since Fy(u®, w® 7 4) is nondecreasing in w® and w® (t,z) < ro(o0), for 7 €
[Tl,Tl + h] and RS ]R,

(3.40) Fy(u®, w™, 7,y) < pra(co).

Therefore for t € [Ty, Ty +h], z < (c5(00) —€)t — Ly/4da(t — T1), by (3.38), (3.39) and
(3.40), we get

/T/th—ra:— y) Fa(u (k) () , T, y)dydT

. (e3( e)T
/ /. o(t = .2~ y){asra(00)(r.y) + [p — ra(o) + 302
T

x[w(v,y) ( ) ]}dyd7+pr2 /Tl/c o E)T S(t — 7,1 — y)dydr
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=Ty
e~ PT—Z _ _
/ / SR \f {a2r2( ya(t — 7,2 — /AdyT2)

VAdyT

+ (p = 12(00) + 30/2) [t — 7.3 — v/Ad372) + ra(o0)en/ (1 + en)] fdzdr

t—T4
AdoT 1 e
+p7“2(oo)/ —e T dzdr
0 VT

™

t—Ty 1 .
< /0 /R ﬁe {agrg(oo)u(t — T, —+\/4daT2)
+ (p — ra2(00) + 3n/2) [w(t — 7,2 — V/AdyT2) + ro(00)en/ (1 + en)] }dsz

t—T4 —L 1 9
errg(oo)/ / —We*‘”*z dzdr

<Ay, (M) Ai(z—(c+e)(t— Tl))[ (p+ﬁ(6+s)—d2ﬁ2)(t—T1)} —H?(l _ e—P(t—Tl))
(3.41)
ro(00)e r2(00) — 3n/2 —p(t=T1) - L —2?
x<1+1+en><1 p >+T2(OO)(1 ‘ ) v

Then (3.9), (3.22), (3.23), (3.25) and (3.41) imply that for t € [Ty,T7 + k] and (c +
€/2)t + L/4do(t — Th) < x < (¢5(00) — €)Ty — L/4da(t — TY),

w(k+1)( )

<Ai&y, (m)e (2] =p) (t=T1) =T | pe=p(t=T1) 4 1y (o)~ P(t=T1)

/ 764 dz + Ay, () F@-EHE-T) [1 _ e*(PJrH(EJrE)*dzﬁz)(t*Tl)}

e B BB -

-L
1 2
X / \ﬁefz dz + ro(00)en(1 — efp(thl))
<A, (m)e” Bz —(c+e)(t—T1)) + G(1),

where
G) 41— T (14 ) (o) =302y
1+en p
+ra(00)en(1 — e P=T1) Tzl(iozfl??

Note G(T1) = 1+ r2(c0)en/(1 4+ en) and G'(t) < 0 for small ¢,7. It shows that for
te [Tl,T1+h] and (C+€/2)t+L 4d2(t 7T1) S X S (cg(oo)—e)Tl—L 4d2(t — Tl),

(3.42) Wttt 2) < Argy, (eI 4o 4 %o >77n

For ¢ < ¢and z < (c+ €)t,e F@=(+9t) > 1 By the choose of Ay, for t > Ty and
x < (e+ e,

(3.43)  w*tV(t,2) < 73(00) < Arky (e PEHIT < Aygy, (me FEm (NI,
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Moreover, since w™ (t,z) < w(t,z) for all n,t and z. Tt then follows from (3.8),
(3.12), (3.22), (3.42), (3.43) and 2¢ < ¢f(00) — ¢ that for ¢ € [T1, Ty + h],

ra(co)en

(k+1) (¢ < o(t
w1, < )+ 2N

, Vo < (c3(c0) — e)t.
This and (3.37) show that for ¢ € [T1,T1 + h],

{u(’”l)(t,z) <a(t,z Vo e R,
<

t? 9,
w(t,x) + 2N Y < (ch(00) — et

(3.44)

(3.30) and induction show that (3.44) is true for all integer k > 0.
Choose § with 0 < § < h such that for above sufficiently small € and 7,

—p ro(c0)  3n ro(00)e era(o0)
(1-e 5)[2;) — 5y~ r2(o0)e - f+€n}z 12+en'

Such § can be arbitrarily small for sufficiently small € and 7. This implies for t €
[Tl + 67 Tl + h’]v

(1= erlt=T0)) [1 ~ ra(o0)e — (1 N 65%52)) (1 3 r2(oo)p— 37]/2” N efifz)'

We therefore have G(t) < n for ¢t € [T1 + 9,71 + h]. Hence for ¢t € [T1 + 6,71 + h| and
(C+ E/Q)t + L 4d2(t — Tl) S x S (C;(OO) — E)Tl — L 4d2(t — Tl),

(3.45) w* D (t, 1) < Asg,, () PE—EFOE=T) g

Similarly, since w(™ (t, z) < w(t, z) for all n,t and z. It then follows from (3.8), (3.12),
(3.22), (3.43), (3.45) and 2¢ < ¢f(00) — ¢ that for ¢ € [Ty + 6, T} + h],

w*HD (¢ x) < w(t,x), Va < (c5(o0) — e)t.
<

Using this, (3.37) and g¢(t)
any ¢t € [Ty + 6,11 + h],

uF D (8 2) < u(
w N (t,x) <

G(t) for t > Ty, we have that for all integer k£ > 0 and

Letting k — oo, for t € [T} + 6,71 + h],
u(t,x) <u(t,z), Ve € R, and w(t,xz) <w(t, x), Vo < (c5(00) — €)t.

That is, (3.6) holds.

Step 3: We finally prove that (3.6) holds for ¢t > T + J using induction. For any
t € [Ty +6,T1 + h|, repeating the above proof with Ty replaced by ¢, we obtain that for
t € [Ty + h, Ty + 2h], (3.6) is true. By induction, (3.6) is valid for t € [T} + 6, T1 + mh]
for any positive integer m, and thus (3.6) is true for all ¢ > T} + 0. Since n > 0 is
arbitrary, we have

lim[ sup u(t,x)] =0, and lim sup w(t,z)| = 0.
t=00 | 1> (c+26)t t=00 | (e42¢)t<a< (e (00)—26€)t

Let € = 2¢. The proof is complete. 0
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3.2. Upper solutions for the case of c¢}(c0) > ¢ > ¢(0).

LEMMA 3.3. Consider Case (i) and Case (ii). Assume that (H), (LD), and (IV)
hold, and c3(00) > ¢f(00) +¢(00). If ¢f(c0) > ¢ > ¢(o00), then for any small € > 0,

lim sup w(t,z) =0, and lim sup w(t,z) = 0.
t—)ooweR t—>OO(0+E)t<Z<(C (oo) E)

Proof. We still denote fi(c0) by zi. For ¢t > T} and x € R, define
u(t,x) = Alfm( e~ (x—(c— e)(t,Tl))7 w(t,x) = A1fn( Je~ T(z—(cte)(t— Tl))+n

where Ay, e,1m, Ty > 0 and &, (1), &y, (77) are given by (3.13), T} makes (3.11) and
(3.12) true. We choose A; sufficiently large such that A;¢&,,(7)e 79T > ry(00).
By (LD), we can choose 7 satistying n(2 — a1) < (r1(o0) — a172(00))(2 — da/dy) —
ro(oo0)(max{ajas, 1} — 1) such that the inequality in (3.14) is strict, i.e.,

&, (1) > maxfay, 1/as}&y, (10)-

We can further choose a smaller € such that 0 < 2e < ¢ — ¢(00) and

(3.46) & (1) > max{ar, 1/as} &y, (A)e*.

One can slightly modify the proof of Lemma 3.2 by replacing (3.14) with (3.46) to
show that there exists d; > 0 such that for t > T + 61,

u(t,z) <u(t,x), Ve € R, and w(t,z) < w(t,x), Vo < (c5(c0) — €)t.
Since n > 0 is arbitrary, we have

(3.47) lim sup wu(t,z) =0, and lim sup w(t,z) = 0.
t=00,> (c—e/2)t E09(cq2e)t<w<(ck (00) —2€)t

By virtue of Theorem 2.2 (i) in [18], for above € > 0, limy— 00 SUP, < (c—c/a) u(t, z) = 0.
This and (3.47) lead to the desired results by letting ¢ = 2e. The proof is complete.O

4. Lower bound for speed. In this section, we show that ¢(co) is a lower
bound for the speed at which u spread into v. We have the following two lemmas
whose proofs are similar to that of Theorem 2.7 in [27] and are omitted.

LEMMA 4.1. Consider Case (i). Assume that (H) and (IV) hold. Let w(t,x) =
ro(00) —v(t,z). Ife(co0) > ¢ > 0, then for any given € € (0, (¢(c0) —¢)/2),

lim sup [r1(00) — u(t, z)| + |ra(o0) —w(t, z)|| =0.
t—00 (e+e)t<z<(c(oo)—e)t

LEMMA 4.2. Consider Case (ii). Assume that (H) and (IV) hold. Let w(t,z) =
ro(00) —w(t,z). If ¢(oo) > ¢ > 0, then for w* = rqo(co) — v* and any given € €

(0, (¢(0) = ¢)/2),

lim inf u(t,z) > u*, and lim inf w(t,z) > w*.
t—00(cte)t<z<(¢(o0)—e)t t—o0o(c+e)t<z<(c(c0)—e)t
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5. Proofs of theorems. In this section, we provide proofs for Theorems 2.1-2.2.

Proof of Theorem 2.1. The statement 1im—, o SUP,> (¢z (o)1) V(E, @) = 0 follows
from Theorem 2.2 (ii) in [18] and simple comparison. lim¢ e SUpP,<(o—oy(u(t, ) +
v(t,x)) = 0 comes from Theorem 2.2 (i) in [18] and simple comparison. The rest
of statement (i) follows from Lemmas 3.2 and 4.1, and statement (ii) follows from
Lemma 3.3. The proof is complete. 0

Proof of Theorem 2.2. 1imy— o0 SUP,> (¢z (00)42)t V(E, @) = 0 is valid as shown in the
proof of Theorem 2.1. lim¢ o0 SUP, < (o—e)e (u(t, ¥) +0(¢, 2)) = 0 follows from Theorem
2.2 (i) in [18] and simple comparison. The rest of statement (i) follow from Lemmas
3.2 and 4.2, and statement (ii) follows from Lemma 3.3. The proof is complete. d

6. Simulations. In this section, we present numerical simulations with

( 0 —0.5, ifzx <ct, ( 0 —0.3, ifzx <ct,
ri(x —ct) = ro(x —ct) =
! 1, elsewhere, ? 2, elsewhere,

where ¢ > 0, the initial data u°(z) = 0.8sin(z — 10) for 10 < x < 10 + 7 and 0
otherwise, and v°(z) = 0.5sin(z —20) for 20 < z < 20+ and 0 otherwise. We always
choose a1 = 4/9 and d; = 1, and choose different values for as to study competitive
exclusion and competitive coexistence and different values for ds to consider the linear
determinacy condition (LD) and the condition ¢5(o0) > ¢}(00) 4+ ¢(c0) given in the
theorems.

We first choose az = 9/4,dy = 49/32. It is easily seen that

i(o00) =2, c5(00) =35, ¢(o0) =2/3,

and the assumptions in Theorem 2.1 are satisfied. In this case competitive exclusion
occurs, and u is completely stronger and has a slower spreading speed. Figure 6.1
with ¢ = 0.25 < é(00) displays the numerical solution supported by Theorem 2.1 (i),
which shows that u spreads into v at speed ¢(oo0) and v spreads rightward at its own
speed ¢4 (00). Figure 6.2 with ¢ = 1 > ¢(o00) displays the numerical solution supported
by Theorem 2.1 (ii), which indicates that v spreads rightward at its own speed ¢} (o0)
and stronger species u dies out eventually in space.
We next choose ag = 1,dy = 49/32. Tt is easily seen

ci(00) =2, c3(00) =35, ¢(c0)=2/3,

and the assumptions in Theorem 2.2 are satisfied. In this case, u and v can coexist and
v has a faster spreading speed. Figure 6.3 with ¢ = 0.1 < ¢(00) displays the numerical
solution supported by Theorem 2.2 (i), which shows that v spreads rightward at its
own speed ¢3(c0) and u spreads into v at speed é(oo). Figure 6.4 with ¢ = 1.5 > ¢(00)
displays the numerical solution supported by Theorem 2.2 (ii), which indicates that
v spreads rightward at its own speed ¢3(c0) and u dies out eventually in space.

We now consider as = 9/4 and ds = 441/800, which lead to

ci(o00) =2, c3(o00) =21, ¢(o0)=2/3.

It is easily verified that all the assumptions except ¢ (o0) > ¢} (00) +¢(00) in Theorem
2.1 are satisfied. Figure 6.7 with ¢ = 0.25 < ¢(c0) shows that the speed at which the
boundary between the two species moves is no longer ¢(c0).
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Fic. 6.1. Simulations for a1 = 4/9,a2 = 9/4,d1 = 1,d2 = 49/32. Choose ¢ = 0.25 < ¢(o0) =

2/3. w spreads rightward at a speed numerically close to c(co) and u spreads into v at a speed

numerically close to ¢(c0).
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The competitively stronger species u dies out eventually in space.
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F1G. 6.3. Simulations for a1 = 4/9,a2 = 1,d1 = 1,d2 = 49/32. Choose c

=0.1 < ¢(c0) = 2/3.

v spreads rightward at a speed numerically close to c(co) and u spreads into v at a speed numerically
close to ¢(00), and both species coexist in a moving interval.

Density Distribution (t=0)

Density Distibution (t=5) Density Distrbution (t=200)
b ity e 2 ity «
e w0
2} e D 2
lepesg=15
s | 1s
8 '
2
& os
o
)
osp ===l
w0 o 0 m  w

Fic. 6.4. Simulations for ay

Location(x)

=4/9,a2

Species u dies out eventually in space.

Density Distribution (t =0)

Location(x)

=1,d = 1,ds

=49/32. Choose ¢ = 1.5 > ¢(o0

a0 s
Location (x)

) =2/3.

Density Distribution (t = 600)
e 0
.. M . .
Tspoed =0.25
P " "
O we ]! .
2 [ speed M ul0x) :
Eol 1z ol | o
| I\vmxr <~
e .
— — — o
asboo) asbooy aspo-1
Location(x) Location(x) Location (x)
F1G. 6.5.  Simulations for a1 = 4/9,a2 = 9/4,d1 = 1,d2 = 441/800. Choose ¢ = 0.25 <

¢(o0) = 2/3. Species u spreads into v at a speed, which is numerically very different from ¢(

We finally consider as = 9/4,ds = 32, which result in

ci(o0) =2,

¢3(00) = 16,

¢(o0) =2/3,
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and that all the assumptions except (LD) in Theorem 2.1 are satisfied. Figure 6.6
with ¢ = 0.25 < ¢(00) shows that the speed at which the boundary between the two
species moves is no longer ¢(c0).

Density Distribution (t =0) s Density Distribution (t=5) s Density Distribution (t = 200)
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F1G. 6.6. Simulations for ay =4/9,a2 = 9/4,d1 = 1,d2 = 32. Choose ¢ = 0.25 < ¢(c0) = 2/3.
Species u spreads into v at a speed, which is numerically very different from ¢(oo).

The above simulations show that the linear determinacy condition (LD) and
c5(00) > ¢f(00) + ¢(o0) are important in determining the population dynamics. If
one of them is not satisfied, the speed at which the slower species spreads into its
rival may not be ¢(oo). In all the simulations above, two species initially invade the
region with good quality habitat suitable for growth. Figure 6.7 shows the solution
with the same parameter values and same r;(z — ct), ¢ = 1,2 as in Figure 6.1 and
initial values u%(z) = 0.8 sin(x+10) for —10 < z < —10+m and v°(x) = 0.5sin(z+20)
for —20 < x < —20 4+ 7 with compact support in the region with poor quality habitat
unsuitable for growth. Figure 6.1 and Figure 6.7 indicate basically the same long
term spreading dynamics. Our extensive simulations have shown that the locations
of initial invasions will not affect the spreading speeds of species.
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FiG. 6.7.  Simulations for a1 = 4/9,a2 = 9/4,d1 = 1,d2 = 49/32, u®(z) = 0.8sin(z + 10)
for =10 < & < =10 + 7 and v°(x) = 0.5sin(z + 20) for —20 < z < —20 + 7. Choose ¢ = 0.25 <
¢(o0) = 2/3. v spreads rightward at a speed numerically close to ck(c0) and w spreads into v at a
speed numerically close to ¢(00).

7. Discussion. In this paper, we studied the two-species reaction-diffusion com-
petition model (1.2) with a shifting habitat. It is assumed that the growth rate for
each species is nondecreasing along the z-axis, and it changes sign and shifts right-
ward at speed ¢ > 0. It is also assumed that the spreading speed of each species is
greater than ¢ so that each species can persist and spread in the absence of its rival.
We determined the population dynamics of the model by examining competition be-
tween two species in the region suitable for growth of both species. We showed that
under appropriate conditions, the number ¢(co) given by (2.1), plays an important
role in determining long-term behavior of solutions. Specifically, (i) in the case that
one species is competitively weaker and has the faster spreading speed and (LD) is
satisfied, if ¢(co) > ¢ then the weaker species spreads rightward at its own speed and
the stronger species spreads into the weaker species at speed ¢(c0), and if ¢(o0) < ¢
then the stronger species eventually dies out in space; and (ii) in the case that both
species may coexist and (LD) is satisfied, if ¢(co) > ¢ then the species with the faster
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spreading speed spreads rightward at its own speed and its competitor spreads at
speed ¢(o0), and if ¢(c0) < ¢ then the species with the slower spreading speed even-
tually becomes extinct in space. Our results particularly demonstrate that a species
with a faster spreading speed can eventually win the competition. Thus mobility
may be more important than competitive capability for species survival in a shifting
environment.

As illustrated in Figures 6.1-6.7, a pair of competing species that differ in dispersal
ability may face a range of alternative futures when their landscape is changing un-
derneath them. We found scenarios where 1) both species may continue to exist in the
same relative abundance (i.e., the density of the dominant competitor is consistently
greater than that of the inferior competitor), 2) this pattern of relative abundance is
reversed, and 3) one of the interacting species (surprisingly, sometimes the dominant
competitor) is lost from the system. Even with only two interacting species, this set
of possible outcomes includes two ‘no-analogue’ communities (scenarios 2 and 3) that
do not match the situation that occurs in the absence of climate change. It seems
logical that with a modestly larger set of competing species, vastly more alternative
futures (with different combinations of species at different relative abundances) would
be possible. Importantly, our results suggest that it is not just species’ competitive
abilities but rather their relative dispersal abilities that will shape the no-analogue
communities that emerge as a result of climate. How other types of species inter-
actions, such as predation, parasitism, and mutualism, will act together with sets
of competing species to form future communities remains an open, and intriguing,
question.

The method of linear determinacy was first developed by Weinberger, Lewis, and
Li [26] in studying spatial-temporal models with constant coefficients, and specifically
model (1.2) with r;(z — ¢t) = r;(c0) [16]. We successfully applied the method to
(1.2) with variable r;(x — ¢t) by using integral recursions and developing sequences of
functions approaching real solutions in appropriate moving intervals. The condition
c5(00) > ¢i(00) + €(00) in both Theorems 2.1-2.2 may not be simplified to ¢ (c0) >
¢;(00). The kind of condition that one speed is bigger than the other speed plus a
positive number may be necessary to determine spreading dynamics of competition
models where both species expand their spatial ranges even for the constant coefficient
case; see Girardin and Lam [8]. Huang [14] and Alhasanat and Ou [1] obtained linear
determinacy conditions that improve the results in [16] for (1.2) with r;(x — ct) =
r;(00). It would be of interest to find linear determinacy conditions weaker than (LD)
for (1.2) with a shifting habitat.

Some results obtained in this paper might be extended to n-species competition
models. For example, in a habitat shifting rightward at speed ¢, if n — 1 competing
species have developed waves, and if the ith species among the n — 1 invaders has the
largest rightward spreading speed ¢} (co0) with ¢f(c0) > ¢. The framework provided in
this paper shows that the species ¢ can establish a wave in front of all other species
and spread rightward at speed ¢f(c0). The proof of Theorem 2.1 involves useful upper
solution and lower solution obtained on moving intervals on which at most one species
persists. This provides a possible way to study the population dynamics when an n-th
species is introduced into competition under the condition that for two species with
closest spreading speeds, one species is competitively stronger than the other. We
leave this problem for further investigation.
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