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SATO-TATE EQUIDISTRIBUTION FOR FAMILIES OF HECKE–MAASS
FORMS ON SL(n,R)/ SO(n)

JASMIN MATZ AND NICOLAS TEMPLIER

Abstract. We establish the Sato-Tate equidistribution of Hecke eigenvalues of the family of
Hecke–Maass cusp forms on SL(n,Z)\ SL(n,R)/ SO(n). As part of the proof, we establish a uniform
upper-bound for spherical functions on semisimple Lie groups which is of independent interest. For
each of the principal, symmetric square and exterior square L-functions, we deduce the level dis-
tribution with restricted support of the low-lying zeros. We also deduce average estimates toward
Ramanujan, including an improvement on the previous literature in the case n = 2.
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1. Introduction

Hecke–Maass cusp forms are certain eigenfunctions of the Laplace operator on the locally sym-
metric space SL(n,Z)\ SL(n,R)/ SO(n). Beyond the existence of such forms and structure theory,
we want to study spectral properties such as the Weyl’s law, the distribution of Hecke eigenvalues,
temperedness, and average behavior in families. Major difficulties in the analysis of the trace for-
mula arise when the space is not compact, and when the test function is not of compact support.
In this paper we deal with both difficulties together and solve a long-standing equidistribution
problem that generalizes some classical results of Selberg for n = 2.
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Selberg [Sel56] introduced the trace formula and derived the Weyl’s law for SL(2,Z), which
is an asymptotic count for the family of Hecke–Maass cusp forms on SL(2,Z)\ SL(2,R)/ SO(2),
ordered by the size of their eigenvalues. Much later, Sarnak [Sar87] observed that a variant of the
same argument can be used to establish a much more precise result concerning averages of Hecke
eigenvalues, namely the Sato-Tate equidistribution for the same family of Hecke–Maass cusp forms.
This entails to inserting test functions of varying support in the Selberg trace formula, such as a
Hecke operator Tp with p growing arbitrary large, and estimating the geometric side in a concrete
way. Sarnak and Piatetskii-Shapiro [Sar87, §4] then raised the problem of generalizing this to
the family of Hecke–Maass cusp forms on SL(n,Z)\ SL(n,R)/ SO(n) for an arbitrary n > 2. The
present paper solves this problem.

Arthur generalized [Art78] the Selberg trace formula to general reductive groups, by decomposing
the geometric side into coarse equivalence classes and constructing truncation operators. He further
introduced in [Art81] the weighted orbital integrals, which enabled him to develop in [Art86b] a fine
expansion of the geometric side. Especially important for our purposes are the splitting formulas
established in [Art81, §6], and the weighted measures constructed in [Art88a].

In addition to these fundamental results of Arthur, we use the recursive analysis by Lapid–
Müller [LM09] of the spectral side of the trace formula for GL(n), the method and results by Shin
and the second-named author [ST16] on uniform estimates of certain orbital integrals, and the
estimate by the first-named author [Mat15] of Arthur’s global coefficients. Then there are two
important novelties. We develop in Part 1 some uniform germ estimates for orbital integrals of
certain bi-SO(n)-invariant unbounded functions. This difficulty arises because the test function is
not of compact support, and our method is of independent interest, notably in view of the new
estimates on Harish-Chandra spherical functions. In Part 2, we establish uniform bounds for all
the terms that appear in Arthur’s fine geometric expansion for GL(n). This paper is also the first
to establish a remainder term in the Weyl’s law for SL(n,Z) when n > 3.

1.1. Main result. Let G = GL(n) and A = R × Af the ring of adeles of Q. Let K = K∞ ·Kf

the usual maximal compact subgroup of

G(A)1 := {g ∈ G(A), | det g|A = 1}
given by K∞ = O(n) ⊆ G(R) and Kf = G(Ẑ) ⊆ G(Af ). Let K◦

∞ = SO(n) ⊆ K∞ be the identity
component of K∞. Let Πcusp(G(A)1) denote the set of irreducible unitary representations π oc-
curring in the cuspidal part of L2(G(Q)\G(A)1). Such π can be uniquely extended to a cuspidal
automorphic representation of G(A) whose central character has finite order, and conversely. We
say that π is spherical (resp. unramified) if πK∞ (resp. πKf ) is non-zero. Unramified represen-
tations π in Πcusp(G(A)1) correspond to unramified cuspidal automorphic representation of G(A)
with trivial central character.

For π ∈ Πcusp(G(A)1) let λπ ∈ a∗C/W denote the infinitesimal character of the archimedean
component π∞. Here a is the Lie algebra of the subgroup A ⊂ G(R)1 of diagonal matrices with
positive entries and W ≃ Sn is the Weyl group. For t > 0 and a bounded open subset Ω ⊆ ia∗ let

ΛΩ(t) := 2 vol(G(Q)\G(A)1/Kf)|W |−1

∫

tΩ

∣∣∣∣
c(ρ)

c(λ)

∣∣∣∣
2

dλ

where c denotes Harish-Chandra’s c-function for G(R)1 := {g ∈ G(R) | | det g|R = 1}, and ρ is the

half-sum of positive roots. It is of order td as t → ∞ where d = dimR(G(R)1/K∞) = n(n+1)
2

− 1.
We define characters χ± : O(n)/{± Id} = PO(n) −→ {±1} as follows: χ+ is the trivial character,

that is, χ+(k) = 1 for all k ∈ PO(n), and χ−(k) = det k if n is even and is the trivial character if
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n is odd. Note that the group PO(n) is disconnected if n is even in which case {det(± Id)} = {1}
while PO(n) is connected if n is odd in which case {det(± Id)} = {±1}. We view χ± as unitary
characters on K∞ = O(n) which are invariant under O(n) ∩ Z(R) = {± Id}, and which are both
trivial if n is odd. Here Z denotes the center of G.

If χ ∈ {χ+, χ−} then π∞ ⊗ χ defines another element in the unitary dual of G(R), and the set
of fixed vectors (π∞ ⊗ χ)K∞ under K∞ is non-empty if and only if π∞ has K∞-type χ, that is, if
one vector in π∞ is χ-invariant with respect to the K∞-action. If χ = χ+, (π⊗ χ+)

K∞ = πK∞ 6= 0
means that π∞ is spherical.

Theorem 1.1. For any integer n > 3 there is an effective constant A > 0 depending only on
n, and for any non-empty W -invariant bounded open subset Ω ⊆ ia∗ with piecewise C2-boundary
there is a constant c1 > 0 such that the following holds. Let χ ∈ {χ+, χ−} and let τ : G(Af) −→ C
be the characteristic function of a compact bi-Kf -invariant subset. Then

lim
t→∞

ΛΩ(t)
−1

∑

π∈Πcusp(G(A)1),
λπ∈tΩ

dim(π∞ ⊗ χ)K∞ tr πf (τ) =
∑

γ∈Z(Q)/{±1}
τ(γ),

where Z is the center of G. Moreover, for all t > 1 we have∣∣∣∣∣∣∣∣

∑

π∈Πcusp(G(A)1),
λπ∈tΩ

dim(π∞ ⊗ χ)K∞ tr πf (τ)− ΛΩ(t)
∑

γ∈Z(Q)/{±1}
τ(γ)

∣∣∣∣∣∣∣∣
6 c1‖τ‖AL1(G(Af ))

td−1/2.

Example 1.2. If τ = τ0 is the characteristic function of Kf , then Theorem 1.1 is a Weyl’s law
with remainder term,

(1.1)
∣∣∣{π ∈ Πcusp(G(A)1), λπ ∈ tΩ, (π∞ ⊗ χ)K∞ 6= 0, π

Kf

f 6= 0}
∣∣∣ = ΛΩ(t) +O(td−1/2),

which was also established in an unpublished manuscript of the second-named author. This is
new already for n = 3. The asymptotic Weyl’s law, i.e., without remainder term, was established
for SL3(Z) by Miller [Mil01], for SLn(Z), n > 3, by Müller [Mül07], and for quasi-split reductive
groups by Lindenstrauss–Venkatesh [LV07].

Remark 1.3. Conditional on the assumption that the lattice G(Q)∩Kf is neat, which is false in our
case since PSL(n,Z) is not torsion free, a stronger version of the Weyl’s law (1.1) with remainder
td−1(log t)max(3,n) is due to Lapid–Müller [LM09].

1.2. Hecke–Maass forms. We can restate the result classically in terms of Hecke–Maass cusp
forms which are smooth functions f on

SLn(Z)\ SLn(R)/ SOn(R) ≃ G(Q)\G(A)1/K◦
∞Kf

that are eigenfunctions of the Laplace operator, the Hecke operators and are cuspidal. Hecke–
Maass cusp forms can be divided into even and odd forms. Let W denote the Hecke operator
corresponding to the double coset SLn(Z) diag(−1, 1, . . . , 1) SLn(Z) = SLn(Z) diag(−1, 1, . . . , 1).
Then f is called even if Wf = f and odd if Wf = −f . If n is odd, there are no odd Hecke–
Maass cusp forms so that all Hecke–Maass cusp forms are even. If n is even, asymptotically half
of all Hecke–Maass cusp forms are even and half are odd as follows from Theorem 1.1 and also
from [Mül07].

An even Hecke–Maass cusp form f generates a spherical unramified representation π in Πcusp(G(A)1)
and conversely, if π is spherical unramified, πK is one-dimensional and f is a non-zero element in
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πK . If n is even, then the odd Hecke–Maass cusp forms f generate unramified representations π
in Πcusp(G(A)1) of K∞-type χ−. If conversely π is unramified with K∞-type χ−, the subspace of
πKf transforming under K∞ according to χ− is one-dimensional, and f is a non-zero element in
this subspace.

For every prime p we can attach the Satake parameter αf (p) ∈ C×n
/Sn to f which we denote in

coordinates as α
(j)
f (p). There is a Satake isomorphism between the algebra of symmetric Laurent

polynomials C[x±
1 , · · · , x±

n ]
Sn and the algebra of bi-G(Zp)-invariant functions on G(Qp). If the

polynomial φ corresponds to τp, then

φ(α
(1)
f (p), · · · , α(n)

f (p)) = φ(αf(p)) = tr πf(τp1K(p)
f
),

where 1
K

(p)
f

denotes the characteristic function of Kf away from p.

Since the central character is trivial, α
(1)
f (p) · · ·α(n)

f (p) = 1. Let µp be the unramified Plancherel

measure of PGLn(Qp). It is supported on the elements α ∈ S1n/Sn such that α(1) · · ·α(n) = 1 and
for any corresponding pair φ ↔ τp,

∫

S1n/Sn

φµp = vol(Zp)
−1

∫

Z(Qp)

τp(z)dz.

An exact formula for µp is given by Macdonald [Mac]. Our main theorem in classical terms is:

Theorem 1.4. For n > 3, and any φ ∈ C[x±
1 , · · · , x±

n ]
Sn with coefficients less than one, any prime

p and any t > 1,
∣∣∣∣∣∣

∑

f : λf∈tΩ
φ(αf(p))− ΛΩ(t)

∫

S1n/Sn

φµp

∣∣∣∣∣∣
6 c1p

A deg(φ)td−1/2

where f runs through either even or odd Hecke–Maass cusp forms if n is even, and through all
Hecke–Maass cusp forms if n is odd. Here deg(φ) satisfies deg(x1 · · ·xn) = 0 and deg(ei) = 1 for
all the other non-constant elementary symmetric polynomials 1 6 i 6 n− 1.

Proof. The first term agrees with that of Theorem 1.1. For the second term let τp correspond to
φ under the Satake correspondence. Then

∑

γ∈Z(Q)/{±1}
τp(γ)1K(p)

f
(γ) =

∑

z∈Z(Qp)/Z(Zp)

τp(z) = vol(Zp)
−1

∫

Z(Qp)

τp(z)dz.

For any ξ = (ξ1, . . . , ξn) ∈ Zn denote by ep,ξ the polynomial that correspond under the Satake
correspondence to the indicator function τp,ξ on the double coset

Kpp
ξKp := G(Zp) diag(p

ξ1 , . . . , pξn)G(Zp),

see Section 9. The polynomials {ep,ξ} form a basis of the symmetric polynomial algebra. We have

‖τp,ξ‖L1(G(Qp)) ≍ p〈ξ,2ρ〉

which follows from [Gro98, Prop.7.4] where ρ is half-sum of positive roots. Then 〈ξ, 2ρ〉 6 (n −
1)2(max ξ − min ξ). On the other hand we have deg(ep,ξ) = max ξ − min ξ, since ep,ξ is a linear
combination of monomial symmetric polynomials, which concludes the proof. �
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We now turn to Fourier coefficients which occur often in the study of Hecke–Maass cusp forms.
To obtain analogous results for the distribution of Fourier coefficients we shall simply insert Schur
polynomials for φ in Theorem 1.4 as we now explain.

Every Hecke–Maass cusp form f is generic. We denote the normalized Fourier coefficients as af
with af(1) = 1. We say that ν = (ν1, . . . , νn) ∈ Zn is dominant if ν1 > · · · > νn > 0. For each
dominant ν there is a Schur polynomial sν ∈ C[x1, . . . , xn]

Sn and the Shintani/Casselman-Shalika
formula reads af (p

ν) = sν(αf (p)). Precisely, for any ν ∈ Zn

af(p
ν1 , . . . , pνn) =

{
sν(α

(1)
f (p), . . . , α

(n)
f (p)) if ν is dominant,

0 otherwise.

The Schur polynomials form a basis of the algebra of symmetric polynomials.
It is traditional to consider the coefficients Af which are directly related to the af by

Af(m1, . . . , mn−1) = af(m1m2 · · ·mn−1, . . . , m1, 1)

for all m1, . . . , mn−1 ∈ Z>1.

Theorem 1.5. For any integers m1, . . . , mn−1 ∈ Z>1 and any t > 1,
∑

f Hecke-Maass
λf∈tΩ

Af(m1, . . . , mn−1) = ΛΩ(t)γ(m1, . . . , mn−1) +O((m1 · · ·mn−1)
Atd−1/2).

Here γ(m1, . . . , mn−1) is multiplicative in each of the n − 1 variables. Moreover for any prime p
and any ν ∈ Zn such that ν1 > . . . > νn = 0,

γ(pνn−1 , pνn−2−νn−1 , . . . , pν1−ν2) = p−〈ν,ρ〉P0,ν(p)

where P0,ν is the Kazhdan-Lusztig polynomial with parameters 0, ν in Zn viewed inside the affine
Weyl group of type An.

Example 1.6. If ν is a fundamental weight then
∫
sνµp = 0, see [Gro98] where it is furthermore

explained that the conceptual reason for this vanishing is that all the fundamental representations
of GL(n) are minuscule. Thus γ(m1, . . . , mn−1) is zero if m1 · · ·mn−1 is square-free and not equal
to one. For example if n = 3, then γ(1, p) = 0 which corresponds to the average of the coefficients

Af(1, p) = af(p, 1, 1) = s(1,0,0)(αf (p)) = α
(1)
f (p) + α

(2)
f (p) + α

(3)
f (p).

More information on the polynomial P0,ν can be found in the discussion following [FGKV98,
Prop.6.3].

Proof of Theorem 1.5. We only provide the details when the m’s are powers of a prime p, the
general case being similar. Since

af (p
ν1, . . . , pνn−1, 1) = sν(α

(1)
f (p), . . . , α

(n)
f (p)),

and deg(sν) = ν1, Theorem 1.4 yields

∑

f Hecke-Maass
λf∈tΩ

Af(p
νn−1 , pνn−2−νn−1 , . . . , pν1−ν2) = ΛΩ(t)

∫

S1n/Sn

sνµp +O(pAν1td−1/2).
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The integral against the Plancherel measure is equal to γ(pνn−1 , pνn−2−νn−1, . . . , pν1−ν2), so the
second assertion of the theorem follows from the formula∫

S1n/Sn

sνµp = p−〈ν,ρ〉P0,ν(p)

which can be found in the work of S.-I. Kato [Kat82], see also [Gro98, Prop.4.4]. �

We note that it is not difficult to deduce a similar result for a product of Fourier coefficients
Af . We insert a product of Schur polynomials in Theorem 1.4 in which case the main term can be
computed in terms of Littlewood-Richardson coefficients.

Example 1.7. If n = 2, then Theorem 1.5 is established by Sarnak [Sar87] and the analogous
results for holomorphic modular forms is established by Serre. For m ∈ Z>1 the Fourier coefficients
Af (m) = af (m, 1) coincide with the eigenvalues of the Hecke operator Tm because f is unramified,
thus a newform. We have a∗ ≃ R and without loss of generality we may choose Ω = (−1, 1). The
condition λf ∈ tΩ means that the Laplace eigenvalue of f is greater than 1

4
and less than 1

4
+ t2.

We have ΛΩ(t) ∼ t2/12 and for m = 1 the result reduces to the Weyl’s law established by Selberg.
For general m the main term involves

γ(m) = |m|− 1
2 δm=�

where δm=� is one if m is a perfect square and zero otherwise.

For n = 2, related results with the added factor L(1, sym2f)−1 are obtained via the Kuznetsov
trace formula by Bruggeman, Deshouillers–Iwaniec. For n = 3, there are results by Goldfeld–
Kontorovich and Blomer [Blo13] via a generalization of the Kuznetsov trace formula, again with
the addition of the arithmetic weights L(1,Adf)−1.

The method by Luo [Luo01] for removing weights is based on large sieve inequalities, and has
been employed in [LW11] to establish Theorem 1.1 for n = 2. For n = 3, after a version of the
present paper was posted on arXiv, Buttcane–Zhou [BZ] succeeded in establishing Theorem 1.1
in a similar way, using a new version of the Kuznetsov trace formula for SL(3,Z) due to Blomer–
Buttcane.

1.3. Average bounds towards Ramanujan. The Plancherel measure µp on the unitary dual
of PGLn(Qp) is supported on the tempered spectrum. As a consequence of the Sato-Tate equidis-
tribution Theorem 1.1 for families we can deduce quantitative bounds towards Ramanujan.

Corollary 1.8. (i) There is an effective constant c > 0 (depending only on n) such that for any
t > 1, any θ > 0, and any prime p,

(1.2)

∣∣∣∣{f, ‖λf‖ 6 t, max
16j6n

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ p2θtd−cθ,

where f runs through Hecke–Maass cusp forms on SL(n,Z)\ SL(n,R)/ SO(n), and the implied
constant depends on n only.

(ii) Moreover, the following stronger bound holds

(1.3)

∣∣∣∣{f, ‖λf‖ 6 t, max
16j6n

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ td−x⌊ c
x⌋θ,

where x :=
2 log p

log t
and

⌊
c
x

⌋
denotes the largest integer less or equal than c

x
.
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In words the corollary says that exceptions to Ramanujan for Hecke-Maass forms are sparse.
This generalizes a result obtained by Sarnak [Sar87, Thm.1.1] for n = 2 and p fixed and Blomer–
Buttcane–Raulf [BBR14, Thm.3] for n = 3. The LHS is zero for θ > 1

2
− 1

n2+1
(due to Luo–

Rudnick–Sarnak and Serre) and conjecturally for θ = 0 (generalized Ramanujan conjecture).
If p is fixed, then the term p2θ can be dropped in (1.2) and the bound becomes ≪ td−cθ. The

bound (1.2) is a simple version of the bound (1.3), using that x
⌊
c
x

⌋
> c − x. The function

R>0 → [0, c], x 7→ x
⌊
c
x

⌋
is piecewise linear, with discontinuous jumps for every x that is an integer

fraction of c. It is equal to c at x = 0. It is equal to 0 for every x > c, which means that the
bound (1.3) is trivial for p2 > tc.

Remark. Independently, Lau-Wang [LW18, Thm.7.3] have obtained the same result as Corollary 1.8
with a different proof. Note that their bound is stated as ≪ td−cθ, which is incorrect since the
term p2θ cannot be dropped in our bound (1.2) and the product x

⌊
c
x

⌋
cannot be replaced by c in

our bound (1.3) because Theorem 1.1 is trivial when p is large. The source of the error is that the
bound ||τh|| 6 T 1/4A on the last line of page 788 of [LW18] doesn’t hold for p > T δ0 because it
implies h = 1, whereas ||τ1|| is unbounded as the prime p grows.

We offer the following additional corollary which is non-trivial even in the region p > t
c
2 . Neither

Corollary 1.8 nor Corollary 1.9 implies the other. Both corollaries are obtained from applying
Theorem 1.4 in a situation where the main term and the remainder term are balanced (that is
we optimize the choice of degree of our test polynomials so that the two terms are close). For
Corollary 1.8 the main term is greater than the remainder term, whereas for Corollary 1.9 the
main term is smaller than the bound for the remainder term.

Corollary 1.9. (i) For any t > 1, any θ > 0, and any prime p > t
c
2 ,

(1.4)

∣∣∣∣{f, ‖λf‖ 6 t, max
16j6n

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ td−
x
2
( 1
c
− 1

x
−2θ).

(ii) More generally, for any t > 1, any θ > 0 and any prime p,

(1.5)

∣∣∣∣{f, ‖λf‖ 6 t, max
16j6n

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ td−
1
2
+x(⌊ c

x⌋+1)( 1
2c

−θ),

where again the implied constant depends on n only.

The bound (1.4) is a version of the bound (1.5) in the restricted range p > t
c
2 , using that

⌊
c
x

⌋
= 0

for x > c. Corollary 1.9 is worse than the trivial bound td for p2 > tc/(1−2cθ).
The proofs of Corollary 1.8 and Corollary 1.9 are given in §3.1, where we obtain c = 1/(2A). We

shall construct test polynomials φ ∈ C[x±
1 , . . . , x

±
n ]

Sn with uniformly bounded coefficients which

are optimal for establishing average bounds towards Ramanujan. Namely φ(α) > |α|deg(φ)∞ when
evaluated on Satake parameters α ∈ (C×)n/Sn which are unitary in the sense that α = 1/α.
These polynomials are of independent interest, and the present paper seems to be the first to give
an optimal construction in higher rank.

1.4. Revisiting the case n=2. The Kuznetsov trace formula for SL2(Z) yields the best known
average bounds toward Ramanujan in the case n = 2. We have that

Af (p) = af (p, 1) = s(1,0)(α
(1)
f (p), α

(2)
f (p)) = α

(1)
f (p) + α

(2)
f (p)
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is the normalized eigenvalue of f for the pth Hecke operator. Blomer–Buttcane–Raulf [BBR14,
p.902] have established the following. For any ǫ, θ > 0, any t > 1 and any prime p,

(1.6)
∣∣{f, ‖λf‖ 6 t, |Af(p)| > 2pθ}

∣∣ ≪ǫ t
2− 2 log p

log t ⌊ 4 log t
log p ⌋θ+ǫ,

where the multiplicative constant depends on ǫ only. In comparing notation with [BBR14], write

α = 2pθ, which is equivalent to θ = logα/2
log p

. As before, since
⌊
4 log t
log p

⌋
6

4 log t
log p

, a consequence of (1.6)

is that ∣∣{f, ‖λf‖ 6 t, |Af(p)| > 2pθ}
∣∣ ≪ǫ p

2θt2−8θ+ǫ.

We shall make some improvements to the above bound (1.6). Since

|Af(p)| > pθ + p−θ ⇐⇒ max
j=1,2

logp |α(j)
f (p)| > θ,

we deduce that

∣∣{f, ‖λf‖ 6 t, |Af (p)| > 2pθ}
∣∣ 6

∣∣∣∣{f, ‖λf‖ 6 t, max
j=1,2

logp |α(j)
f (p)| > θ}

∣∣∣∣ .

We shall establish in (1.7) that the bound (1.6) holds for the latter quantity, by modifying the
combinatorics of Hecke eigenvalues in [BBR14, §2]. Again, a consequence is that for any ǫ, θ > 0,
any t > 1 and any prime p,

∣∣∣∣{f, ‖λf‖ 6 t, max
j=1,2

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ǫ p
2θt2−8θ+ǫ.

In particular, if p is fixed then the term p2θ can be dropped and the bound becomes ≪ǫ t
2−8θ+ǫ.

Additionally, we offer the complementary bound (1.8) which is obtained by increasing the degree
of the test polynomial: The bound (1.7) is obtained by rounding down the ratio 4 log t

log p
to the nearest

integer, whereas the bound (1.8) is obtained by rounding it up, see §3.2. Neither (1.7) nor (1.8)
implies the other.

Theorem 1.10. Suppose n = 2. For any ǫ, θ > 0, any t > 1 and any prime p,

(1.7)

∣∣∣∣{f, ‖λf‖ 6 t, max
j=1,2

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ǫ t
2−2 log p

log t ⌊ 4 log t
log p ⌋θ+ǫ,

(1.8)

∣∣∣∣{f, ‖λf‖ 6 t, max
j=1,2

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ǫ p
(⌊ 4 log t

log p ⌋+1)·( 1
2
−2θ)+ǫ,

where the multiplicative constants depend on ǫ only.

An interesting feature of (1.8) is that it is non-trivial even in the region p > t4, where it becomes

≪ǫ p
1
2
−2θ+ǫ. In fact, it becomes trivial in the region p > t

4
1−4θ+2ǫ .

In the region p 6 t4, we may take the minimum of (1.7) and (1.8) to deduce the following
interesting bound.

Corollary 1.11. For any ǫ, θ > 0, any integer m > 1, any t > 1 and any prime p with p 6 t4/m,

(1.9)

∣∣∣∣{f, ‖λf‖ 6 t, max
j=1,2

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ǫ t
2(1+m)(1−4θ)/(1+m−4θ)+ǫ ,

whrer the multiplicative constant depends on ǫ only.
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Examples. For m = 1, 2, 4, the corollary specializes to the following bounds:
(i) For any ǫ, θ > 0, and any p 6 t4,

∣∣∣∣{f, ‖λf‖ 6 t, max
j=1,2

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ǫ t
2(1−4θ)/(1−2θ)+ǫ.

(ii) For any ǫ, θ > 0, and any p 6 t2,
∣∣∣∣{f, ‖λf‖ 6 t, max

j=1,2
logp |α(j)

f (p)| > θ}
∣∣∣∣ ≪ǫ t

6(1−4θ)/(3−4θ)+ǫ.

(iii) For any ǫ, θ > 0, and any p 6 t,

(1.10)

∣∣∣∣{f, ‖λf‖ 6 t, max
j=1,2

logp |α(j)
f (p)| > θ}

∣∣∣∣ ≪ǫ t
10(1−4θ)/(5−4θ)+ǫ.

Remark. The third region p 6 t had also been considered in [BBR14, Prop.1]. However there is an

inaccuracy due to not taking into account that
⌊
4 log t
log p

⌋
is a priori smaller than 4 log t

log p
in the exponent

of (1.6) (the same also affects [BBR14, Thm.1]). A remedy is to calculate that the infimum of
log p
log t

⌊
4 log t
log p

⌋
for log p

log t
∈ [0, 1] is equal to 16

5
and attained as log p

log t
tends to 4

5

−
. This yields a bound

≪ǫ t
2− 32

5
θ+ǫ, which is weaker than our bound (1.10).

1.5. Main ideas for the proof of Theorem 1.1. The main tool to prove Theorem 1.1 will be
Arthur–Selberg’s trace formula for GL(n) in which we insert a suitable family of test functions.
We are facing the two difficulties that the lattice subgroup SL(n,Z) is not cocompact, and that
the test functions are not of uniform compact support. Functions that are not of compact support
occur frequently for GL(2) and are more recent in higher rank [Blo13,ST16].

Since SL(n,Z) is not cocompact, there is a continuous spectrum which complicates the analysis
of the cuspidal spectrum. A lot of work has been done on this problem starting from the pioneering
works of Selberg and Langlands on Eisenstein series. Thanks to the description of the discrete
spectrum of GL(n) by Moeglin–Waldspurger, a satisfactory grasp of the spectral side of the trace
formula is achieved in [Mül07,LM09].

Our work then happens on the geometric side of the trace formula. As we shall explain now,
the approach is similar to that of [ST16], with several important additions. In the remainder of
this introduction we shall focus only on the trivial K∞-type χ = χ+. The global test functions
have the form (f · τ)|G(A)1 where τ is as in Theorem 1.1 (a Hecke operator) and f is a smooth
bi-K∞-invariant function on G(R) compactly supported mod center. The support of the global test
function is not uniformly bounded because τ is varying. To still make use of the Arthur–Selberg
trace formula, this demands a good understanding of the behavior of the orbital integrals over
G(A)-conjugacy classes of varying elements γ ∈ G(Q).

Arthur’s fine geometric expansion and splitting formula for (G,M)-families yield a decomposition
of global orbital integrals as a sum over certain Levi subgroups M,L1, L2 containing M of products
of three terms

aM (γ, S)JL1
M (γ, fL1)JL2

M (γ, τL2
S ),

where aM(γ, S) are certain global coefficients, fL1 is a function on L1(R) constructed from f , τL2
S

is a function on L2(QS) constructed from τ , JL1
M (γ, fL1) is a weighted orbital integral on the L1(R)-

orbit of γ, and JL2
M (γ, τL2

S ) is a weighted orbital integral on the L2(QS)-orbit of γ; see Section 11.
Here S is a finite set of primes such that τ equals the unit element in the Hecke algebra at the
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primes outside of S. Our estimates need to be polynomial in S and τ , i.e., the remainder term
should be at most a power of ‖τ‖L1(G(QS)).

We are going to estimate these three terms separately:
(i) The archimedean orbital integrals JL1

M (γ, fL1) are the subject of Part 1. We establish an estimate
that is polynomial in γ with a specific dependence on the function f , see the summary in the next
§1.6. A similar estimate was obtained in an unpublished manuscript of the second-named author
on the Weyl’s law with remainder term for SL(n,Z), however at the time without the polynomial
dependence on γ, which we now achieve in this paper, notably thanks to Proposition 8.2.
(ii) The first-named author [Mat15] has established an upper-bound for Arthur’s global coefficients
aM (γ, S) that is polynomial in γ and S. Recent works of Chaudouard–Laumon [CL] and Chau-
douard [Cha15,Cha17] provide exact formulas, and logarithmic upper-bounds, however these cover
only a limited number of cases which is not sufficient for our purpose.
(iii) We establish in Part 2 uniform bounds for the non-archimedean orbital integrals JG

M(γ, τS) that
are polynomial in γ and τ , i.e., a power of DG(γs) (see below for a definition) and ‖τS‖L1(G(QS)).
These bounds originate from the work of Shin and the second-named author [ST16, §7]. We
provide in this paper a complete treatment, which produces effective constants and is independent
of motivic integration methods [ST16, App. B].

1.6. Germ estimates for certain unbounded functions. Let G = GLn(R)
1 in this subsection.

Let T0 ⊆ G be the split maximal torus of diagonal elements. A Levi subgroup M ⊆ G is called
semi-standard if T0 ⊆ M .

We want to estimate the weighted orbital integral JG
M(γ, f) in a uniform way in both γ and f .

The uniformity in γ is closely related with germ expansions. Germ expansions occur for example
when γ is regular semisimple and approaches a singular element and have been first studied in the
work of Harish-Chandra [HC57]. The descent formulas apply to a fixed f , M = G and γ a varying
semisimple element. An important result of Harish-Chandra, that we shall generalize, is that for
any f ∈ C∞

c (G), there is a constant C(f) > 0 such that for every semisimple element γ ∈ G,
|JG

G (γ, f)| 6 C(f). The dependence in f is studied by Duistermaat–Kolk–Varadarajan [DKV83],
also in the case M = G, but for γ a fixed semisimple element.

Our main result is an estimate where both γ and f vary. The uniformity in γ is needed because
we consider varying Hecke operators τ in Theorem 1.1. The uniformity in f is needed to take the
limit t → ∞ in Theorem 1.1, because as is standard in the study [DKV83] of the spectra of locally
symmetric spaces, f depends on t.

The dependence on γ is quantified by the Weyl discriminant

DG(γs) = |det(1−Ad(γs)|g/gγs)|C =
∏

16i<j6n
ρi 6=ρj

|1− ρiρ
−1
j |C

for ρ1, . . . , ρn ∈ C the eigenvalues of γs ∈ G acting on Rn. It is locally bounded and never vanishes,
however it becomes arbitrary small if γs is close to an irregular element (and is discontinuous at
these points).

Next recall that a is the Lie algebra of A ⊂ T0, the connected component of the identity. We
identify a with the space of vectors (X1, . . . , Xn) ∈ Rn with X1 + · · · + Xn = 0. Let a+ =
{(X1, . . . , Xn) ∈ a | X1 > . . . > Xn} be the positive Weyl chamber of a. Let K = O(n) be the
maximal compact subgroup of G. We then have a map

X : G −→ a+
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given by the Cartan decomposition, namely, for g ∈ G the element X(g) ∈ a+ is the unique element
such that g ∈ KeX(g)K.

There are different ways to approach the dependence in f . We follow [DKV83] in using the
spherical Paley-Wiener theorem, however we then quickly differ from [DKV83], because we estab-
lish cancellations by integrating a different variable, see Section 8. Our approach naturally leads
to consider orbital integrals of functions of the form

g 7→ f(g)‖X(g)‖−η, g ∈ G,

where f ∈ C∞
c (G) is fixed and η > 0. Note that the function is unbounded in a neighborhood of

K∞. In fact X(g) = 0 iff g ∈ K∞.
Our first main result of Part 1 is the following:

Theorem 1.12. There exist constants η > 0 and B < ∞ depending only on n such that the
following holds. For any f ∈ C∞

c (G) there is a constant C(f) > 0 depending only on n and f
such that for any pair (M, γ) consisting of a semi-standard Levi subgroup M ⊆ G and an element
γ ∈ M with (M, γ) 6= (G,±1),

|JG
M(γ, f‖X(·)‖−η)| 6 C(f)DG(γ)−B.

The theorem generalizes several previous results. Our starting point is Arthur [Art88b] who
showed that for any γ, the weighted orbital integrals f 7→ JG

M(γ, f) define smooth Radon measures
on G supported on the conjugacy class OG

M(γ), the conjugacy class in G which is induced from
OM(γ) = {x−1γx, x ∈ M} in M (the unweighted case M = G is due to Rao).

Duistermaat–Kolk–Varadarajan [DKV83] studied in great depth the unweighted case M = G,
with γ a fixed semisimple element, and f the zonal spherical function of spectral parameter µ
multiplied by some characteristic function of compact support. Via the stationary phase method
and the study of singularity of the phase functions they are able to produce an asymptotic for
large frequencies (µ → ∞). Lapid-Müller [LM09] treated the weighted case M 6= G, with γ = 1,
in a way similar to [DKV83]. This was extended by the first-named author [Mat17, §12] to the
case of split γ, using parabolic descent. Our present approach is completely independent, even in
the split case, and in fact we can recover the main results of [LM09,Mat17] from Theorem 1.12
and Proposition 8.2.

The other direction is if γ varies. Our formulation allows a direct comparison with classical
germ expansions of Harish-Chandra [HC57] and Arthur [Art88b, §13] which correspond to η = 0
(then the test function f is smooth and bounded). The most recent result in this direction is
Arthur [Art16] who has generalized the descent formulas and germ expansions of Harish-Chandra
to the weighted case. If γ is regular semisimple and η = 0, then it is shown in [Art16, §3] that the
bound JG

M(γ, f) 6 CB(f)D
G(γ)−B holds for any fixed B > 0 and that the constant CB(f) can be

taken as a continuous semi-norm on C∞
c (G) that extends to the Harish-Chandra Schwartz space.

The relative position of K and O(γ) as submanifolds of G play a role in finding good bounds
for the weighted orbital integrals since f 7→ JG

M(γ, f) is a distribution supported in the orbit
O(γ) and the test function is unbounded in a neighborhood of K. If (M, γ) = (G,±1), then
O(±1) = {±1} ⊂ K, and the test function f‖ · ‖−η is not defined on that point. The theorem
says that conversely the condition (M, γ) 6= (G,±1) is sufficient to obtain cancellations. Our
estimate is soft in the sense that the proof doesn’t require hard analysis estimates at the cost of
poor exponents (besides Arthur’s theory of weighted orbital integrals, our main analytic input is
a multidimensional van der Corput estimate with derivatives of order 2). From a representation-
theoretic perspective, the analysis in [Sar87] for n = 2 relies on the fact that Fourier transforms
of local weighted orbital integrals are explicitly known for the group SL(2,R).
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Remark 1.13. It is natural to ask whether the exponent 1/2 in Theorem 1.12 and Theorem 1.1 can
be doubled to match the bound of Selberg for SL(2). We will see in §8 below that the saving by
1/2 comes from our uniform estimate for zonal spherical functions, and as such it is sharp. There is
an additional saving by 1/2 to be gained in the orbital integral, via a geometric analysis of critical
manifolds. The idea is to combine our method in Part 1 with the final sections of [DKV83].

To estimate the archimedean orbital integrals of (i) in §1.5, we eventually reduce with the help of
Theorem 1.12 to obtaining an estimate for zonal spherical functions φλ(g) that is uniform in both
λ ∈ ia∗ and g ∈ G. This is achieved in Proposition 8.2 which is our second main result in Part 1.
It shows that the zonal spherical function φλ(g) is uniformly small as soon as g is away from the
identity at distance greater than the frequency ‖λ‖−1. Our proof is to apply a multidimensional
van der Corput estimate in combination with [DKV83]. Independently Blomer–Pohl [BP16] have
obtained the same estimate.

To gain further intuition of the role of the test functions f‖X(·)‖−η in the Weyl’s law it is
helpful to draw the analogy with Fourier analysis on R. Essentially the test function is the absolute
value of the sinc function whose Fourier transform is a rectangular pulse (the indicator function
in frequency of an interval [−t, t]). Similarly f‖X(·)‖−η approximates the test functions whose
spherical transform capture the automorphic spectrum of Laplace eigenvalue less than t and this
is how they appear in the proof of Theorem 1.1. See Section 8 for the exact formulas.

1.7. Convention. Throughout this paper the multiplicative constants in ≪, ≫, ≍, O() should
be understood to depend on n and could in principle be made explicit. Although we don’t pursue
this direction here, it would be interesting to understand the trace formula on GL(n) in the limit
as n → ∞, see e.g. [Mil02].

2. Symmetry type of families and low-lying zeros

We fix a W -invariant non-empty bounded subset Ω ⊂ ia∗ with piecewise C2-boundary. For any
n > 2, we define a family of even Hecke–Maass cusp forms Feven, consisting of unramified spherical
representations with spectral parameter in the open cone R>0Ω. Thus we let for all t > 1

Feven(t) := {π ∈ Πcusp(G(A)1), λπ ∈ tΩ, πKf 6= 0 and π∞ spherical}.
If n is even we define similarly

Fodd(t) := {π ∈ Πcusp(G(A)1), λπ ∈ tΩ, πKf 6= 0 and π∞ with K∞-type χ−}.
In the sequel we let F be either Feven or Fodd. The Weyl’s law as in Theorem 1.1 and [Mül07] shows
that |F(t)| ∼ ΛΩ(t) as t → ∞.

2.1. Principal L-functions. We attach to every representation π the principal L-function L(s, π, std).
We denote by C(t) the average analytic conductor for π ∈ F(t). We have C(t) ≍ tn as t → ∞.
The zeros Λ(ρ, π, std) = 0 are inside the critical strip, that is 0 < Re ρ < 1.

Theorem 2.1. Let k > 1 and Φ1, . . . ,Φk be entire functions whose Fourier transforms are smooth
and have small enough support. The average k-level density of low-lying zeros

(2.1)
1

|F(t)|
∑

π∈F(t)

∑

ρj=
1
2
+iγj

j=1...k

Φ1

( γ1
2π

logC(t)
)
· · ·Φk

( γk
2π

logC(t)
)

where the second sum is over k-tuples of zeros Λ(ρj , π, std) = 0, converges as t → ∞. The limit
coincides with the k-level density of the eigenvalues of the U(∞) ensemble if n > 3. If n = 2, the
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limit coincides with the k-level density of the eigenvalues of the SO(even) ensemble for F = Feven

and the k-level density of the eigenvalues of the SO(odd) ensemble for F = Fodd.

The sum (2.1) encodes deep information about the correlation of low-lying zeros of L(s, π, std).
The theorem is a partial confirmation of the Katz-Sarnak heuristics [KS99,SST16] for this family.
We emphasize that the result is entirely unconditional (and similarly for Theorem 2.4), for example
we do not need to assume the GRH because the functions Φj are entire.

If n = 2, that is for classical Hecke-Maass forms on SL(2), the same result recently appeared in
the work of Alpoge–Miller [AM15], and is also to be compared with [ILS] in the holomorphic case.

Example 2.2. If k = 1, the limit of (2.1) is
∫ +∞
−∞ Φ1(x)dx. If k = 2, the limit is

∫

R2

Φ1(x1)Φ2(x2)

[
1− sin π(x1 − x2)

π(x1 − x2)

]2
dx1dx2.

In general the k-level density of the U(∞) ensemble is given by the determinant of the Dyson
kernel [KS99].

2.2. Functorial lifts. Next we want to consider more general L-functions. Since every π ∈ F has
trivial central character, the L-group is SL(n,C). The symmetric square L-function L(s, π, sym2)
comes from the representation of SL(n,C) on Sym2Cn. It has degree n(n + 1)/2. The exterior
square L-function L(s, π,∧2) comes from the representation of SL(n,C) on ∧2Cn. It has degree
n(n− 1)/2. The adjoint L-function L(s, π,Ad) comes from the adjoint representation of SL(n,C)
on sl(n,C). It has degree n2 − 1. It is useful to note that L(s, π × π) = L(s, π, sym2)L(s, π,∧2)
and L(s, π × π̃) = ζ(s)L(s, π,Ad). All these L-series converge absolutely for Re s > 1.

Example 2.3. For n = 2, L(s, π,∧2) = ζ(s) because π has trivial central character, and also
L(s, π,Ad) = L(s, π, sym2). For n = 3, L(s, π,∧2) = L(s, π̃, std). There are no other relations
between these L-functions for general representations π.

The analytic continuation and functional equation of the exterior square are known from either
the Langlands-Shahidi method, or the Jacquet-Shalika integral representation, see [CM15] and
the references there. For the symmetric square it is known from either the Langlands-Shahidi
method or the Bump-Ginzburg [BG92] integral representation. For our purpose the choice of the
construction is irrelevant since it doesn’t change the location of the zeros inside the critical strip.1

The meromorphic continuation and functional equation of the adjoint L-function follows from
Rankin-Selberg theory for Λ(s, π × π̃) and by quotienting by ζ(s). Thus, for each of the above
L-functions, we can speak of its zeros ρj =

1
2
+ iγj and form the associated density statistics.

In each case we denote by Csym2(t), C∧2(t) and CAd(t) the average analytic conductor for π ∈ F(t).

We have Csym2(t) ≍ t
n(n+1)

2 , C∧2(t) ≍ t
n(n−1)

2 and CAd(t) ≍ tn
2−1 respectively as t → ∞.

Theorem 2.4. The average k-level density of the low-lying zeros ρj of the symmetric square L-
functions Λ(ρj , π, sym

2) = 0 (resp. exterior square L-functions Λ(ρj , π,∧2) if n > 3, resp. adjoint
L-function Λ(ρj , π,Ad)) converges as t → ∞ if the Fourier transforms of Φ1, . . . ,Φk are smooth
and have small enough support. The limit coincides with the k-level density of the eigenvalues
of the U(∞) ensemble for the symmetric square and exterior square if n > 3, and of the Sp(∞)
ensemble for the adjoint.

1In both cases the local L and γ-factors are conjectured to agree at ramified places with those obtained by local
Langlands correspondence but we shall not need this.
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Example 2.5. For k = 1 and for the zeros of the adjoint L-function, the limit of (2.1) is
∫ ∞

−∞
Φ1(x)

[
1− sin 2πx

2πx

]
dx.

In general the k-level density is given by the determinant of the Dyson kernel for Sp(∞) [KS99].

2.3. Essential cuspidality. In establishing the above density statistics of the zeros, one needs
to control the poles. All of the representations std, sym2, ∧2 and Ad of SL(n,C) are irreducible.
Following [SST16] we say that each of the associated families are essentially cuspidal. Essentially
cuspidal families of L-functions are expected to have negligible number of poles on average which
we shall now verify for each family in turn.

The completed L-functions Λ(s, π, std) are entire so there is nothing to verify for the family of
standard L-functions.

The completed Rankin-Selberg L-functions Λ(s, π× π̃) have a simple pole at s = 1 and therefore
Λ(s, π,Ad) is holomorphic at s = 1. The other possible2 poles of Λ(s, π,Ad) are the zeros of ζ(s)
inside the critical strip. Since these potential poles are fixed, thus independent of π ∈ F(t), they
are negligible in the limit t → ∞ of the average k-level density of the low-lying zeros. Indeed the
explicit formula for Λ(s, π × π̃) will capture the zeros of Λ(s, π,Ad) while the extra zeros of ζ(s)
are negligible in the limit since Φ1, . . . ,Φk are of rapid decay.

For the symmetric square and exterior square L-functions we shall need the following result:

lim
t→∞

|{π ∈ F(t), Λ(s, π, sym2) is entire}|
|F(t)| = 1,

and similarly for Λ(s, π,∧2) for n > 3. Since L(s, π×π) = L(s, π, sym2)L(s, π,∧2), the representa-
tion π is self-dual if and only if the symmetric square or exterior square L-function has a pole. Thus
it is equivalent to establish that for n > 3, the number of self-dual automorphic representations in
F(t) is negligible as t → ∞. The precise statement is as follows:

Proposition 2.6 (Kala [Kal]). For every n > 3, the following upper bounds hold

|{π ∈ F(t), Λ(s, π,∧2) has a pole}| ≪ t
n2+2n

4 ,

|{π ∈ F(t), Λ(s, π, sym2) has a pole}| ≪
{
t
n2

−1
4 if n is odd,

t
n2

4 if n is even.

Proof. The assumptions in [Kal] are somewhat different, so we repeat the argument for the sake of
completeness. If π ∈ F(t) is such that L(s, π,∧2) has a pole, then Arthur’s classification says that
n is even, and that π descends to a cuspidal automorphic representation σ of the split orthogonal
group SOn+1, see [CKPSS04, Thm.7.1] and [GRS11]. If π ∈ F(t) is such that L(s, π, sym2) has
a pole and n is odd, then Arthur’s classification says that π descends to a cuspidal automorphic
representation σ of the split symplectic group Spn−1, see [CKPSS04, Thm.7.2] and [GRS11]. If
π ∈ F(t) is such that L(s, π, sym2) has a pole and n is even, then since the central character of π
is trivial, because π is spherical and unramified, Arthur’s classification says that π descends to a
cuspidal automorphic representation σ of the split orthogonal group SOn, see [CKPSS04, Thm.7.2]
and [GRS11]. (If the central character of π were non-trivial, then the descent would be to a quasi-
split orthogonal group.)

2It is conjectured that Λ(s, π,Ad) is entire, i.e., ζ(s) divides L(s, π × π̃). This is known for n = 2, 3, 4, 5 by the
works of Shimura, Ginzburg, Bump–Ginzburg and Ginzburg–Hundley respectively.
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The condition πKf 6= 0, equivalently that πp is unramified for every prime p implies that σp is
also unramified. This is established in [CKPSS04, Thm.9.2] via a case-by-case analysis.

There is a linear relation between the infinitesimal character λπ of π∞, and the infinitesimal
character λσ of σ∞, see [Kal, Thm.3.3.2]. In particular, the condition λπ ∈ tΩ implies λσ ∈ tΩ′ for
some open bounded Ω′.

The upper bound of Donnelly [Don82] towards Weyl’s law gives an estimate for the number
of automorphic representations σ that satisfy the above conditions (that is, cuspidal, unramified,
and spherical with λσ ∈ tΩ′). Namely, the number of such representations is at most ≪ td

′

, where
d′ is the dimension of the symmetric space of the corresponding (split) classical group, that is

d′ = n2+2n
4

, resp. d′ = n2−1
4

, and d′ = n2

4
in the respective three cases. This concludes the proof of

the proposition. �

2.4. Homogeneity type. As p → ∞ the Plancherel measure µp converges to the Sato-Tate
measure on S1n/Sn attached to the Haar measure on SU(n) by [ST16, Prop.5.3]. Theorem 1.1 is
the Sato-Tate equidistribution for the family F.

Following the terminology in [SST16] we can identify the respective homogeneity types by com-
puting the Frobenius–Schur indicators. The representations std, sym2 and ∧2 are non self-dual,
with the exception of std for n = 2 which is self-dual symplectic. (This case is already handled
in [AM15].) The representation Ad is self-dual orthogonal because it preserves the Killing form on
sl(n,C) which is bilinear symmetric and non-degenerate.

2.5. Proof of Theorems 2.1 and 2.4. This is similar to [ST16, §12], and combines the following:

• the Sato-Tate equidistribution Theorem 1.1 for the families Feven and Fodd, where the
exponent A determines the size of the support of the Fourier transform of the test functions
Φ1, . . . ,Φk, and the homogeneity type is determined in §2.4;

• both Feven and Fodd are essentially cuspidal as explained in §2.3;
• both Feven and Fodd have rank zero in the sense of [SST16] because

∫
S1n/Sn

φµp = O(1
p
)

for each of the respective polynomial functions φ(x) = tr(x), φ(x) = tr(sym2(x)), φ(x) =
tr(∧2(x)) and φ(x) = tr(Ad(x)). This is also established in complete generality in [ST16,
Lem.2.9] using combinatorial results from [Kat82].

We omit the details since they are rather standard and one of the purposes of [SST16] was to
organize the properties of families in such a way that a formal verification becomes straightforward.

2.6. The average root number. Let ψ be the standard additive character on Q\AQ. Since both
π and ψ are unramified at all finite places we have ǫ(1

2
, π) = ǫ(1

2
, π∞, ψ∞).

If π∞ is spherical then ǫ(1
2
, π∞, ψ∞) = 1 while if π∞ has K∞-type χ− then ǫ(1

2
, π∞, ψ∞) = −1.

Thus even (resp. odd) unramified Maass cusp forms have root number equal to 1 (resp. −1), which
in the classical language [Gol06, §9] is related to the W -eigenvalue as in §1.2 and equivalently to
the relation Af(1, . . . , 1,−1) = ǫ(1

2
, f). If n is odd then all Maass forms are even, while if n is

even we have seen that |Feven(t)| ∼ |Fodd(t)| ∼ ΛΩ(t) as t → ∞, and therefore the root number is
equidistributed between ±1.

3. Average bounds towards Ramanujan

3.1. Proof of Corollary 1.8 and Corollary 1.9. We shall apply the Sato-Tate equidistribu-
tion in the version of Theorem 1.4. For α ∈ Cn write |α|∞ := max

16j6n
|α(j)|. Choose symmetric
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polynomials φ0, . . . , φs as in Lemma 3.1 below so that

|φ0(α)|2 + · · ·+ |φs(α)|2 > |α|2∞
for all α ∈ Cn. Form the conjugate Laurent polynomials

φ∨
j (x1, . . . , xn) := φj(x1

−1, . . . , xn
−1), 0 6 j 6 n,

and let φ̃ := (φ0φ
∨
0 )+ · · ·+(φsφ

∨
s ). In fact, Lemma 3.1 shows that we may arrange that deg(φ̃) = 2,

where deg(ei) = 1 for 1 6 i 6 n − 1. For large k ∈ N, to be chosen later, put φ(x1, . . . , xn) :=

φ̃(xk
1, . . . , x

k
n) so that the degree of φ equals k deg(φ̃) = 2k, and the coefficients of φ are the same

as the coefficients of φ̃, hence bounded by some constant a > 0 depending only on n. Note that∫
S1n/Sn

φµp is bounded by sup|α|∞=1 |φ̃(α)| = sup|α|∞=1 |φ(α)| =: b > 0, which is also constant

indepent of k.
For any unramified irreducible unitary representation π of PGLn(Qp) with Satake parameter

α ∈ (C×)n/Sn we have

φ(α) = trπ(τ) = |φ0(α
k)|2 + · · ·+ |φs(α

k)|2 > |α|2k∞,

where αk = ((α(1))k, . . . , (α(n))k). We have that α is unitary in the sense that

{α(1), . . . , α(n)} = { 1

α(1)
, . . . ,

1

α(n)
}.

This implies φ∨
j (α

k) = φj(αk).
Denote by N the left-hand side of Corollary 1.8, that is, N is the number of Hecke–Maass cusp

forms f with ||λf || 6 t and |αf(p)|∞ = max
16j6n

|α(j)
f (p)| > pθ. By the above inequality for φ(α), we

have
Np2kθ 6

∑

f

φ(αf(p)),

where now f runs through all Hecke–Maass cusp forms with ||λf || 6 t. We apply Theorem 1.4,
together with the above properties of the function φ to conclude that this is bounded by

6 bΛΩ(t) + ac1p
2Aktd−

1
2 ,

where we recall that ΛΩ(t) ∼ b1t
d for some constant b1. We choose k :=

⌊
log t

4A log p

⌋
to be the largest

integer 6 log t
4A log p

. We obtain

N 6 p−2⌊ log t
4A log p⌋θ(bb1td + ac1t

1
2 td−

1
2 ) 6 t−x⌊ c

x⌋θ(bb1 + ac1)t
d

with c := 1/(2A), a constant depending on n, and x = 2 log p
log t

. This concludes the proof of Corol-

lary 1.8.

If instead we choose k :=
⌊

log t
4A log p

⌋
+ 1, then we obtain

N 6 p−2θ(⌊ c
x⌋+1)(bb1 + ac1)p

2A(⌊ c
x⌋+1)td−

1
2 .

This concludes the proof of Corollary 1.9.

Lemma 3.1. There exist symmetric polynomials φ0, . . . , φs ∈ C[x1, . . . , xn]
Sn such that

max
(
|φ0(α)|, . . . , |φs(α)|

)
> |α|∞

for all α ∈ Cn. In fact, one can take s = n, and multiples the elementary symmetric polynomials
e0, e1, . . . , en for the polynomials φ0, . . . , φn.
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Proof. For an integer m ∈ {0, . . . , n}, and x = (x1, . . . , xn) ∈ Cn let

φm(x) :=
2m

m! (n−m)!

∑

σ∈Sn

xσ(1) · . . . · xσ(m)

be a multiple of the elementary symmetric polynomial of degree m in n variables. In particular
φ0 = 1. Let xmax ∈ {x1, . . . , xn} be such that |xmax| = |x|∞ = max16j6n |xj |. Let x− ∈ Cn−1 be
the vector obtained from x by omitting the coordinate xmax. Then for every 1 6 m 6 n

φm(x) = 2xmaxφm−1(x
−) + φm(x

−).

Hence we have either

(3.1) |φm(x)| > |xmax||φm−1(x
−)|,

or

(3.2) |φm(x
−)| > |xmax||φm−1(x

−)|.
The inequality (3.1) holds for m = n. Hence we can let m0 be the smallest m ∈ {1, . . . , n} such

that (3.1) holds. For every 1 6 m 6 m0 − 1 the inequality (3.2) holds so that

|φm0−1(x
−)| > |xmax||φm0−2(x

−)| > . . . > |xmax|m0−1.

Therefore,

|φm0(x)| > |xmax||φm0−1(x
−)| > |xmax|m0 .

Hence the lemma follows with s := n + 1 and φj := φj−1, for j = 1, . . . , n+ 1. �

We see that the constants in Corollary 1.8 depend on the choice of polynomials in the above
lemma which in turn depend on n only.

If π is an irreducible unitary representation of PGLn(Qp) then, the associated Satake parameter
α ∈ Cn is unitary and α(1) · · ·α(n) = 1. For the application to Corollary 1.8 it would have been
sufficient to establish Lemma 3.1 with these two extra conditions on α ∈ Cn. This can be exploited
for n = 2 as shown below. For general n we have decided to establish the lemma in this stronger
form since the proof is essentially the same.

Example 3.2. For n = 3 consider the Schur polynomial s(l,0,0). Blomer-Buttcane-Raulf [BBR14]
estimate the average of |Af(p

l, 1)|2k = |s(l,0,0)(α)|2k in the Kuznetsov trace formula. The property
used there is that |s(l,0,0)(α)| is approximately greater than |α|l−1

∞ (|α|∞ − 1) for all unitary α ∈
(C×)3/S3 such that α(1)α(2)α(3) = 1. Since |α|∞ may be arbitrary close to 1, this forces [BBR14]
to choose l large enough depending on θ which makes their final result less explicit than our
Corollary 1.8. The difference with our approach via Lemma 3.1 is that our test polynomials φ
constructed above have stronger approximation properties. One could combine our construction
with the strong estimates for the Kuznetsov trace formula for SL3(Z) in [BBR14,BZ] to improve
on the average bound towards Ramanujan in [BBR14, Thm.2]. We haven’t pursued the details
here.

3.2. Proof of Theorem 1.10. Assume for the remainder of this section that n = 2. All unitary
α ∈ (C×)2/S2 with α(1)α(2) = 1 satisfy either that |α(1)| = |α(2)| = 1 (tempered parameters), or
α(1), α(2) ∈ R× (non-tempered parameters).

Let e1(x1, x2) = x1 + x2. The average bound towards Ramanujan in [Sar87], resp. in [BBR14],
is established by averaging Af (p)

2k = e1(αf (p))
2k in Selberg trace formula for SL2(Z), resp. in

Kuznetsov trace formula for SL2(Z).
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Instead, following our construction above, we shall average
(
α
(1)
f (p)k + α

(2)
f (p)k

)2

= (Af (p
k)−Af (p

k−2))2 = Af (p
k−2)2 +Af (p

k)2 − 2Af(p
k−2)Af(p

k), k > 2

in Kuznetsov trace formula. If k = 1, then we shall average (α
(1)
f (p)+α

(2)
f (p))2 = Af (p)

2. If k = 0,

then we average (1 + 1)2 = 4, which of course yields a trivial bound, though it is ok to include it
(this corresponds to that (1.7) is trivial in the region p4 > t).

The approximation property we shall use is that
∣∣∣α(1)k + α(2)k

∣∣∣ > |α|k∞ for every unitary α ∈
(C×)2/S2 with α(1)α(2) = 1 and every k > 0. The rest of the proof is identical to [BBR14, §2].
Note that uj in [BBR14] is our f , and λj =

1
4
+ t2j is our ||λf ||2. We obtain:

Np2kθ 6
∑

||λf ||6t

(
α
(1)
f (p)k + α

(2)
f (p)k

)2

≪ǫ (t
2 + p

k
2 )1+ǫ,

where N is the number of Hecke-Maass cusp forms f with ||λf || 6 t and max
j=1,2

|α(j)
f (p)| > pθ.

Choosing k =
⌊
4 log t
log p

⌋
, we have t2 > p

k
2 , and we deduce the estimate (1.7). Choosing k =

⌊
4 log t
log p

⌋
+1,

we have t2 6 p
k
2 , and we deduce the estimate (1.8). �

3.3. Proof of Corollary 1.11. Fix θ ∈ [0, 1
4
] and let x = 2 log t

log p
. Taking the minimum of (1.7)

and (1.8), we need to study the function

r(x) = min

(
2− x

⌊
8

x

⌋
θ, x(

⌊
8

x

⌋
+ 1)(

1

4
− θ)

)
.

It is not difficult to verify that r is function. We have r( 8
m
) = 2 − 8θ for every integer m > 1.

Restricted to the subinterval x ∈ ( 8
m+1

, 8
m
], we have

⌊
8
x

⌋
= m, hence r(x) is the minimum of two

affine functions of x, which can be seen to increase from its minimal value r( 8
m+1

) = 2− 8θ to its
maximal value

r

(
8

1 +m− 4θ

)
= 2− 8mθ

1 +m− 4θ
=

2(1 +m)(1− 4θ)

1 +m− 4θ
,

and then decrease from there to its same minimum value r( 8
m
) = 2 − 8θ. Since the sequence

2(1+m)(1−4θ)
1+m−4θ

is decreasing as the integer m increases, we deduce

max
06x6 8

m

r(x) = max
8

m+1
6x6 8

m

r(x) =
2(1 +m)(1− 4θ)

1 +m− 4θ
,

for every integer m > 1, which concludes the proof. �

Part 1. Local theory: Real orbital integrals

General (weighted) orbital integrals were defined and studied by Arthur in a series of papers on
establishing the trace formula for general reductive groups over number fields. In this Part 1 we
establish all the necessary estimates at the archimedean place for the group GL(n) over R.

The properties of orbital integrals are rather mysterious even in the unweighted case and the
weights introduce more difficulties. The literature contains some versions of germ expansions, and
descent formulas but they are not directly applicable. It seems that a direct approach only exists in
the unweighted and regular semisimple case which we present in Section 6. It would be interesting
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to refine the existing framework even further along the lines of [Art16]. For example the local trace
formula at the archimedean place should come forth since it is implicit in what we are doing.

In the end we develop the material from the outset and shall rely in an essential way on Harish-
Chandra’s and Arthur’s theorems and on analytic techniques such as the multidimensional van
der Corput inequality. As mentioned in the introduction, we hope to return in a subsequent work
to establishing sharp estimates where the idea will be to replace the van der Corput inequality by
a combination of germ expansions and semiclassical estimates for Morse-Bott functions that vary
in families.

The most important step of our approach is contained in Section 8 with a uniform estimate
on zonal spherical functions which seems to have been missed despite their rather comprehensive
study since the 60’s.3

At a coarse level, Part 1 contains the main ingredients to establish the remainder in Weyl’s law
with respect to the spectral parameter, and Part 2 is concerned with the polynomial control of
the geometric side. We expect that Part 1 and therefore Theorem 1.12 extends to general groups.
Our argument is fundamentally different from [Mat17] who treats the case of GLn(C). In Part 2,
there are obstacles to work with general groups, both of local and global nature, such as the global
Arthur coefficients, and bounds for the residual spectrum.

4. Preliminaries

4.1. Notation. We work with the group G = AG\GLn(R), where AG ≃ R>0 is the group of scalar
diagonal matrices with positive real entries. We can identify

G ≃ GLn(R)
1 = {g ∈ GLn(R) | | det g| = 1}

which is convenient to write down explicit matrices and examples. Hence G can also be identified
with the R-points of an algebraic R-group. Let

GC = GLn(C)
1 = {g ∈ GLn(C) | | det g| = 1}

with | · | : C −→ R>0 the usual absolute value. Let K = O(n) be the usual maximal compact
subgroup of G, and KC = U(n) ⊆ GC the usual maximal compact subgroup of GC. (Note that KC

is not the complexification of K.) Let K◦ = SO(n) ⊆ K be the identity component of K.
Let T0 be the diagonal torus of G and P0 be the Borel subgroup of upper-triangular matrices

so that P0 = T0U0 for U0 the unipotent radical of P0. We call a parabolic subgroup standard
if it contains P0, and semi-standard if it contains T0. Similarly, a Levi subgroup will be called
semi-standard (resp. standard) if it is the Levi component of some semi-standard (resp. standard)
parabolic subgroup. If M ⊆ G is a semi-standard Levi subgroup, we denote by L(M) the set of
all Levi subgroups in G containing M , by F(M) the set of all parabolic subgroups containing M ,
and by P(M) the set of all parabolic subgroups with Levi component M . All these sets are finite.
If P ∈ F(T0), we denote by UP the unipotent radical of P , and by MP the Levi subgroup of P
containing T0.

Let W denote the Weyl group of the pair (T0, G). If H ⊆ G is a Levi or parabolic subgroup, and
T ⊆ H a split torus, we denote by Φ(T,H) the set of roots of T on H . We write Φ = Φ(T0, G),
and Φ+ = Φ(T0, U0) for the usual set of positive roots of T0 on G. Similarly, if M ∈ L(T0), we put
ΦM = Φ(T0,M) and ΦM,+ = Φ(T0, U0 ∩M). Let ∆0 ⊆ Φ+ be the set of simple roots in Φ+.

Let a := aG0 = LieAG
0 ⊆ g := LieG, where AG

0 ⊆ G denotes the subgroup of all diagonal matrices
diag(a1, . . . , an) with a1, . . . , an ∈ R>0 and a1 · . . . · an = 1. We identify a with the subspace of Rn

3This estimate has also been established by Blomer–Pohl [BP16], independently of our work, and for a different
purpose.
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consisting of all vectors X = (X1, . . . , Xn) with X1 + . . . +Xn = 0. Let ‖ · ‖ : Rn −→ R denote
the usual Euclidean norm. This then also defines a W -invariant norm on a.

If P = MU ∈ F(T0), let AM := AG
M ⊆ M be the identity component of the center of M , and

aM = aP = LieAM . M then equals the direct product AM ×M1 where M1 =
⋂

χ ker |χ| with χ
running over all unitary characters of M . Hence we get a map

HP : G −→ aP

characterized by the property that g = eHP (g)muk with m ∈ M1, u ∈ U , and k ∈ K. If P = P0,
we write H0 = HP0.

4.2. Distance functions on G/K. For any g ∈ G, we define

L(g) := log

(
tr(gTg)

n

)
,

where gT denotes the transpose of g. We have the Cartan decomposition G = KAK, and for any
g ∈ G we denote by X(g) an element of a such that g ∈ KeX(g)K. Then X(g) is unique up to
Weyl group conjugation, and we can identify X(g) with an element in the quotient a/W . To make
choices definite we can take X(g) to be an element in the closure a+ of the positive Weyl chamber
a+ = {X ∈ a | ∀α ∈ ∆0 : α(X) > 0}. Then X(g) is unique.

Remark 4.1. (i) The mappings g 7→ X(g) ∈ a+ and g 7→ L(g) ∈ R+ are specific to our choice of
maximal compact subgroup K and Cartan involution g 7→ (gT )−1.

(ii) L is a bi-K-invariant function.
(iii) For any g ∈ G we have L(g) > 0 or, equivalently, tr(gTg)/n > 1. This is because tr(gTg)/n =

(ξ1 + . . .+ ξn)/n > det(gTg)1/n = 1, where ξ1, . . . , ξn are the eigenvalues of gTg which are all
real and positive. There is equality L(g) = 0 if and only if g ∈ K (because this happens if
and only if ξ1 = · · · = ξn = 1).

(iv) L has a canonical extension to GC which satisfies all of the above properties (with KC = U(n)
instead of K). Namely, L(g) := log

(
tr ḡTg/n

)
for ḡ the complex conjugate of g.

Lemma 4.2. If B ⊆ G is a bounded set, then for any g ∈ B we have the inequalities

||X(g)||2 ≪B L(g) 6 2||X(g)||.
Proof. We use the Cartan decomposition g = k1e

X(g)k2. It yields g
Tg = k−1

2 e2X(g)k2. Thus taking
traces we obtain

L(g) = log
tr(e2X(g))

n
.

Since 1 6 tr(e2X(g))/n 6 e2‖X(g)‖ the second upper bound of the lemma is clear.
For the lower bound we use a sharp version of the arithmetic-geometric mean inequality from [Alz97].

Write X(g) = (X1, . . . , Xn) ∈ Rn, X1 + . . .+Xn = 0. Then

1

n
tr(e2X(g))− 1 >

1

2maxi=1,...,n e2Xi
· 1
n

n∑

i=1

(e2Xi − 1)2 ≫B

n∑

i=1

X2
i = ‖X(g)‖2,

where the second lower bound holds because the Xi are bounded above and below (depending on
the choice of B). Hence, taking the logarithm, and using again that ‖X(g)‖ is bounded above, we
obtain L(g) ≫B ‖X(g)‖2 which is the first inequality of the lemma. �
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Lemma 4.3. Let P = MU be any semi-standard parabolic subgroup in G. Then for any g ∈ G

L(g) > max (L(m),L(Id+m(u− Id)))

for g = muk an Iwasawa decomposition of g with respect to P and K.

Proof. Let g = muk be the Iwasawa decomposition with respect to P as in the lemma. There
exists x ∈ G such that P ′ = x−1Px is a standard parabolic with Levi M ′ = x−1Mx and unipotent
radical U ′ = x−1Ux. In fact, x can be chosen in the set of representatives of the Weyl group in K.
Let m1 = x−1mx ∈ M ′, and u1 = x−1ux ∈ U ′. Then

L(g) = L(mu) = L(m1u1) = L(m1 + (m1u1 −m1))

= log

(
tr

mT
1m1

n
+ tr

(m1u1 −m1)
T (m1u1 −m1)

n
+ 2 tr

mT
1 (m1u1 −m1)

n

)

= log

(
tr

mT
1m1

n
+ tr

(m1u1 −m1)
T (m1u1 −m1)

n

)
,

where we used tr(mT
1m1u1) = trmT

1m1 for the last equality. Since tr(m
T
1m1) > n = tr(IdT Id), and

tr((m1u1 −m1)
T (m1u1 −m1)) > 0, we get L(g) > L(Id+m1(u1 − Id)) as well as L(g) > L(m1).

Using the definition of m1 and u1 and the bi-K-invariance of L, we can replace m1 by m and u1

by u in these inequalities and obtain the assertion. �

4.3. Weyl discriminant. Let DG be the Weyl discriminant, that is, if g ∈ G is a semisimple
element, let

DG(g) = det (1−Ad(g); g/gg) ,

where gg is the Lie algebra of the centralizer CG(g). More generally, if g ∈ G is arbitrary, and gs
is the semisimple part of g in its Jordan decomposition, we also write DG(g) := DG(gs).

The relationship between the Weyl discriminant DG(g) and ‖X(g)‖, L(g), is less tight in general.
There is no hope for a lower bound for DG(g) if we let g vary over all of G. This is due to the fact
that the map g 7→ DG(g) has singularities if g changes its “singularity type”, that is, if the rank
of the semisimple centralizer CG(gs) changes.

Lemma 4.4. For any g ∈ G, |DG(g)| 2
n(n−1) ≪ eL(g), where the implied multiplicative constant

depends only on n. In particular |DG(g)| ≪ en(n−1)‖X(g)‖.

Proof. We have that the absolute value |DG(g)| of the Weyl discriminant can be expressed as the
absolute value of some homogeneous polynomial of degree n(n − 1) in the (complex) eigenvalues
λ1, . . . , λn of g ∈ G, with the polynomial depending on the singularity type of g. Indeed, we claim
that

|DG(g)| =
∏

(i,j): i6=j,
λi 6=λj

|λj − λi|
∏

(i,j): i6=j,
λi=λj

|λi|.

(For example if n = 3 and g has repeated eigenvalues λ1, λ1, λ2, then |λ1|2|λ2| = 1, and |DG(g)| =
|λ1 − λ2|4|λ1|2.) To establish our claim, write

|DG(g)| =
∏

(i,j):λi 6=λj

∣∣∣∣1−
λi

λj

∣∣∣∣ =
∏

(i,j): λi 6=λj

|λj − λi|
∏

(i,j):λi 6=λj

|λj|−1
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and clear the denominators in the second product as follows:
∏

(i,j):λi 6=λj

|λj|−1 =
∏

(i,j): i6=j,
λi=λj

|λi|
∏

(i,j): i6=j

|λj|−1 =
∏

(i,j): i6=j,
λi=λj

|λi|,

where we used for the last equality that
∏

i |λi| = | det g| = 1.
The Gershgorin circle theorem implies that the largest eigenvalue of a matrix is bounded by

the largest sum of absolute values of elements in a row. Since every element of g is bounded
in absolute value by tr(ggT )

1
2 , the largest eigenvalue of g is bounded by n

3
2 eL(g)/2, and the first

assertion follows.
Lemma 4.2 then yields the second asserted upper-bound for |DG(g)|. �

Example. The regular element g = diag(a, 2a, · · · , (n − 1)a, 1
(n−1)!an−1 ) is such that |DG(g)| ≍

an(n−1), and eL(g) ≍ a2 as a → ∞. Hence the exponent n(n− 1) in Lemma 4.4 is sharp.

4.4. Norms on groups. We define a norm on G by setting

|g| = e‖X(g)‖

where g = k1e
X(g)k2 ∈ K exp(a)K is the Cartan decomposition of g as before. We extend the norm

on GC analogously to the real case: if g ∈ GC, we put |g| = e‖X‖ for g = k1e
Xk2 ∈ KC exp(a)KC

the Cartan decomposition of g. We have the properties: |g| > 1, |g| = |g−1|, and |g1g2| 6 |g1||g2|.
This notation is well-defined if we consider g ∈ G as an element in GC since X(g) is the same in
the Cartan decomposition for G and for GC.

Lemma 4.5. For any g ∈ G, ‖X(g)‖ 6

√
n(n−1)

2
(log n+L(g)). In particular, |g|

2√
n(n−1) 6 n · eL(g).

Proof. Write X(g) = (X1, . . . , Xn) ∈ Rn, X1 + . . .+Xn = 0. Then it is not difficult to verify that

‖X(g)‖ = (
∑

X2
i )

1
2 6

√
n(n− 1)maxiXi,

with equality achieved for the vector (1, 1, · · · , 1, 1− n). On the other hand

log n+ L(g) = log(
∑

i
e2Xi) > 2maxiXi,

which establishes the claim. �

Lemma 4.6. There exist constants c, c1, c2 > 0, such that if g = muk ∈ GC with k ∈ KC and
mu ∈ P = MU for P a standard parabolic subgroup in GC, then |m| 6 c|g|c1, and |u| 6 c|g|c2.

More precisely, we can take c = n
√

n(n−1)

2 , c1 =
√
n(n− 1), and c2 =

√
n(n− 1) + 1.

Proof. We can assume without loss of generality that k = 1. Hence

|m|
2√

n(n−1) 6 n · eL(m) 6 n · eL(g) 6 n · e2‖X(g)‖ = n · |g|2.
where the first estimate is Lemma 4.5, the second inequality is Lemma 4.3, and the third inequality
is Lemma 4.2. This establishes the first estimate. For the second estimate of the lemma, we write

|u| = |m−1mu| 6 |m||mu| 6 n

√
n(n−1)

2 |g|
√

n(n−1)+1. �

Lemma 4.7. Let c, c1, c2 be as in Lemma 4.6. Suppose g ∈ G has Jordan decomposition g = gsgu
with gs semisimple and gu ∈ CG(gs) unipotent. Then

|gs| 6 c|g|c1, and |gu| 6 c|g|c2.
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Proof. There exists k ∈ KC such that k−1gk is upper triangular, more precisely, k−1gsk is diagonal,
and k−1guk is an upper triangular unipotent matrix. The assertion then follows from the previous
lemma and |gs| = |k−1gsk|. �

We note that there is a p-adic analogue of these norms, see e.g. [BT72, (4.4.4)] for the proof of
submultiplicativity, and [Art91, §4] for some other properties.

5. Setting for the main estimate

This section is to set up the notation and give some preliminaries for the proof of Theorem 1.12
which will be given in Section 7.

5.1. Twisted Levi subgroups. For M ∈ L := L(T0), consider the maximal tori contained in M ,
not necessarily R-split. There are only finitely many M-conjugacy classes of such maximal tori.
We shall choose a finite set T M

max of representatives T for these conjugacy classes such that the
minimal Levi subgroup L ⊆ G containing T is semi-standard, that is, L also contains the torus T0.

Such a set of representatives can be realized as follows. Let r1, r2 ∈ Z>0 with r1 + 2r2 = n.
Consider the maximal torus T ′

r1,r2 = (GL1)
r1 ×

(
ResC/R GL1

)r2
embedded diagonally in GLn. Here

and in the following we identify (ResC/RGL1)(R) = GL1(C) with R× SO(2) ⊂ GL2(R). More
precisely, T ′

r1,r2
(R) consists of matrices of the form

(5.1) diag
(
t1, . . . , tr1 ,

(
a1 b1
−b1 a1

)
, . . . ,

(
ar2 br2
−br2 ar2

))

with t1, . . . , tr1 ∈ R× and (a1, b1), . . . , (ar2 , br2) ∈ R2\{(0, 0)}. Let Tr1,r2 be the subset of all
elements t ∈ T ′

r1,r2
with | det t| = 1. The minimal Levi subgroup in GLn containing T ′

r1,r2
is the

diagonally embedded (GL1)
r1 × (GL2)

r2, which is standard. The same holds for Tr1,r2 ⊂ G, and
we can take

T G
max := {Tr1,r2 | r1, r2 ∈ Z>0, r1 + 2r2 = n}.

If M ∈ L is arbitrary, it is conjugate by a Weyl group element w ∈ W to the standard Levi
subgroup (GLn1 × . . .×GLns) ∩G, for suitable integers n1, . . . , ns ∈ Z>1, n1 + . . .+ ns = n. The
set T M

max can then be chosen to consist of tori which are w-conjugates of concatenations of elements
of the form (5.1) with overall | det | equal to 1.

A twisted Levi subgroup is an R-subgroup L ⊆ G such that LC = L ⊗R C is a Levi subgroup
in GC. For T ∈ T M

max let LM
twist(T ) be the set of all twisted Levi subgroups in M containing T and

having the same R-rank as T .
These can again be described in terms of restriction of scalars as follows. Any L ∈ LG

twist(Tr1,r2)
is of the form

(
L1 × ResC/R L

2
)
∩G for some semi-standard Levi subgroups L1 ∈ LGLr1(R) and L2 ∈

LGLr2(C), which both contain the maximal diagonal torus of GLr1(R) and GLr2(C), respectively.
(The reader may take this description as a definition because it is how these subgroups shall arise
in below). Both Tr1,r2 and L have R-rank equal to r1 + r2 − 1. To be precise, we embed here
(ResC/R GLr2)(R) = GLr2(C) into GL2r2(R) by the map




a11 + ib11 . . . a1r2 + ib1r2
...

...
ar21 + ibr21 . . . ar2r2 + ibr2r2


 7→




a11 b11 . . . a1r2 b1r2
−b11 a11 . . . −b1r2 a1r2
...

...
...

...
ar21 br21 . . . ar2r2 br2r2
−br21 ar21 . . . −br2r2 ar2r2




.
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Since there are only finitely many r1, r2 > 0 with r1 + 2r2 = n and since the sets LGLr1 (R) and
LGLr2(C) are both finite, it follows that LG

twist(Tr1,r2) is finite. A description of LM
twist(T ) for general

M ∈ L and T ∈ T M
max can be obtained by w-conjugation as above, in particular LM

twist(T ) is again
finite.

Lemma 5.1. For every M ∈ L, and every semisimple element σ of M , there exist an M-conjugate
σ′ of σ, a torus T ∈ T M

max, and twisted Levi subgroups L1 ∈ LM
twist(T ) and L2 ∈ LG

twist(T ) with
L1 ⊆ L2 such that

(5.2) σ′ ∈ T, CM(σ′) = L1, CG(σ
′) = L2.

Proof. It is automatic that CG(σ
′) is a twisted Levi subgroup because CG(σ

′) ⊗R C = CGC
(σ′) is

a Levi subgroup of GC. It follows from the other assertions that CG(σ
′) = L2 is an element of

LG
twist(T ). Thus we restrict to constructing T and L1. Without loss of generality we may then only

consider the case M = G.
We have that σ is G-conjugate to σ′ := diag(g1, . . . , gr1, gr1+1, . . . , gr1+r2) with r1 + 2r2 = n,

gr1+1, . . . , gr1+r2 ∈ R× SO(2) with irreducible characteristic polynomial, and g1, . . . , gr1 ∈ R×, and
we can assume that equal gi occur in consecutive order. There exist partitions (s1, . . . , sa) of r1
and (t1, . . . , tb) of r2 such that the Levi subgroup M1 in G corresponding to (s1, . . . , sa, 2t1, . . . , 2tb)
is the maximal Levi in which σ is elliptic. Let δ = diag(1, . . . , 1, δ0, . . . , δ0) with r1-many 1s, and
r2-many δ0 := ( 0 1

−1 0 ). Let T to be the torus Tr1,r2 defined above, and let L1 be the set of fixed
points of M1 under conjugation by δ. Then T and L1 satisfy (5.2). Moreover L1 ∈ LM

twist(T )
because L1 =

(
L1 × ResC/R L

2
)
∩ G where L1 ∈ LGLr1 (R) is the standard Levi subgroup of type

(s1, . . . , sa) and L2 ∈ LGLr2(C) is the standard Levi subgroup of type (t1, . . . , tb). �

5.2. Convention. We fix one of the finitely many triples of subgroups T ⊆ L1 ⊆ L2 as in
Lemma 5.1. In particular, T ∈ T M

max, L1 ∈ LM
twist(T ) and L2 ∈ LG

twist(T ). Then, we shall de-
note by M2 the smallest Levi subgroup in G containing L2. Since T ⊆ M2, we have that M2 is
semi-standard. In establishing the main estimate in Section 7, we shall restrict to the semisimple
elements γs = σ′ ∈ M satisfying (5.2). We are allowed to proceed in this way for the proof because
there are only finitely many possible choices of a semi-standard Levi subgroup M ∈ L and of a
triple T, L1, L2.

Remark 5.2. Arthur makes similar choices in his study of weighted orbital integrals, e.g. [Art86b,
p.183], [Art88b, p.230]. One subtle difference is that he has the flexibility to chooseK within the set
of all maximal compact subgroups which are admissible relative to M (in the sense of [Art81, p.9]).
Our type of test functions depends by definition on the choice of K (since X(·) does) so that taking
K as the maximal compact subgroup to analyze the weighted orbital integrals is canonical in our
situation.

5.3. Measures. Let F = R or F = C. The measure dx on F will be the usual Lebesgue measure
if F = R, and twice the usual Lebesgue measure if F = C. On F× as well as R>0 we use the
multiplicative measure |x|−1

F dx where |x|R = |x| is the usual absolute value and |x|C = |x|2 = xx̄.
From this we obtain a measure on the unipotent radical U of any semi-standard parabolic subgroup
in GLn(F ) by identifying U with F dimU via the usual matrix coordinates. We also obtain a measure
on the split maximal torus T ′

0 of diagonal matrices in GLn(F ) by identifying T ′
0 with (F×)n via

the usual matrix coordinates again. On K =: KR and KC we normalize the Haar measure such
that vol(K) = vol(KC) = 1. The integration formula∫

GLn(F )

f(g) dg =

∫

T ′

0

∫

U0

∫

KF

f(tuk) dk du dt, f ∈ C∞
c (GLn(F )),
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then fixes an invariant Haar measure on GLn(F ). To fix a measure on GLn(F )1, we use the short
exact sequence

1 −→ GLn(F )1 −→ GLn(F ) −→ R>0 −→ 1,

where the map GLn(F ) −→ R>0 is given by g 7→ | det g|. In the same way, this fixes measures on
all semi-standard Levi subgroups.

For twisted Levi subgroups, the pullback under the restriction of scalars defines measures on the
twisted Levi subgroup as well as on all its (semi-)standard parabolic subgroups and their unipotent
and Levi parts.

5.4. Generalized Cartan and Iwasawa decomposition. To make integration over the quo-
tient L2\G more explicit we use a mix of a generalized Cartan decomposition and the Iwasawa
decomposition. Let P2 be a parabolic subgroup with Levi component M2 so that the Iwasawa
decomposition G = P2K = M2U2K holds. We then apply a generalized Cartan decomposition to
L2\M2 as in [FJ80] as follows. First we need to identify L2 as a fixed point set of an involution of
M2.

Lemma 5.3. L2 is the fixed point set in M2 of an involution σ : M2 −→ M2. Moreover, σcommutes
with the Cartan involution θ : M2 −→ M2 defining KM2 = K ∩ M2. Hence σ(KM2) = KM2,
θ(L2) = L2, and K2 := Lθ

2 = L2 ∩K is a maximal compact subgroup of L2.

Proof. It suffices to consider the case M2 = G. Then L2 = G or L2 = (ResC/R GLn/2) ∩G. In the
first case we take σ as the identity. In the second case (which can only happen for even n) put
δ = diag(δ0, . . . , δ0) ∈ G with δ0 = ( 0 1

−1 0 ), and define σ(g) := δ−1gδ for g ∈ G. It is easily checked
that σ satisfies the asserted properties. �

Let m2 denote the Lie algebra of M2, m2 = l2 ⊕ q2 the decomposition of m2 into the +1- and
−1-eigenspace under σ, and m2 = k2⊕ p2 the decomposition of m2 into the +1- and −1-eigenspace
under θ. Let m2 = m+

2 ⊕ m−
2 be the ±1-eigenspace decomposition with respect to θσ. Hence

m+
2 = l2 ∩ k2⊕ q2 ∩ p2, and m−

2 = l2 ∩ p2⊕ k2 ∩ q2. Let b2 ⊆ q2 ∩ p2 be a maximal abelian subspace.
By construction we may assume that b2 is a subspace of a.

Let Φb2 be the set of roots of (b2,m2), and fix a subset of positive roots Φ+
b2

⊆ Φb2 . We denote

by b+2 = {H ∈ b2 | ∀β ∈ Φ+
b2

: β(H) > 0} the corresponding positive chamber in b2. For β ∈ Φ+
b2

let m±
β denote the multiplicity of β when restricted to m±

2 . For H ∈ b2 put

BM2
b2

(H) =
∏

β∈Φ+
b2

| sinhβ(H)|m+
β | cosh β(H)|m−

β .

Proposition 5.4. We have
∫

L2\G
f(g) dg =

∫

b+2

∫

U2

∫

K

f(eHuk)BM2
b2

(H) dk du dH

for every integrable function f : L2\G −→ C.

Proof. By definition of our measure on G we have
∫

L2\G
f(g) dg =

∫

L2\M2

∫

U2

∫

K

f(muk) dk du dm.
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The invariant measure on L2\M2 is given by [FJ80, Thm.2.6], see also [HS94, p.110], and plugging
this into our integral, we get∫

L2\G
f(g) dg = vol(K ∩M2)

∫

b+2

∫

KM2

∫

U2

∫

K

f(eHkMuk)BM2
b2

(H) dk du dkM dH.

Since U2 is normalized by KM2 = K∩M2 and vol(KM2) = 1, we can absorb the variable kM ∈ KM2

into the integration over k ∈ K, which gives the assertion. �

Example 5.5. Suppose that G = GL2(R)
1. Suppose L2 = SO(2) so that M2 = G, and σ : M2 −→

M2 is given by conjugation with δ0 = ( 0 1
−1 0 ). Then σ = θ coincides with the Cartan involution.

Hence the decomposition of m2 = g into ±1-eigenspaces of σ is the usual Cartan decomposition of
g, and b2 = {H = (H1,−H1) | H1 ∈ R}. Therefore,

BM2
b2

(H) = | sinh(2H1)|.
Example 5.6. Suppose G = GL4(R)

1, L1 = {g = diag(ax, a−1y) | x, y ∈ SO(2), a ∈ R×}
(diagonally embedded in G), and let L2 be obtained from restriction of scalars of GL2(C)

1 so that
L1 is a maximal torus of L2. Then M2 = G, and σ : M2 −→ M2 is given by conjugation with
δ = diag(δ0, δ0) for δ0 = ( 0 1

−1 0 ). Further, b2 = {H = diag(H1,−H1, H2,−H2)} | H1, H2 ∈ R}, and
Φb2 consists of the roots given by mapping H ∈ b2 to ±2H1, ±2H2, or ±H1 ±H2. We choose Φ+

b2

to consist of the roots given by 2H1, 2H2, and H1 ±H2. Then

b+2 = {H = diag(H1,−H1, H2,−H2) | H1 > H2 > 0},
and for H ∈ b+2 we get

BM2

b2
(H) = |sinh(2H1) sinh(2H2) sinh(H1 +H2) sinh(H1 −H2) cosh(H1 +H2) cosh(H1 −H2)| .

6. Bounds for semisimple orbital integrals

In this section we treat a particular (unweighted) case which will illustrate our strategy in the
general weighted case. Recall that JG

G (γ, f) is the unweighted orbital integral

|DG(γ)|1/2
∫

CG(γ)\G
f(x−1γx) dx,

which is defined for any f ∈ C∞
c (G). The orbital integral without the normalizing factor |DG(γ)|1/2

is denoted byOG
γ (f), orOγ(f). We shall be able to directly use results of Harish-Chandra on orbital

integrals and his descent formula.

Proposition 6.1. Let 0 < η < (n − 1)/2 and f ∈ C∞
c (G). There is a constant c(f, η) > 0

depending only on η and f , such that the following holds.

(i) Suppose n > 3. For every regular semisimple γ ∈ G,
∣∣JG

G (γ, f‖X(·)‖−η)
∣∣ 6 c(f, η).

(ii) For every semisimple γ ∈ G which is split and not central, that is, CG(γ) ( G,
∣∣JG

G (γ, f‖X(·)‖−η)
∣∣ 6 c(f, η).

We prove this proposition below.
We recall the definition of parabolic descent. Suppose f : G −→ C is an integrable function,

and Q = LV is an arbitrary semi-standard parabolic subgroup in G. The parabolic descent along
Q,

C∞
c (G) −→ C∞

c (L), f 7→ f (Q),
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is then defined by

(6.1) f (Q)(m) := δ
1/2
Q (m)

∫

V

∫

K

f(k−1mvk) dk dv, m ∈ L.

Note that the dependency of f (Q) on Q ∈ P(L) can be made explicit as follows: If Q′ is another
parabolic subgroup with Levi component L, there is w ∈ W with wQw−1 = Q′ which preserves L.
Then f (Q)(w−1mw) = f (Q′)(m)

If γ ∈ L is such that CG(γ) ⊆ L, the parabolic descent relates the (normalized) orbital integrals
on G and L. More precisely, for any f ∈ C∞

c (G) we have

(6.2) JG
G (γ, f) = JL

L (γ, f
(Q))

for any Q ∈ P(L) provided that the measures on all involved groups are chosen compatibly. This
formula follows from the definitions or from the more general descent formula [Art94, (1.5)].

Lemma 6.2. Suppose Q = LV ( G is a proper semi-standard parabolic subgroup, and 0 < η <
(n− 1)/2. Let f ∈ C∞

c (G), and define Fη := f‖X(·)‖−η.

(i) The parabolic descent F
(Q)
η (m) converges absolutely for every m ∈ L.

(ii) We have F
(Q)
η ∈ Cc(L).

(iii) The descent formula (6.2) holds for Fη, i.e., J
G
G (γ, Fη) converges absolutely for any γ ∈ L

such that CG(γ) ⊆ L, and is equal to JL
L (γ, F

(Q)
η ).

Remark 6.3. We shall apply the property in (ii) to more general weighted orbital integrals later.
This will simplify our analysis in several (but not all) cases.

Proof of Lemma 6.2. For the proof of the lemma it suffices to show that (ii) holds for f replaced
by its absolute value |f | in the definition of Fη. We can further assume that f is K-conjugation
invariant.

Let C ⊆ G be a compact set containing the support of f . Note that F (Q)(m) = 0 unless m is
contained in a compact subset CL ⊆ L depending only on C. Since ‖X(g)‖−η 6 2ηL(g)−η for all
g ∈ C by Lemma 4.2, we get

∫

V

|f(mv)|‖X(mv)‖−η dv 6 2η
∫

V

|f(mv)|L(mv)−η dv

≪η,f

∫

(m−1C)∩V
L(mv −m+ Id)−η dv,

where we used Lemma 4.3 for the second inequality. To bound this last integral we can clearly
assume that Q is a standard parabolic subgroup so that L is of the form GLn1 × . . . × GLnr for
some r and n1 + . . . + nr = n, and we can identify V with RdimV by using the matrix entries of
elements of V . Changing variables, the integral becomes

r∏

j=1

| detmj |−(n−n1−...−nj)

∫

C′

(
log

(
1 +

1

n

dimV∑

i=1

v2i

))−η

dv

where C′ =
(⋃

m∈CL m−1C
)
∩ V ⊂ RdimV is a compact subset depending only on C. As m is

contained in CM , the product over the determinants is bounded by a constant depending only on
C. Using polar coordinates one sees that the last integral is finite for any η ∈ [0, dimV/2). Note
that dimV > n − 1. In any case, if the last integral is finite, its value depends only on C and η,
therefore the claim follows by the dominated convergence theorem. �
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Proof of Proposition 6.1. A result of Harish-Chandra [HC57, Thm.2] (cf. also [Art91, p.31], and
[HC70, Thm.14]) asserts that if H ⊆ G is a Cartan subgroup, C ⊆ H a compact subset, and G′ is
the set of regular semisimple elements in G, then for every f ∈ C∞

c (G) we have

sup
γ∈C∩G′

∣∣JG
G (γ, f)

∣∣ < ∞.

Up to G-conjugation there are only finitely many Cartan subgroups in G, and the centralizer CG(γ)
of a regular semisimple element γ ∈ G′ is a Cartan subgroup. Hence if C ⊆ G is a compact set
and f ∈ C∞

c (G), then there exists a constant c = c(f, C) > 0 such that
∣∣JG

G (γ, f)
∣∣ 6 c

for all γ ∈ C ∩ G′. On the other hand, since f is compactly supported, there exists a compact
subset Cf ⊆ G such that JG

G (γ, f) vanishes for all γ which are not conjugate to some element in
Cf .

To prove the first part of the proposition, first note that n > 3 and the regularity of γ imply
that the centralizer CG(γ) of γ in G is contained in a proper parabolic subgroup Q = LV of G.
After conjugating γ if necessary, we can assume that Q is standard. The parabolic descent (6.2)
implies that ∣∣JG

G (γ, Fη)
∣∣ =

∣∣JL
L (γ, F

(Q)
η )

∣∣ 6 JL
L (γ, f)

where the last inequality follows from Lemma 6.2 with f = |F (Q)
η | ∈ Cc(L). We then use Harish-

Chandra’s bound discussed at the beginning of the proof to uniformly bound JL
L (γ, f).

The second part of the proposition is also an easy consequence of Lemma 6.2. We can assume
that CG(γ) equals the Levi component L of a proper standard parabolic subgroup of G. Call this
standard parabolic Q and define Fη as in Lemma 6.2. By the parabolic descent formula (6.2) we

get JG
G (γ, Fη) = JL

L (γ, F
(Q)
η ). Let f be as in the second part of Lemma 6.2. As above we obtain∣∣JG

G (γ, Fη)
∣∣ 6 JL

L (γ, f). Since now DL(γ) = DCG(γ)(γ) = 1 and JL
L (γ, f) = OL

γ (f) = OCG(γ)
γ (f) =

f(γ), the second assertion of the proposition follows. �

Example 6.4. Hence if Q is a minimal semi-standard parabolic subgroup, f (Q) is the Abel trans-
form of f , an archimedean analogue of the Satake transform. It is closely related to the spherical
transform, see [Gan71, Thm.3.5], and also [Hel, IV.§7],[LM09, Thm.1]. We shall return to this in
Example 8.6 below.

The following result shows that the parabolic descent, restricted to bi-K-invariant functions, is

continuous for the L1-norm. Thus, it follows from general principles that F
(Q)
η ∈ L1(L) because

X(g) is bi-K-invariant, and thus f ||X(·)||−η ∈ L1(K\G/K) for any f ∈ C∞
c (K\G/K) and 0 <

η < (n − 1)/2. If f is right-K-invariant, write fK(g) :=
∫
K
f(k−1gk) dk =

∫
K
f(kg) dk, which is

bi-K-invariant.

Lemma 6.5. Let Q = LV be a semi-standard parabolic subgroup of G and let KL := K ∩L, which

is a maximal compact subgroup of L. If f ∈ C∞
c (G/K), then f (Q) = f

(Q)
K is bi-KL-invariant.

Moreover f 7→ f (Q) extends from the dense subspace C∞
c (G/K) to define a continuous map

L1(G/K) −→ L1(K\G/K) −→ L1(KL\L/KL).

Proof. The assertion that f (Q) = f
(Q)
K is clear, and thus without loss of generality we may assume

that f is bi-K-invariant. By the triangle inequality,∫

L

|f (Q)(m)| dm 6

∫

L

∫

V

∫

K

δQ(km)1/2|f(mv)| dk dv dm,
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where we extend δQ to all of G via Iwasawa decomposition, δQ(g) = δQ(l) if g = lvk′ ∈ LV K.
Note that δQ = δ0δ

−1
L∩P0

with δ−1
L∩P0

denoting the modulus function of T0 on L ∩ P0. Let ρL0 ∈ a∗

denote the element corresponding to δL∩P0, that is, ρ
L
0 is the half sum of all roots of L ∩ P0 with

respect to T0. Similarly, let ρ0 be the half sum of all positive roots of P0 with respect to T0. Using
the bi-K-invariance of f we can write the last integral by [Kna96, Prop.8.44] as

∫

G

φ−ρL0
(g)|f(g)| dg

with φλ the zonal spherical function with spherical parameter λ, see also Section 8. Let wL denote
the longest element in the Weyl group WL of (T0, L). Naturally WL is a subgroup of W = WG so
that wL ∈ W . Then −ρL0 = −1

2
(ρ0 − wLρ0) so that −ρL0 is contained in the closure of the convex

hull of the Weyl group orbit of ρ0. Hence φ−ρL0
is a bounded function by [Hel, Ch. IV, Thm.8.1].

Let c > 0 be an upper bound for φ−ρL0
(it can be shown that c = 1). Then

∫

L

|f (Q)(m)| dm 6

∫

G

φ−ρL0
(g)|fK(g)| dg 6 c

∫

G

|fK(g)| dg 6 c

∫

G

|f(g)| dg < ∞

so that f (Q) ∈ L1(L).
Finally, for any k ∈ KL and m ∈ L we have

δQ(mk)−1/2f (Q)(mk) =

∫

V

fK(mkv) dv =

∫

V

fK(mvk) dv =

∫

V

fK(mv) dv = δQ(m)−1/2f (Q)(m)

so that f (Q) is also right KL-invariant. Similarly f (Q) is left KL-invariant. �

7. Weighted orbital integrals

In this section we prove Theorem 1.12, that is, we are going to find an upper bound for the
weighted orbital integrals JG

M(γ, f‖X(·)‖−η). It will be a consequence of Proposition 7.4 and
Proposition 7.7. We keep the notation as in §5.2, using that JG

M is invariant by M-conjugation.
In particular, we fix a triple T ⊆ L1 ⊆ L2, and we restrict to those γ ∈ M such that γs ∈ T ,
CM(γs) = L1 and CG(γs) = L2.

7.1. Weighted orbital integrals: the semisimple part. We first provide a detailed description
of the distribution f 7→ JG

M(γ, f). By results of [Art88b], it can be defined as follows. For every
f ∈ C∞

c (G) and every γ ∈ M , one has [Art88b, Thm.8.5]

(7.1) JG
M(γ, f) := |DG(γ)|1/2

∫

L2\G

∑

R∈FL2 (L1)

JMR
L1

(γu,ΦR,y) dy,

where the function ΦR,y : MR −→ C is defined by

ΦR,y(m) := δR(m)1/2
∫

KL2

∫

NR

f(y−1γsk
−1mnky)v′R(ky) dn dk.

Here NR is the unipotent radical of R, and MR the Levi component of R containing L1. Note that
MR ∈ LG

twist(T ). Since f is smooth and compactly supported on G, so is ΦR,y as a function on MR.

The distribution Φ 7→ JMR
L1

(γu,Φ) is a weighted unipotent orbital integral which we will study in
§7.2 below.
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We now turn to the definition of the weight function,

v′R(z) :=
∑

Q∈F(M):
CQ(γs)=R,aQ=aR

v′Q(z),

where for Q ∈ F(M), the function v′Q : G −→ C is defined in [Art81, (6.3)]. It is expressed
in [Art86b, p.200] as

(7.2) v′Q(x) =

∫

aQ

ΓG
Q(X,−HQ(x)) dX

with
ΓG
Q : a× a −→ C

given by

ΓG
Q(X, Y ) :=

∑

Q1∈F(M):
Q⊆Q1

(−1)dimAG
Q1τQ1

Q (XQ)τ̂Q1((X − Y )Q1),

where XQ and (X − Y )Q1 denote the projection of X and X − Y onto aQ and aQ1, respectively.

Here τQ1

Q and τ̂Q1 are characteristic functions of certain cones in aQ and aQ1, respectively, defined
in [Art81, p.11].

For every Q ∈ F(M), the function v′Q is left MQ-invariant and right K-invariant. Hence in

particular, v′R is left M-invariant and right K-invariant for every R ∈ FL2(L1).

Lemma 7.1. For every Q ∈ F(M) and x ∈ G,
∣∣v′Q(x)

∣∣ ≪ (1 + log |x|)dim aQ .

The multiplicative constant depends only on n.

Proof. For every x ∈ G, the function ΓG
Q(X,−HQ(x)) has compact support in X ∈ a by [Art81,

Lem.2.1]. More precisely, as explained in the proof of [Art81, Lem.2.1], X 7→ ΓG
Q(X,−HQ(x)) is

the characteristic function of some compact subset contained in a polytope in a with sides given
by linear forms in HQ(x). Hence by the formula (7.2) for v′Q, there exists some constant c > 0,
depending only on n, such that

(7.3)
∣∣v′Q(x)

∣∣ 6 c(1 + ‖HQ(x)‖)dim aQ .

We then show that ‖HQ(x)‖ 6 log |x| which will conclude the proof of the lemma. As explained in
[Kot05, §12.1], HQ(x) equals the image of H0(x) under the orthogonal projection from a onto aQ so
that ‖HQ(x)‖ 6 ‖H0(x)‖ (in [Kot05, §12.1] the group is assumed to be p-adic, but the arguments
are independent of the field). Recall that X(x) ∈ a is such that x ∈ KeX(x)K. By Kostant’s
convexity theorem [Kos73], H0(k1e

X(x)) lies inside the convex hull in a of the Weyl group orbit
of the point X(x). Since ‖H0(e

X(x))‖ = ‖X(x)‖ = log |x|, the assertion therefore follows from
(7.3). �

Example 7.2. Suppose L1 = L2 ⊆ M and γ = γs is semisimple. The expression for the orbital
integrals then simplifies:

JG
M(γ, f) = |DG(γ)|1/2

∫

L2\G
f(x−1γx)v′M (x) dx

= |DG(γ)|1/2
∫

b+2

∫

U2

∫

K

f(k−1u−1e−HγeHuk)v′M(u)BM2
b2

(H) dk du dH.
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In this case the weight function v′M is usually denoted by vM and equals the volume of a certain
convex set in a, see [Art88b, p.224].

7.2. Unipotent weighted orbital integrals. Let L1 ⊆ MR, and γu ∈ L1 be as in (7.1). Let OL1

be the unipotent conjugacy class in L1 generated by γu. There is a unique unipotent conjugacy
class OMR in MR, induced by the conjugacy class OL1 in L1 ([Art88b, p.255]).

For a general unipotent conjugacy class, there exists [RR72] an invariant measure which can be
constructed with a parabolic associated to a suitable sl2-triple. In our situation, OMR is Richardson,
namely there exists a parabolic subgroup LV ⊆ MR such that OMR is induced by the trivial
unipotent class IdL in L. Conjugating by an element of MR, we can assume that LV ∈ FMR(T ),
and hence that KMRLV = MR. The invariant measure on OMR admits the following expression

∫

OMR

f(x) dx =

∫

KMR

∫

V

f(k−1vk) dv dk, f ∈ C∞
c (MR),

according to [How74, Prop.5] or [LM09, Lem.5.3]. It follows that the unipotent weighted orbital
integrals JMR

L1
(γu, f) can be written as

JMR
L1

(γu, f) = JMR
L1

(OL1 , f) =

∫

KMR

∫

V

f(k−1vk)wMR

OL1
(v) dv dk

for a certain weight function wMR

OL1
: V −→ R, see [Art88b, p.256].

7.3. Absolute convergence. We define a modified integral J̃G
M(γ, f) by setting

J̃G
M(γ, f) := |DG(γs)|1/2

∫

b+2

∫

U2

∫

K

∑

R∈FL2 (L1)

J̃MR
L1

(γu, Φ̃R,eHuk)B
M2

b2
(H) dk du dH,

with

Φ̃R,y(m) := δR(m)1/2
∫

KL2

∫

NR

∣∣f(y−1γsk
−1mnky)

∣∣ ∑

Q∈F(M):
CQ(γs)=R,aQ=aR

∣∣v′Q(ky)
∣∣ dn dk

for y ∈ G, and

J̃MR
L1

(γu,Φ) :=

∫

KMR

∫

V

∣∣Φ(k−1
R vkR)

∣∣ ∣∣wMR

OL1
(v)

∣∣ dv dkR

for Φ ∈ C∞
c (MR). It follows from Arthur’s work [Art88b, §7] that J̃G

M(γ, f) is well-defined and

finite for every f ∈ C∞
c (G) and γ ∈ M . Also J̃G

M(γ, f) only depends on the M-conjugacy class of
γ. Clearly, for every f ∈ C∞

c (G), ∣∣JG
M(γ, f)

∣∣ 6 J̃G
M(γ, f)

so that for our purposes it suffices to study J̃G
M(γ, f).

7.4. The support of the distributions. For a semisimple element σ0 ∈ G, define ∆−(σ0) by:

∆−(σ0) :=
∏

α∈Φ:
α(σ̃)6=1

max
(
1, |1− α(σ̃)|−1

)

where σ̃ ∈ GC is a diagonal matrix conjugate to σ0 in GC. Hence σ̃ is unique up to Weyl group
conjugation and the matrix entries of σ̃ equal the complex eigenvalues of σ0. Note that if σ0 is
contained in a fixed bounded set C ⊂ G, then ∆−(σ0) ≪C |DG(σ0)|−2.

Let UL2 denote the unipotent variety of L2 = CG(σ).
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Lemma 7.3. Let C ⊂ G be a compact set. There exists c > 2 depending only on n and C such
that the following holds. For every H ∈ b+2 , u ∈ U2, and v ∈ UL2 such that u−1e−Hγsve

Hu ∈ C,
we have |(e−Hγsve

H)−1u−1(e−Hγsve
H)u| 6 c, and

‖H‖ 6 c+

√
r2
2
· log(∆−(γs)),

|v| 6 c∆−(γs)
√
2r2 ,

where r2 is determined by L2 as in §5.1.
Proof. Throughout the proof we shall denote by ai > 2 suitable constants depending only on n
and C. Since the elements e−Hγsve

H ∈ M2, (e
−Hγsve

H)−1u−1(e−Hγsve
H)u ∈ U2, and their product

belongs to the compact set C, Lemma 4.6 gives

(7.4) |e−Hγsve
H |, |(e−Hγsve

H)−1u−1(e−Hγsve
H)u| 6 a1,

which proves the first asserted inequality. The first term has Jordan decomposition e−Hγsve
H =

(e−Hγse
H)(e−HveH). Hence by Lemma 4.7 and the previous inequality we get

(7.5) |e−Hγse
H |, |e−HveH | 6 a2.

Conjugating γs by some Weyl group element if necessary, we can assume that

γs = diag(γ1, . . . , γr1, γr1+1, . . . , γr1+r2)

with γ1, . . . , γr1 ∈ R× and γr1+j =
(

αj βj

−βj αj

)
∈ GL2(R) with βj 6= 0. Accordingly,

H = (0, . . . , 0, H1,−H1, . . . , Hr2,−Hr2)

(the first r1 entries are 0). Writing e−Hγse
H = k1e

Xk2, X ∈ a, for the Cartan decomposition, eX

equals (up to permutation of the diagonal entries)

diag(|γ1|, . . . , |γr1|, | det γr1+1|1/2A1, | det γr1+1|1/2A−1
1 , . . . , | det γr1+r2 |1/2Ar2 , | det γr1+r2 |1/2A−1

r2
)

with Aj > 1 satisfying

(7.6) cosh(logA2
j ) =

A2
j + A−2

j

2
= α̃2

j + β̃2
j

e4Hj + e−4Hj

2
= α̃2

j + β̃2
j cosh(4Hj)

with α̃j | det γr1+j |1/2 = αj and β̃j| det γr1+j|1/2 = βj . The first of the inequalities in (7.5) implies
that |log |γj|| 6 log a2 for j = 1, . . . , r1, and

∣∣log | det γr1+j |1/2 ± logAj

∣∣ 6 log a2 for j = 1, . . . , r2.
Hence

log | det γr1+j | 6 2 log a2 and 0 6 logAj 6 2 log a2.

Since | det γs| = 1 we immediately get log | det γr1+j | > −2(n−2) log a2 for every j = 1, . . . , r2, and
log |γj| > −2(n− 1) log a2 for every j = 1, . . . , r1.

Using α̃2
j + β̃2

j = 1, we deduce from (7.6) that

cosh(logA2
j ) = 1 + 2β̃2

j sinh(2Hj)
2,

hence using the previous bounds on Aj and det γr1+j we have

| sinh(2Hj)| 6 a3|βj|−1.

Moreover, there exists ξ ∈ Φ+ with ξ(γ̃s) 6= 1 and

2|βj| = | det γr1+j|1/2|1− ξ(γ̃s)| > a4|1− ξ(γ̃s)|.
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We deduce

| sinh(2Hj)| 6 a5|1− ξ(γ̃s)|−1 6 a5∆
−(γs),

that is, |Hj| 6 a6 +
1
2
log(∆−(γs)). Therefore,

‖H‖2 = 2

r2∑

j=1

H2
j 6

r2
2

(
2a6 + log(∆−(γs))

)2
,

which yields the second estimate. This implies

|v| 6 |eH | · |e−HveH | · |e−H | 6 a7∆
−(γs)

√
2r2 ,

which establishes the third estimate. �

7.5. Weighted orbital integrals for unbounded test functions and non-central γs. We
now study the weighted orbital integrals for certain unbounded test functions. More precisely, let
Fη := f‖X(·)‖−η : G −→ C with η > 0, and f ∈ C∞

c (G). We show that J̃G
M(γ, Fη) is finite if η is

small enough, which then implies that JG
M(γ, Fη) converges absolutely. We further give an upper

bound for J̃G
M(γ, Fη) as γ varies.

For the rest of §7.5 we assume that γs 6∈ Z(G), that is, γs 6= ±1. The case that γs = ±1 will be
treated in §7.6.
Proposition 7.4. Let η ∈ [0, (n− 1)/2). There exists c0 > 0 depending on n and η, such that the
following holds. For every f ∈ C∞

c (G), there exists C(f, η) > 0 such that for every γ = γsγu ∈ M
with γs 6= ±1,

J̃G
M(γ, Fη) 6 C(f, η)∆−(γs)

c0,

where ∆−(γs) is defined in §7.4.
We need a few auxiliary estimates for the proof of this proposition. Recall from §5.2 and §5.4

the semi-standard Levi subgroup M2, and parabolic P2 = M2U2.

Lemma 7.5. Fix c, c1 > 0, and define

(7.7) r(γs) := c + c1 log
(
∆−(γs)

)
.

Let 1
b+2
r(γs)

: b+2 −→ R, resp. 1U2
c : U2 −→ R, be the characteristic function of the set of all H ∈ b+2

with ‖H‖ 6 r(γs), resp. u ∈ U2 with |u| 6 c.
For every η ∈ [0, (n− 1)/2), γs ∈ M with γs 6= ±1, the integral

(7.8)

∫

b+2

∫

U2

1
b+2
r(γs)

(Y )BM2
b2

(Y )1U2
c (u) max

(
L(e−Y γse

Y ),L(u)
)−η

du dY

converges. Moreover, there exists c′ > 1 depending only on c, c1, n, and η (and not on γs), such
that it is bounded from above by c′∆−(γs)

c2, for some constant c2 > 1 depending only on c1, n,
and η.

Proof. Suppose first that U2 is non-trivial, i.e., that M2 6= G. Then (7.8) is bounded by
∫

b+2

1
b+2
r(γs)

(Y )BM2
b2

(Y ) dY

∫

U2

1
U2
c (u) L(u)−η du.

The first integral is obviously bounded by an exponential function in r(γs), which can be chosen
such that it only depends on n.
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For the second integral note that if we write u = In + (uij)i<j, then

L(u) = log

(
1 +

1

n

∑

16i<j6n

u2
ij

)
,

and ∫

U2

1
U2
c (u) L(u)−η du 6 vol(Bd2(1))

∫ √
nc

0

(
log

(
1 + r2/n

))−η
rd2−1 dr

where d2 = dimU2 > n − 1, and vol(Bd2(1)) denotes the volume of the ball Bd2(1) of radius 1
around 0 in Rd. The last integral is finite if η ∈ [0, d2/2). To be more precise, it is bounded by a
constant depending on n, η, and c.

Now if U2 is trivial, i.e., if M2 = G, then γs has to be elliptic. Since | det γs| = 1 but
γs 6∈ Z(G), we have γs = diag(δ, . . . , δ) with δ =

(
α β
−β α

)
, α2 + β2 = 1, β 6= 0. Hence

Y = (Y1,−Y1, . . . , Yn/2,−Yn/2) ∈ b+2 , Y1 > Y2 > . . . > Yn/2 > 0, and

L(e−Y γse
Y ) = log


1 +

4β2

n

n/2∑

i=1

sinh2(2Yi)


 .

Hence (7.8) equals

∫

b+2

1
b+2
r(γs)

(Y )BM2

b2
(Y ) L(e−Y γse

Y )−η dY =

∫

b+2

1
b+2
r(γs)

(Y )

∏
β∈Φ+

b2

| sinh β(Y )|m+
β | coshβ(Y )|m−

β

(log(1 + 4β2

n

∑n/2
i=1 sinh

2(2Yi)))η
dY.

Note that for each i ∈ {1, . . . , n/2} there is βi ∈ Φ+
b2

with βi(Y ) = 2Yi and m+
βi
= 1. Hence for Y

close to 0, the integrand in the last integral is bounded by
∏n/2

i=1 Yi(
Y 2
1 + . . .+ Y 2

n/2

)η

which is integrable in a neighborhood of 0 if η ∈ [0, n/2). The integral (7.8) can therefore be
bounded by an exponential function in r(γs) which can be chosen to depend only on c, c1, n and
η. �

Lemma 7.6. For s > 1 define ΞR
s : MR −→ R>0 by

(7.9) ΞR
s (m) :=

∫

NR

1s(mn) dn,

where 1s : G −→ {0, 1} is the characteristic function of all g ∈ G with |g| 6 s. There exist
constants c, c3 > 0 depending only on n, such that for every R ∈ FL2(L1), s > 1, and unipotent
γu ∈ L1, we have

J̃MR
L1

(γu,Ξ
R
s ) 6 csc3.

Proof. The set FL2(L1) is finite so that it suffices to consider a fixed parabolic R ∈ FL2(L1).

Moreover, J̃MR
L1

(γu, ·) only depends on the L1-conjugacy class of γu of which there are only finitely
many so that it suffices to treat the element γu as fixed. Again, during the proof we denote by
ai > 1 suitable constants depending only on n and the weight function (of which there are of course
only finitely many).
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Let OL1 be the unipotent conjugacy class in L1 generated by γu, and let OMR be the unipotent
class induced from OL1 to MR. Let LV ∈ FMR(T ) be a Richardson parabolic for OMR. Then

J̃MR
L1

(γu,Ξ
R
s ) =

∫

KMR

∫

V

ΞR
s (k

−1vk)
∣∣wMR

OL1
(v)

∣∣ dv dk =

∫

V

ΞR
s (v)

∣∣wMR

OL1
(v)

∣∣ dv.

By construction of the weight function [Art88b, §6], it suffices to bound integrals of the form∫

V

ΞR
s (v) |log |p(v)||k dv

for finitely many integers k > 0 and polynomial functions p : V −→ R. (In [Art88b, §6], the
polynomial p is vector-valued, however the reduction to the scalar case is immediate, see e.g., the
proof of [Art88b, Lem.7.1]).

We may assume without loss of generality that LV equals the intersection of MR with a standard
parabolic subgroup in G. Let v = In + (vij)i<j ∈ V . If ΞR

s (v) 6= 0, then ‖X(v)‖ 6 a1 + a2 log s by
Lemma 4.6. Hence the second inequality of Lemma 4.2 implies that 1 + 1

n

∑
i<j v

2
ij 6 a3s

2. Thus

|vij | 6 a4s for every i < j. Hence for every v ∈ V we have

ΞR
s (v) 6= 0 ⇒ |p(v)| 6 a5s

a6 .

Let Cs ⊂ V be the compact subset of all v = (vij)i<j ∈ V with
∑

i<j v
2
ij 6 na3s

2. Note that for
any m ∈ MR we have ∣∣ΞR

s (m)
∣∣ ≪ vol

(
{x ∈ R | x2 6 s2}dimNR

)
≪ sdimNR.

Hence we are left to estimate ∫

Cs
|log |p(u)||k du.

We identify Cs with the set of all x ∈ RdimV with ‖x‖2 6 na3s
2, where ‖x‖ denotes the usual

euclidean norm. Write x̃ = x/s and let C̃ := {x ∈ RdimV | ‖x‖2 6 na3} which is independent of s.
We can write p(x) = P s(x̃) for some polynomial P s with degP s = deg p whose coefficients depend
on s. More precisely, all coefficients of P s are bounded by an absolute multiple of sdeg p. Hence
there exists c > 0 such that for all x̃ ∈ C̃ we have |P s(x̃)| 6 csdeg p. Applying [Art88a, Lem.7.1]
with ε = sdimV , we find t > 0 such that∫

x∈Cs⊂RdimV

|log |p(x)||k dx = sdimV

∫

x∈C̃
|log |P s(x̃)||k dx̃ ≪n,p s

(t+1) dimV .

(See also the proof of Proposition 7.4 below for a similar estimate). This completes the proof of
the lemma. �

Proof of Proposition 7.4. Let 0 6 η < (n− 1)/2 and Fη = f‖X(·)‖−η. Without loss of generality,
we assume that f(k1gk2) = f(g) for every k1, k2 ∈ K and g ∈ G (in fact we shall only use
f(k−1gk) = f(g)). Recall the definition of J̃G

M(γ, Fη) from the beginning of §7.3, namely J̃G
M(γ, Fη)

is the integral over H ∈ b+2 and u ∈ U2 and the sum over R ∈ FL2(L1) of J̃
MR
L1

(γu, Φ̃R,eHu)B
M2
b2

(H),
where

Φ̃R,eHu(m) = δR(m)1/2
∫

KL2

∫

NR

|Fη(u
−1e−Hγsk

−1mnkeHu)|
∑

Q∈F(M)
CQ(γs)=R,aQ=aR

|v′Q(keHu)| dn dk,

for m ∈ MR.
The integral J̃MR

L1
(γu,Φ) is defined by integrating |Φ| over k−1

R v′kR, for v
′ ∈ V and kR ∈ KMR,

hence is supported on UMR. We may therefore assume that m ∈ UMR. Then the element v =
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k−1mnk belongs to UL2 . We may also assume that u−1e−Hγsve
Hu belongs to the support of f . We

then deduce from Lemma 7.3 the following three estimates: ‖H‖ 6 r(γs), where r(γs) is defined
by (7.7) with suitable c > 1 depending on the support of f and c1 =

√
r2
2
, also |v| 6 s, where

s = c∆−(γs)
√
2r2 , and finally

(7.10) |m−1
1 u−1m1u| 6 c,

where m1 = e−Hγsve
H ∈ M2. Overall we obtain a bound

Φ̃R,eHu(m) 6 1
b+2
r(γs)

(H)

∫

KL2

∫

NR

1s(mn)1U2
c (m−1

1 u−1m1u)‖X(u−1m1u)‖−η

∑

Q∈F(M)
CQ(γs)=R,aQ=aR

|v′Q(keHu)| dn dk.

We next prove that |u| is bounded by some power of ∆−(γs). Lemma 7.1 implies that the weight
function |v′Q(keHu)| is bounded above by a constant times (1+‖H‖+log |u|)n, which will therefore

be bounded by some power of log∆−(γs). Since ‖H‖ 6 r(γs), it suffices to bound u1 = eHue−H

by some power of ∆−(γs). Conjugating conjugating further (7.10) by eH , we have

|(γsv)−1u−1
1 (γsv)u1| 6 c∆−(γs)

c4 .

Furthermore, in bounding u1, it suffices to work in the complexified GC. After conjugation by some
element in M2,C of size bounded by a polynomial in ∆−(γs), we can assume γsv is of the form tv1
with t diagonal with centralizer in GC contained in M2,C, having the eigenvalues of γs as diagonal
entries, and v1 ∈ M2,C ∩U0,C. We denote the conjugated u1 by u2 which is an element in U2,C, and
we obtain that |(tv1)−1u−1

2 (tv1)u2| is bounded by a power of ∆−(γs). Since |v| 6 s, we have that
|v1| is bounded by a power of ∆−(γs). Let Φ+ denote the set of positive roots corresponding to
(T0,C, U0,C). We have a strict partial order on Φ+ given by β ≺ α if and only if α equals the sum
of β and other positive roots. For each α ∈ Φ+, we write uα ∈ C for the value of the matrix entry
of u2 at α (since GC = GLn(C)

1 we make α correspond to matrix entries), which we refer to as
the α-coordinate of u2.

We now prove, inductively on α in this partial order, that uα is bounded by some power of
∆−(γs) = ∆−(t). Write v1 = Id+X1 with Id the n×n-identity matrix and X1 a nilpotent matrix.
Similarly, write v−1

1 = Id+X2. The matrix entries of both X1 and X2 are bounded by a power of
∆−(t). Then

(7.11) − t−1u−1
2 tu2 = (tv1)

−1u−1
2 (tv1)u2 +X2t

−1u−1
2 tu2 + t−1u−1

2 tX1u2 +X2t
−1u−1

2 tX1u2.

For each α ∈ Φ+, the α-coordinate of t−1u−1
2 tu2 equals the sum of (1− α(t))uα and a polynomial

in β(t)uβ, uβ with β ≺ α. On the RHS, the α-coordinate of (tv1)
−1u−1

2 (tv1)u2 is bounded by a
power of ∆−(t), and the α-coordinates of the remaining terms are polynomials in β(t)uβ and uβ

with β ≺ α, and suitable matrix entries of X1 and X2. Hence (7.11) implies that (1 − α(t))uα is
equal to a polynomial in β(t)uβ, uβ with β ≺ α with coefficients bounded by a power of ∆−(t). It
thus follows inductively that all uα for α ∈ Φ+ are bounded by some power of ∆−(t).

We next consider
∫
U2

Φ̃R,eHu(m)du. We deduce from the previous inequality that J̃G
M(γ, Fη) is

bounded above by the integral over H ∈ b+2 and the sum over R ∈ FL2(L1) of the product of

J̃MR
L1

(γu, Ψ̃R,eH )1
b+2
r(γs)

(H)BM2
b2

(H), where

Ψ̃R,eH (m) :=

∫

KL2

∫

NR

1s(mn)

∫

U2

1
U2
c (m−1

1 u−1m1u)‖X(u−1m1u)‖−η du dn dk.



37

Note that we have switched the order of integration, which is justified because the integrand is
non-negative.

The same argument based on (7.11) also implies that the inverse of the Jacobian determinant
of the diffeomorphism u2 7→ (tv1)

−1u−1
2 (tv1)u2 from U2,C onto itself is bounded above by ∆−(t).

Hence the inverse of the Jacobian determinant of the diffeomorphism u 7→ m−1
1 u−1m1u from U2

onto itself is bounded above by a power of ∆−(t) = ∆−(γs).
We want to replace ‖X(·)‖−η by a suitable power of L(·) in the above integral. We have

m1 = e−Hγsve
H ∈ M2, hence by Lemmas 4.2 and 4.3, we find

2‖X(u−1m1u)‖ > L(u−1m1u) > max
(
L(m1),L(Id+m1(m

−1
1 u−1m1u− Id))

)
,

since m−1
1 u−1m1u ∈ U2. Using Lemma 4.3 again, we have L(m1) > L(e−Hγse

H), since m1 =
e−Hγse

He−HveH .
The matrix entries of both m1 and m−1

1 are bounded by ∆−(γs)
c5 for some c5 > 0. The map

u 7→ Id+m1(m
−1
1 u−1m1u − Id) is a diffeomorphism from U2 onto U2, since it is the composition

of the diffeomorphism u 7→ m−1
1 u−1m1u and the diffeomorphism u 7→ Id+m1(u − Id), and we

make this change of variable. The inverse of the Jacobian determinant is bounded by ∆−(γs)
c6 for

some c6 > 0, since it is the inverse product of the Jacobian determinants of u 7→ m−1
1 u−1m1u and

u 7→ Id+m1(u− Id). This yields

Ψ̃R,eH (m) 6 ∆−(γs)
c6

∫

KL2

∫

U2

∫

NR

1s(mn)1U2
c (Id+m−1

1 (u− Id))max
(
L(e−Hγse

H),L(u)
)−η

dn du dk

6 ∆−(γs)
c6 · ΞR

s (m)

∫

U2

1
U2

c∆−(γs)c5
(u)max

(
L(e−Hγse

H),L(u)
)−η

du,

where ΞR
s is as in (7.9).

We conclude that J̃G
M(γ, Fη) is bounded above by

∆−(γs)
c6

∑

R∈FL2 (L1)

J̃MR
L1

(γu,Ξ
R
s )

times ∫

b+2

∫

U2

1
b+2
r(γs)

(H)BM2
b2

(H)1U2

c∆−(γs)c5
(u) max

(
L(e−Hγse

H),L(u)
)−η

du dH.

These two terms are bounded above by Lemmas 7.6 and 7.5, respectively, which concludes the
proof of Proposition 7.4. �

7.6. Weighted orbital integrals for unbounded test functions and central γs. We now
turn to the remaining case that γs ∈ {±1}, and take Fη = f‖X(·)‖−η as before.

Proposition 7.7. There exists η > 0 such that for every M , and γu ∈ M , with (M, γu) 6= (G, 1),

and every f ∈ C∞
c (G), the integral J̃G

M(γu, Fη) is finite.

Proof. Let OM be the unipotent conjugacy class generated by γu, and let OG be the class induced
from OM to G. Let LV be a Richardson parabolic for OG. We can assume that LV is a standard
parabolic subgroup of G. Without loss of generality we can assume that f is K-conjugation
invariant. Then we can write

J̃G
M(γu, Fη) =

∫

V

|f(v)|‖X(v)‖−η
∣∣wG

OM (v)
∣∣ dv.
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By construction of the weight function (see [Art88b, §5 and §7]) it suffices to consider finitely many
integrals of the form ∫

V

1(v)‖X(v)‖−η |log |p(v)||k dv,

where p : V −→ R is a polynomial function, k > 0 a non-negative integer, and 1 : G −→ {0, 1} is
the characteristic function of a compact subset C in G (depending on the support of f).

Suppose first that p does not have a constant term. For ε > 0 sufficiently small let Γ(ε) = {v ∈
V ∩ C | |p(v)| < ε}, and consider the dyadic decomposition

Γ(m, ε) = Γ(2−mε)− Γ(2−(m+1)ε), m ∈ Z>0.

By Lemma 7.8 below we can find a constant c > 0 such that if v ∈ V ∩ C is such that if ‖X(v)‖ <
cε2, then v ∈ Γ(ε). In particular, ‖X(v)‖−η and |log |p(v)|| are both bounded away from 0 on
(V ∩C)\Γ(ε). Since vol(V ∩C) < ∞, the part of the above integral over (V ∩C)\Γ(ε) is finite. For
the part of the integral corresponding to Γ(ε) we follow [Art88b, pp.259–261] and get

∫

Γ(ε)

‖X(v)‖−η| log |p(v)||k dv =
∑

m>0

∫

Γ(m,ε)

‖X(v)‖−η| log |p(v)||k dv

≪C
∑

m>0

∫

Γ(m,ε)

(2−mε)−2η| log(2−(m+1)ε)|k dv

6
∑

m>0

vol(Γ(m, ε))(2−mε)−2η| log(2−(m+1)ε)|k,

where the first inequality follows from Lemma 7.8 below. Now by [Art88b, Lem.7.1], there exist
constants B, t > 0 such that vol(Γ(ε)) 6 Bεt for every ε < 1. Hence

∫

Γ(ε)

‖X(v)‖−η| log |p(v)||k dv 6 a1ε
t−2η

∑

m>0

2m(2η−t)((m+ 1) log 2 + log ε−1)k,

and this last sum is finite if η < t/2. Hence the assertion follows for p without a constant term.
If p has a constant term, and if ε is sufficiently small, then ‖X(v)‖ 6 ε implies that c1 6 |p(v)| 6

c2 for some constants c1, c2 depending on p and ε. Define Γ′(ε) = {v ∈ V ∩ C | ‖X(v)‖ < ε}, and
define Γ′(m, ε) for m ∈ Z>0 similarly as before. Then, proceeding as above

∫

Γ′(ε)

‖X(v)‖−η| log |p(v)||k dv =
∑

m>0

∫

Γ′(m,ε)

‖X(v)‖−η| log |p(v)||k dv

≪C,p,k
∑

m>0

∫

Γ′(m,ε)

(2−m+1ε)−η dv

6
∑

m>0

vol(Γ′(m, ε))(2−m+1ε)−η.

Using the bound vol(Γ′(ε)) 6 B′εt
′

for some B′, t′ > 0 as before, this sum again converges if we
choose η < t′. Further let Γ(ε) = {v ∈ V ∩ C | |p(v)| < ε}. The part of the integral corresponding
to Γ(ε) is bounded similarly as before. On (V ∩ C)\(Γ(ε) ∪ Γ′(ε)) the functions ‖X(·)‖−η and
| log |p(v)|| are bounded away from 0 so that also the integral over (V ∩C)\(Γ(ε)∪Γ′(ε)) converges.
This finishes the assertion for the case that p has a constant term. �
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Lemma 7.8. Let V be the unipotent radical of a semi-standard parabolic subgroup of G, and p :
V −→ R a polynomial function without constant term. Then there exists a constant a = a(p) > 0
such that for every v ∈ V and every 0 6 ε 6 1, we have

‖X(v)‖ 6 ε =⇒ |p(v)| 6 aε1/2.

Proof. Without loss of generality we can assume that V is the unipotent radical of a standard
parabolic subgroup. Let v = In + (vij)i<j ∈ V . By Lemma 4.2, we have

log(1 +
1

n

∑

i<j

v2ij) = L(v) 6 2‖X(v)‖ 6 2ε 6 log(1 + 7ε).

Hence v2ij 6 7nε for every 1 6 i < j 6 n, and the assertion follows. �

8. Spherical functions and archimedean test functions

The purpose of this section is first to define a certain family of test functions which will be used
in Part 2 of this paper, and secondly, to prove an upper bound for the weighted orbital integrals
J̃G
M(γ, ·) over these test functions in Proposition 8.5. The key step is a new uniform bound for

spherical functions in Proposition 8.2.

8.1. Wave packets and a family of test functions. We want to study cuspidal automorphic
representations which have trivial O(n)-type, that is, which have a O(n)-fixed vector, or, if n
is even, which have O(n)-type χ−. To isolate such representations in the Arthur-Selberg trace
formula we need to use test functions of a specific type. More precisely, to isolate representations
of trivial O(n)-type, the archimedean part of the test function has to be bi-O(n)-invariant. Such
functions can be described by the spherical Paley-Wiener theorem, see [Gan71, Cor.3.7]. To isolate
representations of O(n)-type χ−, we essentially multiply the aforementioned test functions by χ−.

Let λ ∈ a∗C. The zonal spherical function φλ : G −→ C of spectral parameter λ can be defined
by

(8.1) φλ(g) =

∫

K

e〈λ+ρ,H0(kg)〉 dk,

where ρ is the half sum of all positive roots Φ+, and we recall that K = O(n) and K◦ = SO(n).
The two families of test functions fµ

±, µ ∈ ia∗, are built from the zonal spherical functions by
applying the inverse spherical transform to an arbitrary fixed function h ∈ C∞

c (a)W :

(8.2) fµ
+(g) =

1

|W |

∫

ia∗
ĥ(λ− µ)φλ(g)

∣∣∣∣
c(ρ)

c(λ)

∣∣∣∣
2

dλ,

where c(λ) denotes the Harish-Chandra c-function which in our case is given by

(8.3) c(λ) = π|Φ+|/2
∏

α∈Φ+

Γ(α(λ)/2)

Γ((α(λ) + 1)/2)
.

We then put fµ
−(g) = χ−(k)f

µ
+(p) where g = pk is the Iwasawa decomposition with det p > 0.

Note that fµ
− = fµ

+ if n is odd. Although the functions fµ
± depend on h, we suppress h from the

notation since we shall fix one particular h. All multiplicative constants occurring in the sequel
will depend on this choice.

The function fµ
± satisfies the following properties (see [Gan71], [Hel, Ch. IV, §7]):

• fµ
± ∈ C∞

c (G); more precisely, if h is supported in the ball {X ∈ a | ‖X‖ 6 R} for some
R > 0, then fµ

± is supported in the compact set of all g ∈ G with ‖X(g)‖ 6 R;
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• fµ
+ is bi-K-invariant;

• fµ
− is bi-K◦-invariant and satisfies fµ

−(k1gk2) = χ−(k1k2)f
µ(g) for all g ∈ G and k1, k2 ∈ K.

Note further that J̃G
M(γ, fµ

−) = J̃G
M(γ, fµ

+).

8.2. An upper bound for the spherical functions. Our strategy to bound the orbital integrals
J̃G
M(γ, fµ

±) below is to unfold the integrals defining J̃G
M(γ, ·) and fµ

±. We then need a good upper
bound on the spherical function φλ at certain points determined by the support of the functional
J̃G
M(γ, ·) and the support of fµ

±.
Let U(k) be the universal enveloping algebra of the Lie algebra k of K. Any D ∈ U(k), induces

a right differential operator on smooth functions on K; in particular we can form H0(kg;D) ∈ a,
that is, H0(kg;D) denotes the value at k of the function we obtain by applying D to the function
k 7→ H0(kg). Let F

• be the filtration by degree on U(k) and let U0(k) be the subspace of operators
without constant term in the splitting U(k) = R⊕ U0(k).

Lemma 8.1. For any k ∈ K and g 6∈ K, the linear map F 2U0(k) → a induced by D 7→ H0(kg;D)
is surjective.

Proof. This follows from the explicit formula of H0(kg;D) in [DKV83, Lem.5.1], and the de-
termination of the Hessian at a critical point [DKV83, Cor.6.4]. In fact a stronger statement
holds [DKV83, Lem.5.9], namely that for any λ ∈ a∗, the function k 7→ 〈λ,H0(ak)〉 has clean
critical set in the sense of Bott, i.e., the Hessian is non-degenerate transversely to the critical
manifold. �

We establish the following uniform pointwise bound for the zonal spherical function.

Proposition 8.2. Let C ⊂ G be a compact subset and A > 0. Then

(8.4) |φλ(g)| ≪A,C (1 + ‖Imλ‖‖X(g)‖)− 1
2

for all g ∈ C and λ ∈ a∗C with |Reλ| 6 A.

We shall only need this proposition for λ ∈ ia∗, i.e., for Reλ = 0. In that case, |φλ(g)| 6 1 for
all g ∈ G with equality obtained for g ∈ K. So the result is qualitatively sharp in the sense that
the upper-bound is uniformly non-trivial as soon as X(g) is away from zero.

Proof. We deduce from Lemma 8.1 that uniformly for all λ ∈ a∗C, k ∈ K and g ∈ C,
max

16degD62
|〈λ,H0(kg;D)〉| ≫C ‖λ‖‖X(g)‖,

where we have fixed a basis of k and D ranges over monomials in this basis of degree 1 and 2.
Indeed the uniformity in λ follows by compactness, while the uniformity in X(g) follows from the
calculation of H0(kg;D) in [DKV83, (6.4)] which involves only sinh(adX(g)).

We are in position to apply a multidimensional van der Corput estimate [Ste93, §VIII.2.2] to
the integral (8.1) and conclude the proof of the proposition. �

Our method of proof should be applicable to other situations where the critical set can be more
complicated, for example when combined with [CCW99] which achieve multidimensional van der
Corput estimates with the best uniformity. Indeed in such situation one can establish a soft bound
by studying higher derivatives in F kU0(k) in Lemma 8.1 and obtain a bound with a power saving
estimate that depends on k and the dimension.
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8.3. Comparision with previous results. If at least one of the parameters X(g) or λ is
uniformly bounded away from the singular set, we can do better as follows. For w ∈ W , let
Σ+

w(C) = {α ∈ Φ+ | ∀g ∈ C : (wα)(X(g)) 6= 0}. Then by [DKV83, Cor.11.2]

(8.5) |φλ(g)| ≪C
∑

w∈W

∏

α∈Σ+
w(C)

(1 + |B(α, λ)|)− 1
2
m(α)

for all λ ∈ ia∗ and all g ∈ C. Here B is the Killing form, and m(α) denotes the multiplicity of
α (which is 1 for any α if G = GLn(R)

1). However, this is not strong enough for us, as we need
to consider compact sets C containing a neighborhood of the identity. If C intersects K, then
Σ+

w(C) = ∅ for any w so that (8.5) only recovers the trivial bound.
It follows from the asymptotic expansion in [DKV83, Thm.9.1 and §11] that the exponents in

(8.5) are sharp if C is a compact subset of G such that the X(g), g ∈ C, are equisingular. This
implies that the exponent 1/2 in (8.4) is optimal in this degree of uniformity, which can be seen as
follows. Fix any simple root α1 ∈ Φ+ of G = GLn(R)

1. Let ̟1 be the corresponding fundamental
weight so that α1(̟

∨
1 ) = 1. Suppose that λ 6= 0 varies in iR̟1. Then, for α ∈ Φ, B(α, λ) 6= 0

only if α(̟∨
1 ) = ±1, that is, if α1 ≺ α or α1 ≺ −α where ≺ denotes the usual ordering on the

root lattice. Suppose C is a compact subset of the set of g ∈ G with X(g) ∈ R>0̟1. Let w1 ∈ W
be the simple reflection associated to α1. The only root in the set Σ+

w1
(C) which does not vanish

identically on λ ∈ iR̟1 is α1. Hence the summand in (8.5) corresponding to w = w1 equals the
single factor

(1 + |B(α1, λ)|)−
1
2
m(α1) .

More precisely, the asymptotic expansion in [DKV83, Thm.9.1] implies that there is a non-zero
function a : C −→ C such that

φλ(g) = a(g)‖λ‖− 1
2
m(α1) +OC

(
‖λ‖− 1

2
m(α1)−1

)

for λ ∈ iR>0̟1. This limits the decay of φλ(g) to the rate specified in (8.4).
If B ⊂ ia∗ is a compact set bounded away from the singular set, then Marshall [Mar16, Thm.2]

showed that

|φtλ(g)| ≪B,C
∏

α∈Φ+

(1 + t|〈α,X(g)〉|)− 1
2
m(α)

for all λ ∈ B, t > 1, and g ∈ C. This however does not yield a good upper bound for fµ
± because

the constraint λ ∈ B prevent us from performing the integration in the definition of fµ
±.

If G is a complex group, then there is an exact formula for the zonal spherical function, see
e.g. [CN01, (2.2)]. It can be expressed in terms of basic functions, since then the hypergeometric
functions appearing can be given in a closed form. For any regular λ ∈ a∗C and X(g) ∈ a,

(8.6) φλ(g) = 2|Φ
+|

∏

α∈Φ+

B(α, ρ)

B(α, λ)
sinh(〈α,X(g)〉)−1

∑

w∈W
sgn(w)e〈wλ,X(g)〉.

This formula allows for the following estimate by treating the sum over w ∈ W trivially. If
we combine the formula with the spherical Plancherel density |cC(λ)cC(ρ)−1|−2

for GLn(C), one
obtains the upper bound that for every g in a compact set C ⊂ G and every λ ∈ ia∗ is given by

(8.7) |φλ(g)| |cC(λ)|−2 ≪C (1 + ‖λ‖)dC−r−(n−1)
∏

α∈Φ+: 〈α,X(g)〉6=0

|〈α,X(g)〉|−1.
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In comparison, one obtains, using the estimate from Proposition 8.2 that for every g in a compact
set C ⊂ G, and every λ ∈ ia∗,

|φλ(g)| |c(λ)|−2 ≪C (1 + ‖λ‖)d−r− 1
2‖X(g)‖− 1

2 .

Thus the estimate (8.6) has a better exponent in λ. However, it is not sufficient for our purpose,
because 〈α,X(g)〉 can become arbitrary small for some α ∈ Φ+, which is an obstacle in estimating
fµ
±(g) and JG

M(γ, fµ
±).

As mentioned in the introduction, Blomer-Pohl [BP16] have obtained the same estimate as
Proposition 8.2, and their proof differs slightly from ours although it builds on the same idea of
applying a multidimensional van der Corput estimate. Finally we refer to [AJ99] for other known
properties of zonal spherical functions.

8.4. An upper bound for JG
M(γ, fµ

±). We will combine the upper bound for the spherical function

in Proposition 8.2, with the results from the previous Section 7 on J̃G
M tested against functions of

the form f̃‖X(·)‖−η, f̃ ∈ C∞
c (G).

We first bound |fµ
±| pointwise. The trivial bound is that for all g ∈ G and all µ ∈ ia∗ one has

(8.8) |fµ
±(g)| ≪n,h (1 + ‖µ‖)d−r.

This follows immediately from the trivial bound |φλ(g)| 6 1 which holds for all g ∈ G and λ ∈ ia∗,
and by the definition of fµ

± in (8.2). We deduce from Proposition 8.2 the following upper-bound
on fµ

±, which improves on the trivial bound provided that g is bounded away from K.

Corollary 8.3. There exists a smooth and compactly supported function f̃ : G → R>0 depending
only on n and h such that

(8.9) |fµ
±(g)| 6 (1 + ‖µ‖)d−r− 1

2 f̃(g)‖X(g)‖− 1
2

for every g ∈ G−K and every µ ∈ ia∗.

Proof. We need a bound for the Harish-Chandra c-function:

(8.10) |c(λ)|−2 ≪n (1 + ‖λ‖)d−r

for all λ ∈ ia∗. This follows from (8.3). The corollary follows by combining (8.10) and (8.4). �

Combining this with Lemma 6.2 we can also bound the parabolic descent of fµ
±:

Corollary 8.4. Assume n > 3. Let Q = LV ( G be a proper semi-standard parabolic subgroup.
Then there exists a compactly supported smooth function f̃ : L −→ R>0 depending only on h and
Q, such that for every µ ∈ ia∗ we have

∣∣(fµ
±)

(Q)(g)
∣∣ 6 (|fµ

±|)(Q)(g) 6 (1 + ‖µ‖)d−r− 1
2 f̃(g),

for every g ∈ L.

Our main result in this section is then the following.

Proposition 8.5. Assume n > 3. There exist c1 > 0 depending only on n and c > 0 depending
only on n and h, such that the following holds.

(i) For every M ∈ L, γ ∈ M such that γs 6= ±1, and µ ∈ ia∗ we have

J̃G
M(γ, fµ

±) 6 c∆−(γs)
c1(1 + ‖µ‖)d−r− 1

2 .

In particular, this inequality also holds if we replace the left hand side by |JG
M(γ, fµ

±)|.
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(ii) For every M ∈ L, γ ∈ M , µ ∈ ia∗, and every proper semi-standard parabolic subgroup
Q = LV ( G with M ⊆ L, we have

J̃L
M(γ, (fµ

±)
(Q)) 6 c∆−(γs)

c1(1 + ‖µ‖)d−r− 1
2 .

Again, the left hand side can be replaced by |J̃L
M(γ, (fµ

±)
(Q))|.

Proof. To prove assertion (i), we first note that by Corollary 8.3 we have

J̃G
M(γ, fµ

±) 6 (1 + ‖µ‖)d−r− 1
2 J̃G

M(γ, f̃‖X(·)‖− 1
2 ),

because the intersection of the support of the functional J̃G
M(γ, ·) with K has measure 0 as long as

(M, γs) 6= (G,±1). Hence applying Proposition 7.4 finishes the proof of (i).
Assertion (ii) follows from Corollary 8.4 and Proposition 7.4. �

Example 8.6. Let M = G and γ be a split regular semisimple element. Without loss of generality,
we may assume that γ ∈ T0. Then for any bi-K-invariant function f ,

JG
G (γ, f) = |DG(γ)|1/2

∫

U0

f(u−1γu) du.

Changing variables from u to v := γ−1u−1γu we need to multiply the integral by the Jacobian
|DG(γ)|−1/2δ0(γ)

1/2 so that we obtain

JG
G (γ, f) = δ0(γ)

1/2

∫

U0

f(γv) dv = f (P0)(γ),

compare with Example 6.4. Specializing to f = fµ
±, this is the inverse transform to (8.2), that is

JG
G (γ, f

µ
+) = h(H0(γ))e

〈µ,H0(γ)〉

and

JG
G (γ, f

µ
−) = sgn(det γ)h(H0(γ))e

〈µ,H0(γ)〉.

Hence |JG
G (γ, f

µ
±)| 6 ||h||∞, for every µ ∈ ia∗, and every split regular semisimple element γ.

8.5. Unipotent weighted orbital integrals. We establish now the estimates for unipotent
weighted orbital integrals as well.

Proposition 8.7. Let M ∈ L and let γ ∈ M be unipotent such that (M, γ) 6= (G,±1). Then we
have the following:

(i) There exists δ > 0 depending only on n, such that
∣∣JG

M(γ, fµ
±)
∣∣ ≪ (1 + ‖µ‖)d−r−δ.

(ii) For every t > 2 we have
∣∣∣∣
∫

tΩ

JG
M(γ, fµ

±) dµ

∣∣∣∣ ≪ td−1(log t)max(3,n).

Proof. The proof of assertion (i) is the same as for Proposition 8.5 but we have to use Proposi-
tion 7.7 instead of Proposition 7.4. Assertion (ii) is [LM09, §5]. �
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Part 2. Global theory: Weyl’s law and equidistribution

This Part 2 of the paper is about proving global results, namely Theorem 1.1. This will be done
by using the Arthur-Selberg trace formula for GL(n)/Q. The left-hand side and right-hand side of
the asymptotic of Theorem 1.1 will be identified as the main terms on the spectral and geometric
side of the trace formula, respectively. We take the approach of studying the geometric side of
the trace formula by reducing it to local problems. This involves using Arthur’s fine geometric
expansion, Arthur’s splitting formula for weighted orbital integrals, a careful study of the properties
of the equivalence classes o that contribute non-trivially, and a uniform description of the measures
on centralizers that appear locally and globally on the geometric side of the trace formula. For
these purposes, we build up in Section 10 some core material on centralizer subgroups which are not
easily accessible in the literature. In Section 11 we carefully summarize Arthur’s results, adding to
them some quantitative analysis, we recall the bound of the first-named author [Mat15] on Arthur’s
global coefficients, and we formulate our main estimate as Theorem 11.16. Then Section 12 finishes
the proof, namely it establishes a uniform upper-bound for non-archimedean orbital integrals. The
method of proof originates from the work of Shin and the second-named author [ST16]. However
we rework the whole argument in depth, first because we are treating the more delicate weighted
orbital integrals, and second because we take the opportunity correct an inaccuracy. Finally,
Section 13 handles the spectral side similarly as in the work of Lapid–Müller [LM09].

The writing of the present paper happened simultaneously with revisions of [Mat17], hence there
is some overlap in content with this Part 2. After the publication of [Mat17], some improvements
have been incorporated in the present paper. On the whole, we provide a streamlined treatment
which can be read largely independently of [LM09,ST16,Mat17].

Notation. From now on G denotes the group GL(n) as an algebraic group over Q. Thus our
notation differs slightly from the notation of Part 1, where we worked with the group G(R)1.
Further T0 denotes the torus of diagonal matrices in G, and P0 the minimal parabolic subgroup
in G of upper triangular matrices both considered as Q-algebraic groups. Similarly as before, but
now in the category of Q-algebraic groups, we define the notions of (semi-) standard parabolic and
semi-standard Levi subgroups, and also define the sets L(M), F(M), and P(M).

If v is a place of Q, we denote by | · |v the normalized absolute value on Qv. Let A be the adeles
of Q, and let | · |A denote the adelic absolute value on A× which is the product of the | · |v. Then
G(A)1 denotes the set of all g ∈ G(A) with | det g|A = 1.

9. Setup for the Arthur-Selberg trace formula for GL(n)

9.1. Maximal compact subgroups and measures. If p is a finite prime, we take Kp = G(Zp)
as the maximal compact subgroup of G(Qp), and normalize the Haar measure dk on Kp such that
vol(Kp) = 1. Similarly, we normalize the Haar measures on Qp and Q×

p such that vol(Zp) = 1 =
vol(Z×

p ). We can identify T0(Qp) with (Q×
p )

n via the usual coordinates which then defines a Haar
measure on T0(Qp). Similarly, if U is the unipotent radical of a semi-standard parabolic subgroup,
we identify U(Qp) with QdimU

p via the usual coordinates which then again defines a Haar measure
on U(Qp). From the integration formula

∫

G(Qp)

f(g) dg =

∫

Kp

∫

T0(Qp)

∫

U0(Qp)

f(tuk) du dt dk, f ∈ L1(G(Qp)),

we obtain a Haar measure on G(Qp). The analogue of this integration formula also defines Haar
measures on M(Qp) for any M ∈ L(T0).
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At the archimedean place we use the same maximal compact subgroup and the same measures
as in Part 1. Globally we take the product measures. On G(A)1 we define a Haar measure via the
exact sequence

1 −→ G(A)1 −→ G(A) −→ R>0 −→ 1,

where the map G(A) −→ R>0 is given by g 7→ | det g|A.

9.2. Test functions at the non-archimedean places. We are going to use elements of the
spherical Hecke algebra Hp := C∞

c (G(Qp)//Kp) as our test function at p. For a tuple ξ =
(ξ1, . . . , ξn) ∈ Zn we denote by pξ the diagonal matrix diag(pξ1 , . . . , pξn), and define

τp,ξ : G(Qp) −→ {0, 1}
as the characteristic function of the double cosetKpp

ξKp. As a convolution algebra, Hp is generated
by the functions τp,ξ with ξ running over all ξ ∈ Zn with ξ1 > . . . > ξn.

9.3. Family of global test functions. We construct our family of global test functions as follows:
Recall from §8.1 the family of test functions fµ

± ∈ C∞
c (G(R)1), indexed by µ ∈ ia∗. We extend fµ

±
to a function in C∞(G(R)), invariant under the subgroup AG ≃ R>0 of scalar diagonal matrices
with positive entries. Each fµ

± is compactly supported modulo center and the support does not
change as µ varies. We then take the global test function

F µ
± := (fµ

± · τ)|G(A)1 ∈ C∞
c (G(A)1)

with τ ∈ C∞
c (G(Af)) a bi-Kf -invariant compactly supported function. We will consider factoriz-

able τ =
∏

p<∞ τp with each τp running over a set of generators of the spherical Hecke algebra at

p. More precisely, for each p, we are given a tuple of integers ξp = (ξp1 , . . . , ξ
p
n) with ξp1 > . . . > ξpn

such that ξp = 0 for all but finitely many p. We then take τp = τp,ξp. Since F±
µ is obtained by

restriction to G(A)1 and fµ
± is invariant under AG = R>0, we can assume without loss of generality

that ξpn = 0 for all p.
This choice of test function is tailored to prove Theorem 1.1. Only unramified spherical (re-

spectively, of K∞-type χ−) representations with infinitesimal character close to µ will contribute
to the cuspidal part of the trace formula if we use the test function F µ

+ (respectively, F µ
−).

9.4. The trace formula. Arthur’s trace formula [Art78, (4)] is an identity of distributions

Jspec(f) = Jgeom(f)

of the geometric and spectral side valid for test functions f ∈ C∞
c (G(A)1). In Section 11 we

provide a detailed analysis of the geometric side. The strategy then is to consider the integrated
trace formula ∫

tΩ

Jspec(F
µ
±) dµ =

∫

tΩ

Jgeom(F
µ
±) dµ.

We shall identify the main terms as t → ∞ on both sides as the main terms occurring in Theo-
rem 1.1, and estimate the remainder terms with a power saving in t and a polynomial control in
the Hecke operator τ .

10. Centralizers of semisimple elements

The purpose of this section is to describe the centralizers of semisimple elements in G(Q) in
a uniform way. This will allow us to formulate uniform estimates for orbital integrals in the
subsequent sections.
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10.1. Conjugacy classes and splitting fields. Let F be a field. Let E = (Ei, mi)i∈I be a tuple
consisting of finite field extensions Ei of F , and integers mi > 1, indexed by a finite set I. We
call n(E) := ∑

i∈I mi[Ei : F ] the dimension of E . For an integer n > 1, we let Rn
F be the set of all

such tuples E of dimension n = n(E), up to isomorphism. Namely, we identify E = (Ei, mi)i∈I and

E ′ = (E ′
i, m

′
i)i∈I′ if there exists a bijection π : I

∼→ I ′ such that m′
π(i) = mi and E ′

π(i) is isomorphic
to Ei for every i ∈ I.

We associate the following reductive group over F , using the functor of restriction of scalars

ME :=
∏

i∈I
ResEi/F GLmi

.

Choosing an F -linear basis of Ei, we can define an F -embedding of ResEi/F GLmi
into GLdimi

,
where di = [Ei : F ]. Fixing an ordering I = {1, . . . , r}, we construct an F -embedding of ME into
G = GLn by embedding GLd1m1 × . . . × GLdrmr diagonally. The F -algebraic group ME depends
only on E up to isomorphism, and furthermore the embedding ME →֒ G is independent of the
choice of linear bases, up to conjugation by G(F ). In particular, the subgroup

ME(F ) = GLm1(E1)×GLm2(E2)× . . .×GLmr(Er) ⊆ G(F ),

is well-defined up to G(F )-conjugation, which is a variant of the Skolem–Noether theorem.
Let σ ∈ G(F ) be semisimple. The characteristic polynomial decomposes as a product

Pσ(X) =

r∏

i=1

Pi(X)mi ,

where Pi are monic irreducible and pairwise distinct, and mi > 1. Put Ei := F [X ]/(Pi(X)). We
obtain a map

(10.1) E : {semisimple conjugacy classes in G(F )} −→ Rn
F

associating with the G(F )-conjugacy class {σ} the tuple E(σ) := (Ei, mi)i∈{1,...,r}.

Lemma 10.1. Let σ ∈ G(F ) be semisimple. The centralizer CG(σ) is connected and reductive.
The G(F )-conjugacy class of σ is determined by Pσ, and we have an isomorphism

ME(σ)
∼→ CG(σ) ⊆ G.

Proof. The centralizer CG(σ) is the open subset, defined by non-vanishing of the determinant, of
the set of the F -vector space consisting of matrices g ∈ Mn(F ) that commute with σ, i.e., that
satisfy the linear equation gσ = σg. This implies that CG(σ) is connected.

Up to G(F )-conjugacy, σ can be written in block diagonal form diag(σ1, . . . , σr) with σi elliptic
elements in GLdimi

(F ) with distinct minimal polynomials Pi(X), and characteristic polynomials
Pi(X)mi , and such that CG(σ) is contained in the Levi subgroup GLd1m1 × . . .×GLdrmr , diagonally
embedded in G. One can further conjugate σi to a block diagonal matrix diag(δi, . . . , δi) where
δi is a regular elliptic element in GLdi(F ) with characteristic polynomial Pi(X). Indeed, one can
simply construct δi as the companion matrix of Pi, and this also implies that the G(F )-conjugacy
class of σ is determined by Pσ.

We also deduce that the centralizer CGLdi
(δi) is the elliptic torus ResEi/F Gm, and the centralizer

CGLdimi
(σi) is ResEi/F GLdi . The isomorphism follows. �

Example 10.2. (1) If σ ∈ G(F ) is an F -split regular semisimple element, we have E(σ) =
(F, 1)i∈{1,...,n}, that is a tuple of length n with entry (F, 1) everywhere.

(2) If σ is regular, then CG(σ) is a maximal torus of G, and we have mi = 1 for all i.
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(3) If σ is F -elliptic, we have r = 1, and E(σ) = (E,m) with E a field extension of degree d over
F with md = n. For example, if σ is regular then m = 1 and d = n, that is, E(σ) = (E, 1).
On the other extreme, if σ is central then m = n and d = 1, that is, E(σ) = (F, n).

(4) Let F = R. Lemma 10.1 could be compared with the similar Lemma 5.1 for the Lie group
GLn(R)

1. Using the notation from Section 5, we can identifyRn
R with the set of pairs (T, L2)

with T ∈ T G(R)1

max and L2 ∈ LG(R)1

twist (T ) up to conjugacy by the Weyl group of (T,G(R)1).
Indeed, the tori T correspond to pairs (r1, r2) of non-negative integers with r1 + 2r2 = n,
and the twisted Levi subgroup L2 correspond to partitions r1 =

∑s
i=1 mi, r2 =

∑t
j=1 kj,

and the corresponding tuple in Rn
R equals ((R, m1), . . . , (R, ms), (C, k1), . . . , (C, kt)).

Remark 10.3. If F has characteristic zero, then the primitive element theorem implies that the
map E in (10.1) is surjective.

Lemma 10.4. Suppose that F is the field of fraction of a unique factorization domain R, and
that σ ∈ Mn(F ) is semisimple and its characteristic polynomial Pσ(X) is in R[X ]. Then σ is
G(F )-conjugate to a matrix in Mn(R).

Proof. By Gauss lemma, Pi(X) is in R[X ] for every i ∈ {1, . . . , r}. Let δi ∈ Mdi(R) be the
companion matrix of Pi, and let σi := diag(δi, . . . , δi) with multiplicity mi. Then diag(σ1, . . . , σr) ∈
Mn(R) is semisimple, and its characteristic polynomial is equal to Pσ(X). Hence it is G(F )-
conjugate to σ. �

10.2. Discriminant bounds.

Lemma 10.5. Let σ ∈ G(Q) be semisimple, E(σ) = (Ei, mi)i∈I and Pσ(X) =
∏
i∈I

Pi(X)mi.

(i) If Pσ ∈ Z[X ], then
∏

i∈I
|DEi

|mi 6
∏

i∈I
|Disc(Pi)|mi 6 | det(σ)|n−1|DG(σ)|.

(ii) If Pσ ∈ Zp[X ] and | det(σ)|p = |DG(σ)|p = 1, then p is unramified in Ei for every i ∈ I.

Proof. (i) It follows from Gauss lemma that each Pi(X) has integral coefficients. As in the proof
of Lemma 10.1, we can find a G(Q)-conjugate σ′ of σ of the form

σ′ = diag(δ1, . . . , δ1, δ2, . . . , δ2, . . . , δr, . . . , δr),

where δi ∈ GLdi(Q) is regular elliptic and appears with multiplicity mi > 1, and its characteristic
polynomial is Pi(X). Using the integrality of Pi, we have

∏

16i6r

| det(δi)|(di−1)mi |DGLdi (δi)|mi 6 | det(σ)|n−1|DG(σ)|.

Since the field Ei = Q[X ]/Pi(X) contains the order Z[X ]/Pi(X) ≃ Z[δi], we deduce

|DEi
| 6 |Disc(Z[δi])| = |Disc(Pi)| = | det(δi)|di−1|DGLdi (δi)|.

(ii) The same argument yields |DEi
|p > | det(σ)|n−1

p |DG(σ)|p = 1. Hence |DEi
|p = 1, establishing

the assertion. �

Lemma 10.6. Let p be a prime, and σ ∈ G(Zp) be regular semisimple. Then |DG(σ)|p 6 p−2δ,
where δ is the length of the Zp-module OE/R, with E = Qp[X ]/Pσ(X) and R = Zp[X ]/Pσ(X).
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Proof. We have |Disc(R)|p = |Disc(Pσ)|p = |DG(σ)|p. On the other hand, since pδ is the index of
R inside the normalization OE , we have

|Disc(R)|p = |Disc(OE)|pp−2δ 6 p−2δ,

which concludes the proof. �

10.3. Maximal compact subgroups. Let p be a prime and σ ∈ G(Qp) be a semisimple ele-

ment. By Lemma 10.1, we have an isomorphism of groups
∏

i∈I GLmi
(Ei)

∼→ CG(σ,Qp). The
maximal compact subgroups of

∏
i∈I GLmi

(Ei) are all conjugate to the standard maximal compact∏
i∈I GLmi

(OEi
), and hence the same is true for CG(σ,Qp).

Lemma 10.7. Let σ ∈ G(Zp) be semisimple with good reduction (mod p), namely |DG(σ)|p = 1.
Then CG(σ,Qp) ∩ G(Zp) is a maximal compact subgroup of CG(σ,Qp). If σ′ ∈ G(Zp) is stably
conjugate to σ, then σ′ is conjugate to σ under G(Zp).

Proof. This is [Kot86, Prop.7.1] which establishes the same assertion for an unramified reductive
p-adic group G. �

Example 10.8. The condition in the lemma is necessary as the following argument shows. Let

σ =

(
1 1
0 1 + p

)
=

(
1 p−1

0 1

)(
1 0
0 1 + p

)(
1 −p−1

0 1

)
,

which is integral semisimple, but with bad reduction (mod p). Then

CG(σ,Qp) ∩G(Zp) =

((
1 −p−1

0 1

)
T0(Qp)

(
1 p−1

0 1

))
∩G(Zp)

= {
(
a p−1(a− b)
0 b

)
| a, b ∈ Z×

p , |a− b|p 6 p−1}.

This is strictly contained in the maximal compact subgroup of CG(σ,Qp), which is

{
(
a p−1(a− b)
0 b

)
| a, b ∈ Z×

p }.

We now establish a variant in the case of bad reduction. The proof is inspired from Eichler
theory of optimal embeddings of quadratic orders in quaternion algebras.

Proposition 10.9. (i) If δ ∈ G(Qp) ∩Mn(Zp) is regular elliptic semisimple, then CG(δ,Qp) is
an elliptic maximal torus, and its maximal compact subgroup contains CG(δ,Qp)∩G(Zp) with

index at most |DG(δ)|−1/2
p | det δ|−(n−1)/2

p .
(ii) If σ = diag(δ1, . . . , δ1, . . . , δr, . . . , δr) where δi ∈ GLdi(Qp) ∩ Mdi(Zp) are regular elliptic

semisimple with pairwise distinct characteristic polynomials, then there exists a maximal com-

pact subgroup of CG(σ,Qp) which contains with index at most |DG(σ)|−1/2
p | det σ|−(n−1)/2

p the
open compact subgroup CG(σ,Qp) ∩G(Zp).

Proof. (i) Let P (X) ∈ Zp[X ] be the characteristic polynomial of δ. Let R = Zp[δ] ≃ Zp[X ]/P ,
which is an order in E = Qp[δ] ≃ Qp[X ]/P . We have the natural inclusions

R ⊆ E ∩Mn(Zp) ⊆ OE ,

of orders in E ⊂ Mn(Qp). Moreover CG(δ,Qp) = E×, and its maximal compact subgroup is O×
E .

It suffices to bound the index [O×
E : R×].
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Let f ⊆ OE be the conductor of R in OE , that is, the largest ideal in OE which is contained in R.
Suppose a, b ∈ O×

E are such that a− b ∈ f. Then a−1b, b−1a ∈ 1 + f ⊆ R and therefore a−1b ∈ R×,
that is, aR× = bR× inO×

E/R
×. Hence [O×

E : R×] 6 [OE : f], cf. also the proof of [PMS02, Lem.2.9.5]
although the statement there seems to contain an inaccuracy, which we have corrected. Moreover

|Disc(P )|−1
p = |DE|[OE : f]2. Hence [O×

E : R×] 6 |Disc(P )|−1/2
p = |DG(δ)|−1/2

p | det δ|−(n−1)/2
p .

(ii) Let σi = diag(δi, . . . , δi) ∈ GLdimi
(Qp) which is an mi × mi block diagonal matrix, with

δi ∈ GLdi(Qp), such that σ = diag(σ1, . . . , σr) ∈ G(Qp). By Lemma 10.1, we have

CG(σ,Qp) ≃ CGLd1m1
(σ1,Qp)× · · · × CGLdrmr

(σr,Qp),

and similarly for CG(σ,Qp)∩G(Zp). The integrality of the characteristic polynomial of σi implies

| det(σ)n−1DG(σ)|p 6
∏

16i6r

| det(σi)
(di−1)miDGLdimi (σi)|p,

so it suffices to give a sufficiently good bound for the case r = 1.
Thus let σ = diag(δ, . . . , δ) ∈ G(Qp) be an m × m block diagonal matrix, with δ ∈ GLd(Qp)

regular elliptic semisimple, with integral characteristic polynomial, and n = dm. We keep notation
as in the proof of (i). Using the special form of σ, we have that CG(σ,Qp) is the unit group of
the matrix algebra Mm(E) inside Mn(Qp), and that GLm(OE), which is the group of units of
the ring Mm(OE), is a maximal compact subgroup of CG(σ,Qp). Moreover GLm(OE) contains
CG(σ,Qp) ∩G(Zp). We have the natural inclusion of orders of Mm(E),

Mm(R) ⊆ Mm(E) ∩Mn(Zp) ⊆ Mm(OE).

Hence it suffices to bound the index of GLm(R) in GLm(OE). Let f ⊆ OE be the conductor of R.
Then

[OE : f] 6 |Disc(P )|−1/2
p = |DGLd(δ)|−1/2

p | det δ|−(d−1)/2
p = |DG(σ)|−1/2m2

p | detσ|−(d−1)/2m
p .

Arguing as in the proof of (i) we get

[GLm(OE) : GLm(R)] 6 [Mm(OE) : Mm(f)].

Now [Mm(OE) : Mm(f)] 6 [OE : f]m
2
, so

[GLm(OE) : GLm(R)] 6 |DG(σ)|−1/2
p | detσ|−(d−1)m/2

p ,

and the assertion then follows. �

Remark 10.10. The assumption in (ii) could perhaps be relaxed, so as to obtain an assertion
valid for every integral semisimple σ ∈ G(Qp). The difficulty however is to find a suitable
representative in its G(Zp)-conjugacy class (as opposed to G(Qp)-conjugacy class). According
to [New72, Thm.III.12] one can find a representative in upper block triangular form, with each
diagonal block regular elliptic semisimple. However, for example,

σ =

(
1 1
0 1 + p

)
=

(
1 p−1

0 1

)(
1 0
0 1 + p

)(
1 p−1

0 1

)−1

cannot be brought into diagonal form by G(Zp)-conjugation.
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10.4. Localization. Let F be a number field, and v an arbitrary place of F . Let E = (Ei, mi)i∈I ∈
Rn

F . For each i ∈ I, let Wi,v be the set of places of Ei above v. Then Ei,v = Ei⊗Fv =
∏

w∈Wi,v
Ei,w,

where Ei,w denotes the completion of Ei at w. We write

Ev = (Ei,w, mi)i∈I, w∈Wi,v

which is an element of Rn
Fv
. We therefore get a map Rn

F −→ Rn
Fv

and the resulting diagram

{ss. conj.-cl. in G(F )}

��

// Rn
F

��

{ss. conj.-cl. in G(Fv)} // Rn
Fv

commutes. Note that the set Rn
Fv

is finite.

10.5. Choice of measures. In the following sections we need to make a choice of measures on
CG(σ,Qv) for every semisimple σ ∈ G(Q) and every place v of Q. Globally on CG(σ,A), we then
take the product measure.

Let E = (Ei, mi)i∈I ∈ Rn
Q. Then ME(Qv) is a direct product of groups GLmi

(Ei,w), for i ∈ I,
w ∈ Wi,v. We fix measures on these groups and take the product measure on MEv(Qv).

If v is non-archimedean, we normalize the Haar measure on each GLmi
(Ei,w) such that GLmi

(OEi,w
)

has volume 1 with OEi,w
the ring of integers of Ei,w. At the archimedean place v = ∞ we choose

an arbitrary Haar measure on ME(R) (for example one could normalize it as in §5.3).
This defines measures on the centralizers CG(σ,Qv) as well, thanks to Lemma 10.1 since CG(σ,Qv)

is conjugate to ME(σ)(Qv).
Similarly we can define measures on parabolic subgroups and their unipotent radicals in CG(σ,Qv)

by pulling them back to parabolic subgroups in ME(σ)(Qv) and defining measures on the parabolic
subgroups in ME(σ) as usual.

11. Coarse and fine geometric expansion

To handle the geometric side of the trace formula, we break it down into independent local
pieces. We shall use the coarse and fine geometric expansions, and Arthur’s splitting formula.

11.1. The coarse geometric expansion. Let γ, γ′ ∈ G(Q) with Jordan decomposition γ = γsγu,
and γ′ = γ′

sγ
′
u with γs, γ

′
s semisimple and γu ∈ CG(γs,Q), γ′

u ∈ CG(γ
′
s,Q) unipotent. Then γ and

γ′ are called equivalent if γs and γ′
s are conjugate in G(Q). Let O denote the set of all such

coarse equivalence classes in G(Q). Hence O is in natural bijection with the set of semisimple
G(Q)-conjugacy classes.

If o ∈ O is a coarse equivalence class, and σ ∈ o is a semisimple representative, then o is a finite
union of several G(Q)-conjugacy classes, the number of which equals the number of unipotent
conjugacy classes in the subgroup CG(σ,Q), that is, the number of orbits of the adjoint action of
CG(σ,Q) on Uσ(Q), where Uσ denotes the variety of unipotent elements in CG(σ).

Example 11.1. If σ is regular semisimple, then o as a set equals the G(Q)-conjugacy class of σ.

For each o ∈ O, Arthur [Art78] constructs a distribution Jo : C
∞
c (G(A)1) −→ C such that

(11.1) Jgeom(f) =
∑

o∈O
Jo(f), ∀f ∈ C∞

c (G(A)1).
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All but finitely many of the terms Jo(f) vanish due to the fact that f is compactly supported.
More precisely, the support of the distribution Jo(·) is contained in

⋃

g∈G(A)

g−1σUσ(A)g,

where σ ∈ o is any semisimple representative for the coarse equivalence class o.

11.2. The fine geometric expansion. There is a description of the distributions Jo, the fine
geometric expansion, which will be more accessible to analysis. Arthur [Art86b, Thm.9.2] showed
that if S is a sufficiently large finite set of places containing ∞, then there exist coefficients
aM (γ, S) ∈ R for M ∈ L, γ ∈ M(Q), such that one has

(11.2) Jo(f) =
∑

M∈L

|WM |
|WG|

∑

{γ}
aM(γ, S)JG

M(γ, f),

for any f ∈ C∞
c (G(A)1) of the form (fS · fS)|G(A)1 with fS ∈ C∞(G(QS)) and fS the characteristic

function of the standard maximal compact subgroup KS ⊂ G(AS). Here γ runs over a set of repre-
sentatives for the M(Q)-conjugacy classes in M(Q)∩o. By [Art86b, Thm.8.2], aM (γ, S) = 0 unless
γs is elliptic in M(Q). The value of aM(γ, S) depends on the normalization of measures. We shall
quantify in Lemma 11.7 below how large S needs to be chosen for Arthur’s fine expansion (11.2)
to hold.

Remark 11.2. The assertion that the sum over γ in (11.2) can be taken over M(Q)-conjugacy
classes is because G = GL(n). In general, one has to take γ over a set of representatives for a
certain equivalence relation that depends on S.

Since JG
M is given by an absolutely convergent integral [Art86a], it follows from the trivial

bound (8.8) that

(11.3) Jgeom((f
µ
± · τ0)|G(A)1) ≪h (1 + ||µ||)d−r,

where τ0 is the characteristic function of Kf .

11.3. Arthur’s splitting formula for weighted orbital integrals. We have that JG
M(γ, f) = 0

unless γS ∈ KS :=
∏

p 6∈S Kp, in which case we have JG
M(γ, f) = JG

M(γS, fS). The distribu-

tions JG
M(γS, fS) are S-adic weighted orbital integrals. Their value depends only on the M(QS)-

conjugacy class of γS ∈ M(QS). These are defined for any finite set S by Arthur [Art81] as a
special value of a certain (G,M)-family.

The archimedean weighted orbital integrals studied in Part 1 correspond to S = {∞}. Similarly,
by specializing to S = {p}, for a finite prime p, one obtains p-adic weighted orbital integrals, that
will be studied in the next Section 12.

Arthur established the splitting formula (11.4) below, by which it is enough to understand the
v-adic distributions for every v ∈ S. In other words the S-adic distributions are finite sums of
factorizable distributions. Suppose that fS =

∏
v∈S fv with fv ∈ C∞(G(Qv)), and is such that the

restriction fS|G(QS)1 is compactly supported. Then

(11.4) JG
M(γS, fS) =

∑

L

dGM(L)
∏

v∈S
JLv
M (γv, f

(Qv)
v ),

where the notation is as follows:

• L := (Lv)v∈S runs over all tuples of Levi subgroups Lv ∈ L(M), v ∈ S;
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• dGM(L) ∈ R are certain coefficients satisfying dGM(L) = 0 if the natural map
⊕

v∈S a
Lv
M −→

aGM is not an isomorphism; they take values in a finite set that depends only on G;

• Qv ∈ P(Lv) is a certain parabolic subgroup, and f
(Qv)
v ∈ C∞(Lv(Qv)) is the parabolic

descent of fv along Qv (the p-adic parabolic descent is defined similarly to the one in the
archimedean case in Section 6); Qv depends only on the Levi Lv as a Q-group.

This splitting formula follows from a general splitting formula for (G,M)-families [Art81, §6], see
also [Art05, (18.7)]. The formula there is stated only in the case that S is split into two non-empty
disjoint subsets S1, S2. The above version follows from repeatedly applying that formula to the
subsets S1 and S2 until one arrives at sets consisting of a single place each.

Lemma 11.3. The following holds:

(i) For any L such that dGM(L) 6= 0, there are at most dim aGM many places v ∈ S such that
Lv 6= M .

(ii) The number of L for which dGM(L) 6= 0 is bounded by c|S|dim aGM with c > 0 some constant
depending only on n.

Proof. For any L with dGM(L) 6= 0, the map
⊕

v∈S a
Lv
M −→ aGM is an isomorphism. We associate to

L the multiset {Lv, v : Lv 6= M}. It is of the form {M1, . . . ,Mr} with M1, . . . ,Mr ∈ L(M)\{M}
such that

⊕r
i=1 a

Mi
M −→ aGM is an isomorphism. Then r 6 dim aGM , which implies assertion (i).

Furthermore the number of such multisets is finite, thus bounded by some constant c depending
only on n, since the number of possible Levi M ∈ L is finite. Assertion (ii) follows by counting
the number of L that give rise to a given multiset. �

If v = p is non-archimedean, the parabolic descent of a Hecke operator in C∞
c (G(Qp)//Kp) is

a compactly supported function on L(Qp) that is bi-invariant under KL
p = L(Zp), the standard

maximal compact subgroup in L(Qp). Similarly as in §9.2, we let τ
Lp
p,µ ∈ C∞

c (L(Qp)) denote the
characteristic function of the double coset KL

p p
µKL

p .

Lemma 11.4. There is a constant c1 > 0 depending only on n such that the following holds. Let
L be a standard Levi subgroup of G and Q ∈ P(L). Let ξ = (ξ1, . . . , ξn) be a tuple of integers with
ξ1 > . . . > ξn > 0. Then

τ
(Q)
p,ξ =

∑

µ: µ16ξ1

aµτ
L
p,µ,

where µ = (µ1, . . . , µn) runs over all tuples of integers µ1 > . . . > µn > 0 with µ1 6 ξ1, and the
coefficients aµ ∈ Q satisfy |aµ| 6 pc1ξ1.

Proof. This is [ST16, p.69], or [Mat17, Lem.7.3]. �

Note the analogy between Lemma 11.4 and Lemma 6.5 in the archimedean case.

Example 11.5. If ξ = 0, that is for τp,0 is the characteristic function of Kp, then τ
(Q)
p,0 equals the

characteristic function of KL
p .

We can now derive the following consequence of Arthur’s splitting formula.

Corollary 11.6. There exist constants c, c1 > 0 depending only on n such that the following holds.
Suppose that fS =

∏
v∈S fv ∈ C∞

c (G(QS)), and for each finite place p ∈ S, the function fp equals
the Hecke operator τp,ξp associated to some ξp ∈ Zn with ξp1 > . . . > ξpn > 0. Then for every



53

γS ∈ M(QS),

|JG
M(γS, fS)| 6 c

∏

p∈S\{∞}
pc1ξ

p
1 · |S|dim aGM ·max

L
max

µ: µp
16ξp1


J̃L∞

M (γ∞, f (Q∞)
∞ )

∏

p∈S\{∞}
J̃
Lp

M (γp, τ
Lp

p,µp)


 .

For the definition of the functionals J̃
Lp

M see §7.3 in the archimedean case, and §12.2 below in
the non-archimedean case.

Proof. If follows from the splitting formula (11.4) and Lemma 11.3 that

|JG
M(γS, fS)| 6 c|S|dim aGM max

L
J̃L∞

M (γ∞, f (Q∞)
∞ )

∏

v∈S\{∞}
J̃
Lp

M (γp, τ
(Qp)
p,ξp ).

We deduce from Lemma 11.4 that for every p ∈ S\{∞},
J̃
Lp

M (γp, τ
(Qp)
p,ξp ) 6 pc1ξ

p
1

∑

µp: µp
16ξp1

J̃
Lp

M (γp, τ
Lp

p,µp) 6 pc1ξ
p
1 ((ξp1)

n + 1) max
µ: µp

16ξp1

J̃
Lp

M (γp, τ
Lp

p,µp). �

11.4. Sufficient size of S. To state quantitatively how large the set S has to be for the fine
expansion for Jo to hold, we proceed as follows.

For o ∈ O with semisimple representative σ ∈ o, let

(11.5) So := {primes p s.t. |DG(σ)|p 6= 1} ∪ {∞}.
This definition is independent of the choice of σ because the Weyl discriminant |DG(·)|p is invariant
by G(Qp)-conjugation.

Lemma 11.7. For every equivalence class o ∈ O, and every finite set of places S containing So,
Arthur’s fine geometric expansion (11.2) holds.

Proof. There are two cases. In the first case, the equivalence class o does not intersect KS =∏
p 6∈S Kp. Then Jo(f) = 0 for any f = (fS · fS)G(A)1 with fS the characteristic function of

KS ⊂ G(AS). Similarly JG
M(γ, f) = 0 for any M ∈ L, γ ∈ M(Q) ∩ o. Hence equation (11.2) holds

trivially, because both the left-hand side and right-hand side vanish.
In the second case, the equivalence class o does intersect KS. The fine geometric expansion

of Jo(f) is established in [Art86b, Thm.8.1], and we need to compare S with the set of places
constructed in [Art86b]. Namely, we are going to show that for every p 6∈ S the conditions (i)-(iv)
of [Art86b, p.203] are satisfied. Let

E(o) := E(σ) = (Ei, mi)i∈{1,...,r} ∈ Rn
Q.

The notation E(o) is justified because E(σ) is independent of the choice of semisimple representative
σ ∈ o. Let di = [Ei : Q], and recall that m1d1 + · · ·+mrdr = n.

Fix a prime p 6∈ S. Since p 6∈ So, we have |DG(σ)|p = 1, and since o intersects Kp = G(Zp),
we have | det(σ)|p = 1. It follows from Lemma 10.5.(ii) that p is unramified in Ei for every
i ∈ {1, . . . , r}. Condition (i) of [Art86b] is that |DG(σ)|p = 1, which holds by construction.
Conditions (ii)-(iv) of [Art86b] are more subtle, and depend on a choice of a suitable semisimple
representative σ ∈ o. Since Po ∈ Z[1/S][X ], Lemma 10.4 with F = Q and R = Z[1/S] the ring
of S-integers, shows that we can choose σ ∈ o ∩KS. Condition (iii) of [Art86b], which says that
σKpσ

−1 = Kp, then holds since σ ∈ Kp = G(Zp).
Furthermore, by the proof of Lemma 10.4, we can choose the semisimple representative σ ∈ o∩

KS in block diagonal form, that is σ = diag(δ1, . . . , δ1, . . . , δr, . . . , δr), where each δi ∈ Mdi(Z[1/S])
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is a regular elliptic matrix in GLdi(Q). Moreover, δi ∈ GLdi(Zp) and |DGLdi (δi)|p = 1 for every
i ∈ {1, . . . , r}. Let M1 be the standard Levi subgroup of type (d1, . . . , d1, . . . , dr, . . . , dr) such that
σ ∈ M1(Q) is regular elliptic.

Condition (ii) of [Art86b] says that Kp,σ := Kp ∩ CG(σ,Qp) is a maximal compact subgroup of
CG(σ,Qp), which holds by Lemma 10.7, and also that it is admissible with respect to CM1(σ,Qp),
that is, Kp,σ corresponds to a special vertex in the Bruhat-Tits building of CG(σ,Qp) and this vertex
belongs to the apartment associated to the maximal split torus of CM1(σ,Qp), see [Art81, §1].

Let E/Qp be the splitting field of σ, which is an unramified extension, in fact E is the composite
of the completions Ei,w for all i ∈ {1, . . . r} and all places w|p. We have that δi is split regular
semisimple in GLdi(OE) with good reduction, namely |DGLdi (δi)|E = 1. Hence the final assertion
of Lemma 10.7 implies that there exists ki ∈ GLdi(OE) such that kiδik

−1
i is diagonal. We deduce

that k = diag(k1, . . . , k1, . . . , kr, . . . , kr) ∈ M1(OE) is such that kσk−1 ∈ T0(E). This implies
kCM1(σ, E)k−1 = T0(E). The Levi subgroup CG⊗E(kσk

−1) is semistandard because it contains T0,
hence it is of the form M ⊗ E for some semistandard Levi subgroup M ⊆ G.

In summary, we have that the pair (CM1(σ) ⊗ E,CG(σ) ⊗ E) of a torus inside a Levi is split
and k-conjugate, for the above k ∈ M1(OE), to the pair (T0 ⊗E,M ⊗E) of the maximal diagonal
torus T0, and a semistandard Levi subgroup M ⊆ G.

Let KE,σ := G(OE) ∩ CG(σ, E). Then kKE,σk
−1 = G(OE) ∩ M(E) = M(OE) because k ∈

M1(OE) ⊂ G(OE). Since M(OE) is an admissible maximal compact subgroup in M(E) with
respect to T0(E), we deduce by k-conjugation that KE,σ is an admissible maximal subgroup of
CG(σ, E) with respect to CM1(σ, E). The corresponding special vertex x of the Bruhat-Tits building
of CG(σ, E) belongs to the appartment associated to the maximal split torus CM1(σ, E). Since
E/Qp is unramified, and by construction of buildings by étale descent, the Gal(E/Qp)-fixed points
of the Bruhat-Tits building of CG(σ, E) equals the Bruhat-Tits building of CG(σ,Qp). It therefore
follows that x is a special vertex in the Bruhat-Tits building of CG(σ,Qp) and that it belongs to
the appartment associated to the maximal split torus of CM1(σ,Qp). Since x is fixed by Kp,σ =
KE,σ ∩ CG(σ,Qp), we deduce that Kp,σ is an admissible maximal compact subgroup of CG(σ,Qp)
with respect to CM1(σ,Qp), as asserted.

Condition (iv) of [Art86b] says that for any y ∈ G(Qp) and unipotent ν ∈ CG(σ,Qp) such that
y−1σνy ∈ σKp, we have y ∈ CG(σ,Qp)Kp. This holds because it is a special case of Lemma 12.2
below. Namely ξ = 0 because σp ∈ Kp, and also |DG(σ)|p = 1, thus there exists k ∈ CG(σ,Qp)
such that |ky|G(Qp) = 1, i.e., ky ∈ Kp. �

Remark 11.8. For a given f ∈ C∞
c (G(A)1), only finitely many o contribute to Jgeom(f) so that the

fine expansions for each Jo(f) could be combined. Assume that f =
∏

v fv is factorizable, and
that S is a sufficiently large finite set with respect to the support of f , namely S should contain
all So for all o contributing to Jgeom(f), and all places v where fv is not the characteristic function
of the standard maximal compact Kv. Then

Jgeom(f) =
∑

M∈L

|WM |
|WG|

∑

{γ}
aM (γ, S)JG

M(γ, f),

where γ now runs over a set of representatives for the M(Q)-conjugacy classes in M(Q). For our
purposes, it will be however more direct to consider the fine expansion of Jo(f) individually for
every contributing o.

11.5. Global coefficients. The global coefficients aM(γ, S) occurring in (11.2) are related to the
global geometry of the Hitchin fibration, see [HRV08] and [Cha15]. It seems that aM(γ, S) can
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always be expressed in terms of derivatives of Artin L-functions, in which case precise estimates are
established in [ST16, §6.6]. However such formulas are not well-understood, except in some special
cases which we now describe. If γ is semisimple and elliptic in M(Q), then by [Art86b, Thm.8.2]

aM(γ, S) = vol(CM(γ,Q)\CM(γ,A)1)

which is therefore independent of S, and can be expressed in terms of Tamagawa numbers and
special values of Artin L-functions. If the semisimple part γs is not elliptic in M(Q), then
aM (γ, S) = 0, again by [Art86b, Thm.8.2]. If the semisimple part γs is elliptic in M(Q), then
aM (γ, S) = aMγs (γu, S) by [Art86b, (8.1)]. Chaudouard [Cha15] treats certain types of unipotent
elements γu.

It is essential for us to treat a general γ. We only require an upper bound for aM(γ, S) and the
following result from [Mat15] will suffice for our purpose.

Proposition 11.9. There exist c, cglob > 0 depending only on n such that the following holds. If
γ = γsγu ∈ M(Q) has a characteristic polynomial with integral coefficients, then

(11.6) |aM(γ, S)| 6 c| det(γs)n−1DG(γs)|cglobR |S|n−1 max
p∈S\{∞}

(log p)n−1.

Proof. Recall from Section 10 the map E from semisimple conjugacy classes in G(Q) to Rn
Q. Let

E(γs) = (Ei, mi)i∈I . Let P (X) be the characteristic polynomial of γ and let P (X) =
∏

i∈I Pi(X)mi

be its factorization into irreducible polynomials in Q[X ]. Thus Ei ≃ Q[X ]/Pi(X). By Lemma 10.5,
we have

(11.7)
∏

i∈I
|Disc(Pi)|mi 6 | det(γs)n−1DG(γs)|R.

LetM1 ⊂ M be the smallest Levi subgroup in which γs is regular elliptic. ThenM1 ≃
∏

i∈I(GLdi)
mi .

Let γs,i ∈ GLdi(Q), i ∈ I, denote the elliptic elements corresponding to γs under this isomorphism.
Then

∏
i∈I Disc(Pi)

mi = DM1(γs)
∏

i∈I det(γs,i)
mi(di−1), which coincides with the discriminant de-

noted discM1(γs) in [Mat15].
By [Mat15, Cor.1.4], there exist c, aglob > 0 depending only on n such that

(11.8) |aM(γ, S)| 6 c| det(γs)n−1DG(γs)|aglobR

∑

(sv)v∈S

∏

p∈S\{∞}

∣∣∣∣∣
ζ
(sp)
p (1)

ζp(1)

∣∣∣∣∣ ,

where the sum runs over all tuples (sp)p∈S\{∞} of non-negative integers with
∑

sp 6 n − 1, and

ζp(s) = (1− p−s)−1 denotes the local Riemann zeta function, ζ
(sp)
p denotes its sp-th derivative. We

note that the normalization of measures in [Mat15] differs from our normalization by some power
of the absolute discriminants |DEi

|. Since |DEi
| 6 |Disc(Pi)|, these factors have been absorbed in

the above exponent aglob.
The number of the tuples (sp)p∈S\{∞} in (11.8) is less than |S|n−1. Also for each p ∈ S\{∞}, we

have |ζ (sp)p (1)ζp(1)
−1| ≪ (log p)sp with implied constant depending only on n. Hence

∑

(sv)v∈S

∏

p∈S\{∞}

∣∣∣∣∣
ζ
(sp)
p (1)

ζp(1)

∣∣∣∣∣ ≪ |S|n−1 max
p∈S\{∞}

(log p)n−1,

which, together with (11.7) gives the assertion. �
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11.6. Contributing equivalence classes. We record in this subsection some properties of the
classes o ∈ O that contribute to the geometric side of the trace formula. Since we are only
interested in the group G = GLn, we take the opportunity to provide a shorter treatment compared
to [ST16, §8], and with improved estimates.

Lemma 11.10. Let p be a prime, and σ be a semisimple element which is G(Qp)-conjugate to an
element of Kpp

ξKp, with ξ1 > . . . > ξn. Then

(11.9) |DG(σ)|p 6 pn(n−1)(ξ1−ξn), and p−nξ1 6 | det(σ)|p 6 p−nξn.

Proof. Let Qp denote an algebraic closure of Qp. We extend | · |p to Qp and denote the extension

again by | · |p. There exists a diagonal σ′ = diag(t1, . . . , tn) ∈ T0(Qp) which is G(Qp)-conjugate to
σ. We have

DG(σ) = DG(σ′) =
∏

α∈Φ: α(σ′)6=0

(1− α(σ′)) =
∏

ti 6=tj

(1− t−1
j ti).

Without loss of generality we may assume that ξn = 0, the characteristic polynomial of σ has
integral coefficients, and all the eigenvalues tj are integral, hence

|DG(σ)|p =
n∏

j=1

|tj |−#{i:ti 6=tj}
p

∏

i:ti 6=tj

|tj − ti|p 6
n∏

j=1

|tj|−#{i:ti 6=tj}
p .

Moreover, |t1 · . . . · tn|p = | detσ|p = p−(ξ1+...+ξn) > p−nξ1. Using the integrality of the tj ’s again, we
obtain

|DG(σ)|p 6
n∏

j=1

|tj|−(n−1)
p 6 pn(n−1)ξ1 . �

Recall the function X : G(R)/AG → a from Section 4.

Lemma 11.11. There is a constant c1 > 0 depending only on n, and for every R > 1 a constant
c > 1 depending only on R and n, such that the following holds. For each prime p, let ξp =
(ξp1 , . . . , ξ

p
n) be a tuple of integers with ξp1 > . . . > ξpn > 0, and such that ξp = 0 for all but finitely

many p. Then the number of equivalence classes o ∈ O whose orbit under G(A)-conjugation
intersects the subset

{g ∈ G(R) | ‖X(g)‖ 6 R} ×
∏

p<∞
Kpp

ξpKp ⊂ G(A),

is finite and bounded by c
∏
p<∞

pc1ξ
p
1 . Furthermore, for any such o, with semisimple representative

σ ∈ o, we have

(11.10) c−1
∏

p<∞
p−n(n−1)ξp1 6 |DG(σ)|R 6 c,

and for every prime p,

(11.11) c−1
∏

q 6=p,∞
q−n(n−1)ξq1 6 |DG(σ)|p 6 pn(n−1)ξp1 .

Proof. The Weyl discriminant is invariant under multiplication by the center, thus |DG(g)|R is
invariant under AG. The upper-bound in assertion (11.10) follows from the compactness of the
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set {g ∈ G(R) | ‖X(g)‖ 6 R}. Also the coefficients of the characteristic polynomial P (T ) =
T n + a1T

n−1 + · · ·+ an of σ satisfy

max
16j6n

|aj |1/j 6 c| det(σ)|1/nR 6 c
∏

p<∞
pξ

p
1 .

The assumption ξpn > 0 for every prime p, implies that aj ∈ Z for every j. Since o is uniquely
determined by the coefficients of P (T ), we deduce the bound on the number of equivalence classes,
with c1 = n(n + 1)/2.

The upper bound of (11.11) is Lemma 11.10. Since σ is rational,

|DG(σ)|p = |DG(σ)|−1
R

∏

q 6=p

|DG(σ)|−1
q

by the product formula. The implies the lower-bound of (11.11), and also the lower-bound
of (11.10). �

We refer to the equivalence classes o ∈ O that satisfy the condition of the lemma as contributing
classes. This depends on a choice of R and ξ. As before, we assume that ξp1 > . . . > ξpn > 0 for all
p, and ξp = 0 for all but finitely many p.

Corollary 11.12. There is a constant c > 1 depending only on R and n such that for every
contributing class o ∈ O, we have

(11.12) max
p∈So\{∞}

p 6 c
∏

p<∞
pn(n−1)ξp1 ,

and

(11.13)
∏

p∈So\{∞}
p 6 c

∏

p<∞
p(n

2−n+1)ξp1 .

Proof. Recall that So is defined in (11.5). Let p ∈ So\{∞}. If ξp 6= 0, we trivially have p ≤ pn(n−1)ξp1 ,
so (11.12) holds. If ξp = 0, then by (11.11) we have |D(σ)|p 6 1, hence |D(σ)|p 6 p−1 because

p ∈ So r {∞}. Hence p 6 |D(σ)|−1
p 6 c

∏
q 6=p,∞ qn(n−1)ξq1 by (11.11) so that (11.12) follows.

If p 6∈ So, then Lemma 11.10 yields 1 6 |D(σ)|−1
p p(n

2−n)ξp1 . The same argument as above, together
with Lemma 11.10 yields the inequality

p 6 |D(σ)|−1
p p(n

2−n+1)ξp1 ,

for every prime p ∈ So r {∞}. Thus the product formula yields
∏

p∈So\{∞}
p 6

∏

p 6∈So

|D(σ)|−1
p p(n

2−n)ξp1
∏

p∈So\{∞}
|D(σ)|−1

p p(n
2−n+1)ξp1

6 |D(σ)|R
∏

p<∞
p(n

2−n+1)ξp1 .

This implies (11.13) in view of (11.10). �

Recall that for o ∈ O, we write E(o) := E(σ) for some semisimple representative σ ∈ o. The
characteristic polynomial of a contributing class o has integral coefficients, since Kpp

ξpKp is a
subset of Mn(Zp) for every prime p, because ξnp > 0. Hence, we can always choose a semisimple
representative σ ∈ o ∩Mn(Z) for a contributing class o.
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Corollary 11.13. If o is a contributing class and E(o) = (Ei, mi)i∈I , then∏

i∈I
|DEi

|mi 6 c
∏

p<∞
pn(n−1)ξp1 .

Proof. By Lemma 10.5, we have
∏

i∈I
Dmi

Ei
6 | det(σ)|n−1

R |DG(σ)|R.

The assertion then follows from (11.9) and (11.10). �

Corollary 11.14. There is a constant c2 > 0 depending only on n, and a constant c > 0 depending
only on R and n, such that for any contributing class o and any γ ∈ o,

(11.14) |aM(γ, So ∪ {p | ξp 6= 0})| 6 c
∏

p<∞
pc2ξ

p
1 .

Proof. This follows from Proposition 11.9, combined with (11.9), (11.10), (11.13) and (11.12). We
can take c2 = n(n− 1)cglob. �

Lemma 11.15. For any contributing class o, and semisimple representative σ ∈ o

(11.15) ∆−(σ) 6 c
∏

p

pn(n−1)ξp1 ,

with ∆− defined as before Lemma 7.3.

Proof. By the product formula, we have

∆−(σ) =
∏

i6=j, ti 6=tj

max(1,
∏

p<∞
|1− t−1

j ti|p).

The proof is then similar to that of Lemma 11.10. �

Recall the definition of the archimedean and global test functions fµ
±, F

µ
± from §8.1 and §9.3

respectively. We are interested in the equivalence classes o ∈ O that contribute to the coarse
expansion of Jgeom(F

±
µ ), that is such that Jo(F

µ
±) 6= 0. The support of fµ

± ∈ C∞
c (G(R)/AG) is

included in {g : ||X(g)|| 6 R} for some R > 1, which is independent of µ. Recall from §9.3
that F µ

± = (fµ
± ·∏p τp)|G(A)1 satisfies τp = τp,ξp for some ξp = (ξp1 , . . . , ξ

p
n) with ξp1 > . . . > ξpn > 0.

Hence all equivalence classes contributing to the coarse geometric expansion satisfy the condition
of Lemma 11.11. All the properties established in this section apply to any contributing class o

such that Jo(F
±
µ ) 6= 0.

11.7. Bounding the geometric side of the trace formula. We may now reduce the bound
of the geometric side of the trace formula to estimating local weighted orbital integrals. For
archimedean places, we solved this problem in Part 1, and for non-archimedean places, this will
be established in the next Section 12.

The following is the main technical result of the paper.

Theorem 11.16. Assume n > 3. There exists a constant c3 > 0 depending only on n and a
constant c > 0 depending only on n and the function h used to define fµ

±, such that the following
holds. For every tuple ξ = (ξp)p of integers with ξp1 > . . . > ξpn, and every µ ∈ ia∗,

∣∣∣∣∣Jgeom(F
µ
±)−

∑

unip. o

Jo(F
µ
±)

∣∣∣∣∣ 6 c
∏

p

pc3(ξ
p
1−ξpn)(1 + ‖µ‖)d−r− 1

2
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where o runs over the set of unipotent equivalence classes. We recall that F µ
± := (fµ

± · τξ)|G(A)1 .

Proof. Without loss of generality, we assume that ξpn = 0 for all p. From the coarse expan-
sion (11.1), we need to give an upper-bound for the sum over non-unipotent classes o. The number
of contributing classes is bounded by Lemma 11.11. It then follows from the fine expansion (11.2)
that the left-hand side is

6 c
∏

p<∞
pc2ξ

p
1 max

o
max
M

max
{γ}

|aM(γ, S)||JG
M(γS, F

µ
±,S)|.

Note that S depends on the non-unipotent class o. We choose S = So ∪ {p|ξp 6= 0} and use the
upper-bound (11.14) for aM (γ, S). For the weighted orbital integral, we use Corollary 11.6, and
also (11.13) to bound |S|, and obtain:

6 c
∏

p<∞
pc

′ξp1 max
o,M,{γ}

max
L

max
µ:µp

16ξp1

J̃L∞

M (γ∞, f
µ,(Q∞)
± )

∏

p∈So,or ξp 6=0

J̃
Lp

M (γp, τ
Lp

p,µp).

for some absolute constant c′ > 0.
For the archimedean weighted orbital integral we apply Proposition 8.5, together with (11.15)

to bound ∆−(γs) and deduce

J̃L∞

M (γ∞, f
µ,(Q∞)
± ) 6 c

∏

p<∞
pc1n(n−1)ξp1 (1 + ‖µ‖)d−r− 1

2 .

For the non-archimedean weighted orbital integral, we apply Theorem 12.1 below to deduce
∏

p∈So,or ξp 6=0

J̃
Lp

M (γp, τ
Lp

p,µp) 6
∏

p∈So

paoi
∏

ξp 6=0

paoi+boiξ
p
1

∏

p∈So,or ξp 6=0

|DG(σ)|−coi
p ,

where σ = γs is a semisimple representative for o. The first product is bounded by (11.13). We
may extend the last product over all primes p as for p 6∈ So we have |DG(σ)|p = 1. Hence by the
product formula, we get

∏

p∈So,or ξp 6=0

J̃
Lp

M (γp, τ
Lp

p,µp) 6 c
∏

p<∞
pc2ξ

p
1 · |DG(σ)|coiR

which by (11.10) is bounded by a constant multiple of
∏

p<∞ pc2ξ
p
1 . Combining all the previous

estimates we conclude the proof of the theorem. �

11.8. Unipotent equivalence classes. We say that an equivalence class o ∈ O is unipotent if
a semisimple representative σ ∈ o is central, i.e, if σ ∈ Z(Q). Clearly σ is unique, and unipotent
classes are parametrized by Z(Q). The unipotent class o corresponding to σ ∈ Z(Q) consists of
all elements σu, with u ∈ U(Q), where U is the unipotent variety in G.

Proposition 11.17. There exists a constant c4 > 0 depending only on n such that the following
holds.

(i) There exists δ > 0 depending only on n, and c > 0 depending only on n and the function
h, such that for every µ ∈ ia∗, tuple (ξp)p, and unipotent equivalence class o with semisimple
representative σ ∈ Z(Q),

∣∣∣∣∣Jo(F
µ
±)− vol(G(Q)\G(A)1)fµ

+(1)
∏

p<∞
τp,ξp(σ)

∣∣∣∣∣ 6 c(1 + ‖µ‖)d−r−δ
∏

p

pc4(ξ
p
1−ξpn).
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(ii) If Ω ⊂ ia∗ is a W -invariant and bounded measurable set with piecewise C2-boundary, and if
h(0) = 1, there exists c > 0 depending only on n, h,Ω such that for every t > 2, tuple (ξp)p, and
unipotent equivalence class o with semisimple representative σ ∈ Z(Q),

∣∣∣∣∣

∫

tΩ

Jo(F
µ
±) dµ− 1

2
ΛΩ(t)

∏

p<∞
τp,ξp(σ)

∣∣∣∣∣ 6 ctd−1(log t)max(3,n)
∏

p

pc4(ξ
p
1−ξpn).

Proof. Using (11.1), the main term in (i) arises from M = G and u = 1, and since we have
vol(G(Q)\G(A)1) = aG(σ, S), F µ

±(σ) = fµ
±(σ) ·

∏
p<∞ τp,ξp(σ), and using (8.2),

fµ
±(σ) = fµ

+(1) =
1

|W |

∫

ia∗
ĥ(λ− µ)

∣∣∣∣
c(ρ)

c(λ)

∣∣∣∣
2

dλ,

we obtain vol(G(Q)\G(A)1)fµ
+(1)

∏
p<∞ τp,ξp(σ) as claimed.

Integrating fµ
+(1) over µ ∈ tΩ, we obtain 1

2 vol(G(Q)\G(A)1)
ΛΩ(t) as a main term for (ii) if h(0) = 1.

More precisely, ∫

tΩ

fµ
+(1) dµ− ΛΩ(t)

2 vol(G(Q)\G(A)1)
≪ td−1

by [DKV79, §8], [LM09, (4.6)]. The remainder term for (ii) is the sum of
∫

tΩ

∑

{u}6=1

aG(σu, S)JG
G (σu, F

µ
±) dµ,

where {u} runs over a set of representatives for the non-trivial G(Q)-conjugacy classes in U(Q),
and of ∑

M∈L, M 6=G

|WM |
|WG|

∫

tΩ

∑

{u}
aM(σu, S)JG

M(σu, F µ
±) dµ,

where {u} runs over a set of representatives ofM(Q)-conjugacy classes in UM (Q), and S = So∪{p |
ξp 6= 0}. The global coefficients are bounded by (11.14). We have the factorization

JG
G (σu, F

µ
±) = JG

G (u, f
µ
±)

∏

p<∞
JG
G (σu, τp,ξp)

for the unweighted orbital integrals. For the weighted orbital integrals JG
M(σu, F µ

±) we have a sim-
ilar decomposition into local terms for which an upper bound is given in Corollary 11.6. To obtain
an upper bound for those integrals we argue as in the proof of Theorem 11.16 but use Proposi-
tion 8.7.(ii) to bound the archimedean orbital integrals. For the p-adic integrals we can again use
Theorem 12.1. This establishes assertion (ii). The proof of (i) is similar, using Proposition 8.7.(i)
instead. �

Corollary 11.18. Assume n > 3 and h(0) = 1. Let δ(ξp) = 1 if ξp is central and δ(ξp) = 0
otherwise. Let F µ

± = (fµ
± · τξ)|G(A)1 and Ω ⊂ ia∗ be as before. There exists c > 0 depending only on

n, h,Ω such that for every t > 1, and tuple (ξp)p,∣∣∣∣∣

∫

tΩ

Jgeom(F
µ
±) dµ− ΛΩ(t)

∏

p<∞
δ(ξp)

∣∣∣∣∣ 6 c
∏

p<∞
pc4ξ

p
1 td−1/2.

Proof. The contributing unipotent equivalence classes correspond to elements σ ∈ Z(Q)∩ ∏
p<∞

Kpp
ξpKp

(see Lemma 11.11). Thus there are at most two contributing unipotent equivalence classes, and
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they differ by ±1. Combining Theorem 11.16, integrating it over tΩ, and Proposition 11.17.(ii),
we complete the proof. �

12. Bound for p-adic weighted orbital integrals

To complete the estimate of the global bound on the geometric side of the trace formula in
Theorem 11.16, we need an upper bound for the p-adic weighted orbital integrals |JG

M(γ, fp)|, for
γ ∈ M(Qp) and fp ∈ Hp. The following is the main result of this section.

Theorem 12.1. There exist effective constants aoi, boi, coi > 0 depending only on n such that the
following holds. For every prime p, tuple of integers ξ = (ξ1, . . . , ξn) with ξ1 > . . . > ξn, M ∈ L,
and γ ∈ M(Qp), we have

J̃G
M(γ, τp,ξ) 6 paoi+boi(ξ1−ξn)|DG(γs)|−coi

p ,

where we recall that τp,ξ ∈ Hp is the characteristic function of the double coset Kpp
ξKp. The

integral is taken with respect to the measures constructed in §10.5.
We have J̃G

M(γ, τp,ξ) = J̃G
M(p−ξnγ, τp,ξ′), if ξ

′ := (ξ1 − ξn, ξ2 − ξn, . . . , ξn−1 − ξn, 0). Without loss
of generality, we may therefore assume that ξn > 0, and shall do so whenever convenient.

12.1. Preliminaries. As in the archimedean case of Lemma 7.3, the condition τp,ξ(y
−1σuy) 6= 0

with y ∈ G(Qp) and u ∈ CG(σ,Qp) unipotent implies that y and u have to be contained in
certain subsets. To quantify this, we write |g|G(Qp) = pλ1−λn if g ∈ G(Qp) with g ∈ Kpp

λKp and
λ = (λ1, . . . , λn), λ1 > . . . > λn, compare with §4.4 in the archimedean case.

Lemma 12.2. There exist b1, c1 > 0 depending only on n such that the following holds. Suppose
that σ ∈ G(Qp)∩pξnMn(Zp) is semisimple, y ∈ G(Qp) is arbitrary, and u ∈ CG(σ,Qp) is a unipotent
element such that y−1σuy ∈ Kpp

ξKp with ξ1 > · · · > ξn. Then there exists δ ∈ CG(σ,Qp) such that

|δy|G(Qp), |δuδ−1|G(Qp) 6 pb1(ξ1−ξn)|DG(σ)|−c1
p .

Proof. This is [ST16, Lem.7.9] in the case u = 1, and [Mat17, Cor.8.4] in general. The difference
of notation with [Mat17] is as follows: the norm ||ξF ||W there is dominated by ξ1−ξn; the absolute
value | logp |DG(σ)|p| there was unnecessary because |DG(σ)|p 6 pn(n−1)(ξ1−ξn) by Lemma 11.11; the

constant δ there has been absorbed in the constants b1, c1, because if ξ1 = ξn and |DG(σ)|p = 1, then
the splitting field of σ is tamely ramified (Lemma 12.3 below); finally the integrality assumption
on σ was missing in the formulation of [Mat17, Cor.8.4]. �

Lemma 12.3. For every semsimple σ ∈ Kp, with |DG(σ)|p = 1,

(i) σ splits over an unramified extension of Qp;
(ii) for every y ∈ G(Qp), we have y−1σy ∈ Kp if and only if y ∈ CG(σ,Qp)Kp;
(iii) JG

G (σ, τp,0) = Oσ(τp,0) = 1.

Proof. (i) Let E(σ) = (Ei, mi)i∈I . Then σ splits over the composition of the fields Ei. By
Lemma 10.4, σ is G(Qp)-conjugate to

diag(δ1, . . . , δ1, δ2, . . . , δ2, . . . , δr, . . . , δr),

where δi ∈ GLdi(Zp) is regular elliptic. We have | det(δi)|p = 1, and the characteristic polynomial
Pi is in Zp[X ]. Proceeding as in the proof of Lemma 10.5, there is a Zp-linear injection of Zp[δi] ≃
Zp[X ]/Pi into OEi

, and we deduce
∏

16i6r

|Disc(OEi
)|mi
p >

∏

16i6r

|Disc(Pi)|mi
p > |DG(σ)|p = 1.
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Hence each Ei is an unramified extension of Qp.
Assertion (ii) is a special case of Lemma 12.2, with u = 1 and ξ = 0. See also [Kot86, Cor.7.3].
We deduce from (ii) that Oσ(τp,0) =

∫
Kp

τp,0(k
−1γk) dk = 1, which implies (iii). �

The following is a variant of the previous lemma in the split case.

Lemma 12.4 [Mat17, Prop.8.1, Cor.8.3]. There exist constants b1, c1 > 0 depending only on n
such that the following holds. Let p be a prime and E/Qp be a finite extension, OE the ring of
integers in E, and KE := G(OE). Let σ ∈ T0(E) be such that the centralizer Gσ(E) is the Levi
component M(E) of some standard parabolic subgroup P (E) = M(E)U(E). Suppose δ ∈ G(E) is

such that δ−1σδ ∈ KE̟
ξ
EKE for some ξ = (ξ1, . . . , ξn), ξ1 > . . . > ξn, where ̟E is a uniformizer.

Let δ = muk denote the Iwasawa decomposition, with m ∈ M(E), u ∈ U(E), k ∈ KE. Then

|u|G(E) 6 pb1(ξ1−ξn)|DG(σ)|−c1
E .

12.2. Reduction to the semisimple conjugacy classes. The first step to prove Theorem 12.1
is to reduce the estimate of J̃G

M(γ, τp,ξ) to the semisimple and unweighted (i.e., M = G) case:

Proposition 12.5. There are constants c, a1, b1, c1, a2, b2, c2 > 0 depending only on n such that
the following holds. For every prime p, M ∈ L, γ ∈ M(Qp), and every tuple ξ = (ξ1, . . . , ξn) with
ξ1 > . . . > ξn > 0, we have

J̃G
M(γ, τp,ξ) 6 cpa1+b1ξ1 |DG(γs)|−c1

p max
µ:µ16ξ′1

JG
G (γs, τp,µ),

where ξ′1 := a2 + b2ξ1 − c2 logp |DG(γs)|p, and the maximum is taken over all tuples of integers
µ = (µ1, . . . , µn) satisfying ξ′1 > µ1 > . . . > µn > 0. Further, if p > n, we can take a1 = a2 = 0.

Proof. Write τ = τp,ξ. If H(Qp) ⊆ G(Qp) is a subgroup and δ ∈ H(Qp), we write Hδ(Qp) for the
centralizer of δ in H(Qp) instead of CH(δ,Qp). The weighted orbital integral can be written as
[Art86b, §7]

JG
M(γ, τ) = |DG(γs)|

1
2
p

∫

Gγs(Qp)\G(Qp)

∑

R∈FGγs (Mγs )

JMR
Mγs

(γu,ΦR,y) dy

where

ΦR,y(m) = δR(m)
1
2

∫

Kp,γs

∫

UR(Qp)

τ(y−1γsk
−1mnky)ν ′

R(ky) dn dk, m ∈ MR(Qp),

FGγs (Mγs) denotes the set of Levi subgroups in Gγs containing Mγs , R = MRUR is the Iwasawa

decomposition of R ∈ FGγs (Mγs), and δR denotes the modulus function for R(Qp). JMR
Mγs

(γu, ·)
denotes the weighted orbital integral inside of MR(Qp) instead of G(Qp). Finally, ν ′

R is a certain
weight function defined by

ν ′
R =

∑

Q∈F(M):
Qγs=R, aQ=aR

v′Q

with v′Q defined similarly as in the archimedean situation §7.1. The unipotent weighted orbital
integral inside the above integral can also be written as

JMR
Mγs

(γu,ΦR,y) =

∫

V (Qp)

∫

Kp,γs

∫

UR(Qp)

τ(y−1γsk
−1vnky)ν ′

R(ky)w
MR

OMγs
(v) dn dk dv

where

• OMγs ⊂ Mγs(Qp) is the Mγs(Qp)-conjugacy class of γu,
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• V is the unipotent radical of the parabolic subgroup QR = LV ⊆ MR such that the
unipotent conjugacy class which is induced from OMγs to MR(Qp) is the Richardson orbit
of QR,

• wMR

OMγs
is a certain weight function on V (Qp) similarly as in the archimedean situation in

§7.2, see [Art88b, p.256].

The functional J̃G
M(γ, τ) is then defined by replacing τ , v′Q, and wMR

OMγs
by their absolute values so

that in particular
∣∣JG

M(γ, τ)
∣∣ 6 J̃G

M(γ, τ).
The weight function v′Q satisfies a similar estimate as its archimedean counterpart in Lemma

7.1: According to [Mat17, Cor.10.9],

(12.1)
∣∣v′Q(g)

∣∣ ≪n

(
1 + logp |g|G(Qp)

)n−1

for every Q ∈ F(M) and g ∈ G(Qp).

We can estimate J̃G
M(γ, τ) by using the integral formulas above. Since τ = τp,ξ and ξn > 0, we

have that J̃G
M(γ, τ) is non-zero only if the characteristic polynomial of γ has p-integral coefficients.

Both sides of the inequality in Proposition 12.5 are invariant if we replace γ by a M(Qp)-conjugate,
hence by Lemma 10.4 we can assume that γs ∈ Mn(Zp).

By Lemma 12.2 we know in a quantitative way that the variable y can not be too far away
from the centralizer CG(γs,Qp), and that the unipotent variables v, n are similarly bounded away
from infinity. This allows us to separate the integration into a “semisimple part” and a “unipotent
part”. Moreover, using 12.1 we can bound each of the weights ν ′

R(ky). Write N := V UR. Then
N is the unipotent radical of a parabolic subgroup in Gγs such that its Richardson orbit equals
the unipotent conjugacy class induced from OMγs to Gγs . We deduce that we can find constants
c, a′1, b

′
1, c

′
1, a2, b2, c2 > 0 such that

J̃G
M(γ, τ) 6 cpa

′

1+b′1ξ1 |DG(γs)|−c′1
p max

µ:µ16ξ′1

∫

Gγs (Qp)\G(Qp)

τp,µ(g
−1γsg) dg

· max
R∈FGγs (Mγs )

∫

N(Qp)∩Bξ′1

∣∣wMR

OMγs
(n)

∣∣ dn,

where ξ′1 is as defined in Proposition 12.5, and Bξ′1
denote the set of matrices g = (gij)i,j ∈ Mn(Qp)

such that |gij|p 6 pξ
′

1 for all i, j.

Note that in the last integral, we extended wMR

OMγs
trivially to all ofN(Qp). By [Mat17, Lem.10.5],

this last integral is 6 cpc5ξ
′

1 . This finishes the proof of Proposition 12.5 with a1 := a′1 + c5a2,
b1 := b′1 + c5b2, and c1 := c′1 + c5b3. �

12.3. A bound for the unweighted semisimple orbital integral. In this section we prove
the uniform bound for unweighted p-adic semisimple orbital integrals Oγ(τp,ξ), that is, for M = G
and γ = γs, by using a modified version of the argument in [ST16, §7]. We aim to show that there
exist constants a, b, c > 0 depending only on n such that the following holds. For every p, every
semisimple γ ∈ G(Qp) and every tuple of integers ξ = (ξ1, . . . , ξn) with ξ1 > . . . > ξn,

(12.2) |DG(γ)|1/2p Oγ(τp,ξ) = JG
G (γ, τp,ξ) 6 pa+b(ξ1−ξn)|DG(γ)|−c

p .

In view of Proposition 12.5, this will conclude the proof of Theorem 12.1. Recall that the measure
on Gγ(Qp), which enters in the definition of Oγ, has been chosen as in §10.5.

We fix some notation. We define

X(γ, ξ) := {xKp ∈ G(Qp)/Kp | x−1γx ∈ Kpp
ξKp}.
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Let E/Qp be a field extension of smallest possible degree over which γ splits, and define similarly

XE(γ, ξ) := {xKE ∈ G(E)/KE | x−1γx ∈ KE̟
ξ
EKE},

where ̟E ∈ OE is a uniformizing element, and KE = G(OE). The groups Gγ(Qp) and Gγ(E) act
by left multiplication on X(γ, ξ) and XE(γ, ξE), respectively. Let eE/Qp be the ramification index
of E over Qp. Write ξE := eE/Qpξ. The inclusion of buildings G(Qp)/Kp ⊂ G(E)/KE induces an
embedding X(γ, ξ) →֒ XE(γ, ξE).

The first step to prove (12.2) is the following, which reduces the estimate to understanding the
Gγ(Qp)-orbits in X(γ, ξ). This step is incomplete in [ST16, §7.3], because it was assumed that
Z(G)\Gγ was anisotropic, whereas [ST16, §7.1] only offered a reduction to the case that γ was
elliptic, which is the weaker condition that Z(G)\Z(Gγ) is anisotropic, hence the assertion “Iγ(F )
is a compact group” on line 8 of page 74 of [ST16] is incorrect.

Lemma 12.6. For every prime p, every ξ = (ξ1, . . . , ξn) with ξ1 > . . . > ξn > 0, and every
semisimple γ ∈ G(Qp) ∩Mn(Zp), which is block diagonal of the form diag(δ1, . . . , δr) with each δi
regular elliptic semisimple, we have

(12.3) Oγ(τp,ξ) 6 |DG(γ)|−1/2
p | det γ|−(n−1)/2

p

∑

x̄∈Gγ(Qp)\X(γ,ξ)

volG(Qp) (KpxKp) ,

where for every x, we choose an arbitrary representative x ∈ Gγ(Qp)x̄Kp of the corresponding
double-coset.

Proof. By definition of Oγ(τp,ξ) and X(γ, ξ) we have

Oγ(τp,ξ) =
∑

x̄∈Gγ(Qp)\X(γ,ξ)

volGγ(Qp)\G(Qp) (Gγ(Qp)xKp)

where volGγ(Qp)\G(Qp) denotes the volume with respect to the quotient measure on Gγ(Qp)\G(Qp).
Applying Lemma 12.7 below with H := Gγ(Qp) acting by left translations on X := G(Qp), and

C := H ∩Kp and D := xKp, we get

volGγ(Qp)(C) · volGγ(Qp)\G(Qp) (Gγ(Qp)xKp) 6 volG(Qp) (CxKp) .

By Proposition 10.9, C is contained in a maximal compact subgroup of Gγ(Qp) with index at most

|DG(γ)|−1/2
p | det γ|−(n−1)/2

p . Thus, our normalization of measures in §10.5 implies that volGγ(Qp) (C) >
|DG(γ)|1/2p | det γ|(n−1)/2

p . Moreover, we have that C ⊆ Kp by construction, hence

volG(Qp) (CxKp) 6 volG(Qp) (KpxKp) .

(Note that the volume of KpxKp depends on the choice of representative x, whereas the double-
coset Gγ(Qp)xKp, and a fortiori its volume, is independent of the choice.) �

Lemma 12.7. If H is a closed unimodular subgroup with Haar measure volH of the unimodular
locally compact group X with Haar measure volX , then for any two measurable subsets C ⊆ H and
D ⊆ X, we have

volH (C) · volH\X (H\H · D) 6 volX (C · D) .

Proof. Let χCD : X −→ {0, 1} and χHD : H\X −→ {0, 1} be the characteristic functions of
C · D ⊆ X and H\H · D ⊆ H\X , respectively. By definition of the quotient measure we have

volX(C · D) =

∫

X

χCD(x) dx =

∫

H\X

∫

H

χCD(h · x̄) dh dx̄.
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Since we have ∫

H

χCD(h · x̄) dh > volH(C)χHD(x̄), ∀x̄ ∈ H\X,

the assertion follows. �

Example 12.8. If H is a finite group acting freely on a finite set X , and we use the counting
measures, then |C| · |H\H · D| 6 |C · D|.

Since Oγ(τp,ξ) depends only on the G(Qp)-conjugacy class of γ, we can assume in establish-
ing (12.2) that γ ∈ Mn(Zp) is block diagonal of the form diag(δ1, . . . , δr) with each δi regular
elliptic semisimple, by Lemma 10.4. In this way Lemma 12.6 applies. The right-hand side of (12.3)
depends on the choice of a representative x ∈ Gγ(Qp)x̄Kp of the double coset x̄. We now choose
an optimal representative xmin ∈ Gγ(Qp)x̄Kp such that |xmin|G(Qp) = minx∈Gγ(Qp)x̄Kp |x|G(Qp). This
representative xmin is in general not unique.

Lemma 12.9. There are constants c, b1, c1 > 0, depending only on n, such that for every prime
p, every ξ1 > · · · > ξn, every semisimple γ ∈ G(Qp) ∩ pξnMn(Zp), and x̄ ∈ Gγ(Qp)\X(γ, ξ),

volG(Qp) (KpxminKp) 6 c|xmin|n
2/4

G(Qp)
,

and

(12.4) |xmin|G(Qp) 6 cpb1(ξ1−ξn)|DG(γ)|−c1
p .

Proof. Inequality (12.4) follows from Lemma 12.2, with the same constants b1, c1 > 0. Indeed,
starting with an arbitrary representative x ∈ Gγ(Qp)x̄Kp, there exists δ ∈ Gγ(Qp) such that
|δx|G(Qp) satisfies the inequality, and we have |xmin|G(Qp) 6 |δx|G(Qp) by construction of xmin.

Let ν = (ν1, . . . , νn) with ν1 > . . . > νn be such that xmin ∈ Kpp
νKp. Then pν1−νn = |xmin|G(Qp)

and volG(Qp) (KpxminKp) = volG(Qp) (Kpp
νKp) so that Lemma 13.7 below gives the first assertion.

�

Recall that if g ∈ G(Qp) with g ∈ Kpp
λKp, λ = (λ1, . . . , λn) ∈ Zn, we write |g|G(Qp) =

pmaxk λk−mink λk . If g ∈ G(E), we define |g|G(E) similarly, namely if g ∈ KE̟
λ
EKE, then |g|G(E) =

|̟E|−(maxk λk−mink λk)
E = p

1
eE/Qp

(maxk λk−mink λk)
. Note that |g|G(E) = |g|G(Qp) if g ∈ G(Qp). We have

that for every g = (gij) ∈ G(E),

(12.5) |gij|E 6 p
− 1

eE/Qp
mink λk

6 | det(g)|
1
n
E · |g|1−

1
n

G(E), ∀i, j = 1, . . . , n.

Lemma 12.10. There exist b1, c1 > 0 depending only on n such that for every ξ1 > · · · > ξn and
for every semisimple γ ∈ G(Qp) ∩ pξnMn(Zp) with splitting field E/Qp, we have

(12.6) # (Gγ(Qp)\X(γ, ξ)) 6 #{u ∈ U(E)/U(E) ∩KE | |u|G(E) 6 pb1(ξ1−ξn)|DG(γ)|−c1
p }.

Proof. We can find σ ∈ T0(E) and y ∈ G(E) such that y−1σy = γ. By changing y if necessary, we
can assume that Gσ(E) = M(E) with M the Levi component of some standard parabolic subgroup
P = MU ⊆ G. We get an injective map X(γ, ξ) −→ XE(σ, ξE) given by xKp 7→ yxKE. It is
therefore equivalent to estimate the number of points in M(E)\XE(σ, ξE).

An element δ ∈ M(E)\XE(σ, ξE) is uniquely determined by u ∈ U(E)/U(E) ∩ KE, which
appears in its Iwasawa decomposition δ = muk. By Lemma 12.4, we have

|u|G(E) 6 pb1(ξ1−ξn)|DG(σ)|−c1
E .

Since |DG(σ)|E = |DG(γ)|p, this proves the assertion. �
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Proof of (12.2). Without loss of generality we may assume that ξn = 0. Lemma 12.6 implies

JG
G (γ, τp,ξ) 6 | det(γ)|−(n−1)/2

p

∑

x̄∈Gγ(Qp)\X(γ,ξ)

volG(Qp) (KpxminKp) .

By Lemma 11.10, we have | det(γ)|−1
p 6 pnξ1 . Lemma 12.9 bounds the volume terms in the inner

sum, so that it remains to estimate the number of elements in the quotient Gγ(Qp)\X(γ, ξ). By
Lemma 12.10, it suffices to estimate the right hand side of (12.6). Since u ∈ U(E) satisfies
det(u) = 1 and |u|G(E) 6 pb1ξ1|DG(γ)|−c1

p , and the number of x ∈ E/OE with |x|E 6 R is bounded
by a constant multiple of R, the asserted estimate follows from (12.5) and counting all the possible
matrix entries of u. �

12.4. Example: regular semisimple orbital integrals. For unweighted regular semisimple
orbital integrals one can give precise estimates as follows.

For G = GL(2) the orbital integrals can be computed explicitly for a general semisimple element,
see [Lan80,Kot05].

Lemma 12.11. For every prime p, every ξ1 > ξ2, and every regular semisimple γ ∈ GL(2,Qp),

JG
G (γ, τp,ξ) = |DG(γ)|1/2p Oγ(τp,ξ) 6 4pξ1−ξ2 .

Proof. Recall that τp,ξ ∈ Hp is the characteristic function of Kp diag(p
ξ1 , pξ2)Kp. Without loss of

generality, we may assume that γ is GL(2,Qp)-conjugate to an element of Kpp
ξKp, since otherwise

JG
G (γ, τp,ξ) = 0.
If γ splits over Qp, that is, if its eigenvalues are elements of Qp, then by [Kot05, (5.8.4), (5.8.5)]

JG
G (γ, τp,ξ) = |DG(γ)|1/2p Oγ(τp,ξ) =

{
1 if ξ1 = ξ2,

pξ1−ξ2(1− p−1) if ξ1 > ξ2.

If γ does not split over Qp, there is a quadratic extension E/Qp over which γ splits. Then

JG
G (γ, τp,ξ) = |DG(γ)|1/2p Oγ(τp,ξ) = vol(Z(Qp)\Gγ(Qp))

−1|DG(γ)|1/2p

∫

Z(Qp)\G(Qp)

τp,ξ(g
−1γg) dg,

and the latter integral equals by [Kot05, §5.9]




1 + 2
1−|DG(γ)|1/2p

p−1
if E/Qp is unramified and ξ1 = ξ2,

(1 + p−1)pξ1−ξ2 if E/Qp is unramified and ξ1 > ξ2,

2 + 2
1−|DG(γ)|1/2p

p−1
if E/Qp is ramified and ξ1 = ξ2,

2pξ1−ξ2 if E/Qp is ramified and ξ1 > ξ2.

The inverse volume vol(Z(Qp)\Gγ(Qp))
−1 equals the discriminant |Disc(OE)|p 6 1 of E/Qp. The

lemma follows. Also the constant 4 is sharp, since it is achieved for ξ1 = ξ2 = 0, E/Qp ramified
quadratic extension, and γ ∈ O×

E ⊂ Kp with |DG(γ)|p → 0. �

Example 12.12. If |DG(γ)|p = 1 and γ ∈ Kp is semisimple, then E is either Qp × Qp or an
unramified quadratic extension of Qp and Oγ(τp,0) = 1 by Lemma 12.3. This is consistent with
the formulas given in the proof of the above lemma.

For general G = GL(n), and ξ = 0, we deduce the following from results of Yun [Yun13].
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Proposition 12.13. For every ǫ > 0, there exists a constant c(n, ǫ) > 0 depending only on n and
ǫ such that for every prime p and every γ ∈ G(Qp) semisimple, which is either regular or splits
over Qp,

JG
G (γ, τp,0) = |DG(γ)|1/2p Oγ(τp,0) 6 c(n, ǫ)|DG(γ)|−ǫ

p ,

where τp,0 ∈ Hp denotes the characteristic function of Kp.

Proof. Let M ⊆ G be the smallest Qp-split Levi subgroup such that CG(γ,Qp) ⊆ M(Qp). Con-
jugating γ by an element of Kp if necessary, we can assume that M is a standard Levi subgroup.
By parabolic descent we have

JG
G (γ, τp,0) = JM

M (γ, τ
(P )
p,0 )

for any P = MU ∈ P(M). Now for any m ∈ M(Qp) we have

τ
(P )
p,0 (m) = δP (m)1/2

∫

U(Qp)

∫

Kp

τp,0(k
−1muk) dk du = δP (m)1/2

∫

U(Qp)

τp,0(mu) du

=

{
1 if m ∈ Kp ∩M(Qp) =: KM

p ,

0 else,

that is, τ
(P )
p,0 = τMp,0 is the characteristic function of KM

p . Here for the last equality we used that for
any u ∈ U(Qp) we have τp,0(mu) = 0 unless m ∈ Kp ∩M(Qp).

By assumption, γ is either regular elliptic or central in M(Qp). In the latter case, we trivially
have

JG
G (γ, τp,0) = JM

M (γ, τMp,0) = τMp,0(γ) = τp,0(γ) 6 1.

In the former case that γ is regular elliptic in M(Qp), we apply Yun’s estimate on unweighted
regular semisimple orbital integrals [Yun13, Thm.1.5].

Without loss of generality, we may assume that γ ∈ Kp is regular elliptic, so M = G. Let

R = Zp[X ]/Pγ(X), and δ denote the length of the Zp-module OE/Zp[γ]. We have pδ 6 |DG(γ)|−1/2
p

by Lemma 10.6. In the notation of [Yun13, §1.4], we have

Oγ(τp,0) 6 p−dδMδ,r(p
d),

where d, r ∈ Z>1 are certain invariants of Pγ(X), and Mδ,r is a polynomial of degree δ. We find

Mδ,r(x) 6 Mδ,δ+1(x) 6 2δp(δ)xδ

for every x > 1, where p(δ) denotes the number of partitions of the integer δ. Since p(δ) ≪
exp(π

√
2δ/3) 6 c(ε) exp(εδ) for every ε > 0 and δ ∈ Z>1 by the Hardy–Ramanujan asymptotic,

we deduce

JG
G (γ, τp,0) 6 2δp(δ) 6 2c(ε)n exp(εδ) 6 2c(ε)n|D(γ)|−ε/2

p .

This concludes the proof of the proposition. �

13. Spectral side and conclusion of proof of Theorem 1.1

13.1. Spectral side. Let Πdisc(G(A)1) (resp. Πcusp(G(A)1)) denote the set of irreducible uni-
tary representations occurring in the discrete (resp. cuspidal) part of L2(G(Q)\G(A)1). For
π ∈ Πdisc(G(A)1) with π∞ spherical we denote by λπ∞

∈ ia∗ the infinitesimal character of π∞.
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Proposition 13.1. Fix h ∈ C∞
c (a)W . For every µ ∈ ia∗,

(13.1) Jspec((f
µ
± · τ0)|G(A)1) = Jgeom((f

µ
± · τ0)|G(A)1) ≪h (1 + ||µ||)d−r,

where fµ
± is defined in §9.3, and moreover

Jdisc((f
µ
± · τ0)|G(A)1) ≪h (1 + ||µ||)d−r.

Proof. The first estimate is (11.3), which is an improvement on [LM09, Prop.4.2] in that we have
removed the requirement on the small support of h. The second estimate follows from the first
estimate (13.1) in the same way as for the proof [LM09, Prop.4.3], via an inductive procedure on
the non-discrete spectrum which is established in [LM09, §6], and [Mül07, §5], see also the proof
of Proposition (13.3) below. �

Proposition 13.2. For R ∈ R>1 and µ ∈ ia∗, the number of spherical, everywhere unramified
π ∈ Πdisc(G(A)1) with ‖λπ∞

− µ‖ 6 R satisfies
∣∣∣{π ∈ Πdisc(G(A)1), ‖λπ∞

− µ‖ 6 R, πK◦
∞∞ 6= 0, π

Kf

f 6= 0}
∣∣∣ ≪ Rr

∏

α>0

(R + |〈α, µ〉|)

where the implied constant is independent of R and µ (it depends only on n), and the product runs
over all positive roots with respect to (T0, U0).

Proof. We can directly use the results of [LM09] because we are free to pass to a principal con-

gruence subgroup Kf(3) ⊂ Kf (since π
Kf

f 6= 0 =⇒ π
Kf (3)

f 6= 0), for which [LM09, Prop.4.5]
applies. Alternatively, one can verify that the proof of [LM09, Prop.4.5] only relies upon the above
bound (13.1) for Jspec, hence we could also repeat their proof in our present setting. �

We need to know how the spectral side of the trace formula behaves for our family of test
functions fµ

± · τ from §9.3. We assume from now on that the fixed function h used to construct fµ
±

in (8.2) satisfies h(0) = 1.

Proposition 13.3. There exists c > 0 depending only on n and h such that for every τ ∈ H with
|τ | 6 1, and every µ ∈ ia∗,
∣∣∣∣∣∣
Jspec

(
(fµ

± · τ)|G(A)1
)
−

∑

π∈Πcusp(G(A)1)

trπ(fµ
± · τ)

∣∣∣∣∣∣
6 c‖τ‖L1(G(A))(1 + ‖µ‖)d−r−1(log+ ‖µ‖)max(3,n),

where log+(x) := max(1, log x).

Proof. The method is to reduce to the (local) estimation of the operator norm of fµ
± · τ acting on

certain induced representations, and the (global) estimation of the discrete non-cuspidal spectrum
for the test function (fµ

±·τ0)|G(A)1 for τ0 the characteristic function of the maximal compact subgroup
Kf . Up to some changes we shall follow the proof of [LM09, Prop.4.3], and of [Mat17, Prop.15.1
and Lem.16.2].

For a test function f ∈ C∞
c (G(A)1) write Jdisc(f) =

∑
π∈Πdisc(G(A)1) trπ(f) for the contribution

of the discrete spectrum to the trace formula. By [MS04] the difference Jspec(f) − Jdisc(f) can
be written as a finite linear combination of distributions JM,s(f) with M ∈ L(T0) running over
all semistandard Levi subgroups 6= G, and s ∈ M\NormG(M) with NormG(M) the normalizer of
M in G. We first show that for each such M and s the absolute value |JM,s(f

µ
± · τ)| is bounded



69

by ‖τ‖L1(G(A))(1 + ‖µ‖)d−r−1(log+ ‖µ‖)max(3,n). If τ = τ0, this was proven in [LM09, §6] and we
generalize their argument. The absolute value |JM,s(f

µ
± · τ)| is bounded from above by

(13.2)
∑

π∈Πdisc(M(A)1)

∫

iaL

∣∣∣ĥ(λ+ λπ∞
− µ) tr

(
ML(P, π, λ)MP |P (0, s, π)ρ(π, τ)

)∣∣∣ dλ

where L ∈ L(M) is a certain Levi group (determined by M and s), P = MU ∈ P(M), ML(P, π, λ)
and MP |P (0, s, π) are certain intertwining operators, and ρ(π, ·) denotes the right regular repre-
sentations on the K∞-fixed part of the π-isotypical component in the space of automorphic forms
Aπ(P ) on U(A)M(Q)\G(A). Note that the image of ρ(π, τ) consists only of K-invariant vectors,
i.e, ρ(π, τ) = tr πK∞(τ (P ))(ΠK)|Aπ(P ) with ΠK the projection onto K-invariant vectors and τ (P ) the
parabolic descent of τ along P . Hence (13.2) is bounded from above by

∑

π∈Πdisc(M(A)1)

∣∣trπK∞(τ (P ))
∣∣
∫

iaL

∣∣∣ĥ(λ+ λπ∞
− µ) tr

(
ML(P, π, λ)MP |P (0, s, π)(ΠK)|π

)∣∣∣ dλ.

Since | trπK∞(τ (P ))| ≤ ‖τ‖L1(G(Af )), and the integral over dλ is bounded in [LM09, (6.3)], the
asserted bound for |JM,s(f

µ
± · τ)| follows.

To finish the proof we still need to show that

Jdisc(f
µ
± · τ)−

∑

π∈Πcusp(G(A)1)

trπ(fµ
± · τ) =

∑

π∈Πdisc(G(A)1)\Πcusp(G(A)1)

trπ(fµ
± · τ)

is bounded from above by the right hand side given in the proposition.
In view of Proposition 13.6 below, we have

∑

π∈Πdisc(G(A)1)rΠcusp(G(A)1)

∣∣trπK∞(τ)
∣∣ |ĥ(λπ∞

− µ)| ≪ ‖τ‖L1(G(Af ))(1 + ‖µ‖)d−r−1,

because for any integer N > 0 we have |ĥ(ν)| ≪N (1 + ‖ν‖)−N . This proves that the discrete
but non–cuspidal automorphic representations only contribute to the error term given on the right
hand side of the displayed inequality in the proposition, and it therefore finishes the proof of the
proposition. �

Corollary 13.4. There exists a constant c > 0 depending only on n, h, and Ω such that the
following holds. For every τ ∈ H with |τ | 6 1, and every t > 1,

∣∣∣∣∣∣∣∣

∫

tΩ

Jspec

(
(fµ

± · τ)|G(A)1
)
dµ−

∑

π∈Πcusp(G(A)1)
λπ∈tΩ

dim(π∞ ⊗ χ±)
K∞ tr πf (τ)

∣∣∣∣∣∣∣∣

6 c‖τ‖L1(G(A))t
d−1(log t)max(3,n).

Proof. We have that
∫
tΩ
tr π∞(fµ

±)dµ approximates dim(π∞ ⊗ χ±)
K∞ if λπ ∈ tΩ by [LM09, (4.6)]

so that the corollary follows from Proposition 13.3 by integrating its inequality over µ ∈ tΩ. �

Remark 13.5. On the spectral side we have a better control over the dependence on τ compared to
the geometric side. This is due to the fact that the proof of Proposition 13.3 reduces to the (local)
estimation of the operator norm of ρ((fµ

± ·τ)|G(A)1) on certain induced representations (the Jacquet-
Shalika bound). We could establish an even better bound saving a power of ‖τ‖L1(G(Af )) by writing
down fully the Hecke eigenvalue of the block of the induced representations and applying bounds
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towards Ramanujan. For example for GL(2) the eigenvalues of Eisenstein series are units which
indeed is often useful in applications of the Selberg trace formula. Ultimately the best possible
bound could be deduced by induction on the Sato-Tate equidistribution for smaller groups. These
improvements are more complicated to implement so we have favored the present argument for
Proposition 13.3 which provides a straightforward separation of variables.

13.2. Bound on the number of residual representations. If π ∈ Πdisc(G(A)1) is spherical and
non-cuspidal, it is known, for example by the classification of the discrete spectrum of GL(n) by
Moeglin–Waldspurger, that π∞ is non–tempered, that is, λπ∞

∈ a∗Cria∗. Moreover Imλπ∞
∈ (aGM)∗

for some semistandard Levi subgroup M 6= T0 by [LM09, §3]. We deduce the following estimate
for the number of residual representations in balls of varying radius:

Proposition 13.6. For R ∈ R>1 and µ ∈ ia∗, the number of non–cuspidal, spherical, everywhere
unramified π ∈ Πdisc(G(A)1) with ‖λπ∞

− µ‖ 6 R satisfies
∣∣∣{π ∈ Πdisc(G(A)1) \ Πcusp(G(A)1), ‖λπ∞

− µ‖ 6 R, πK◦
∞∞ 6= 0, π

Kf

f 6= 0}
∣∣∣ ≪ (R + ‖µ‖)d−r−1Rr−1

where the implied constant is independent of R and µ (it depends only on n).

Proof. For each semistandard Levi subgroup M , R > 1, and ξ ∈ a∗ let SM
R (ξ) denote the set of

all non–tempered, spherical, everywhere unramified π ∈ Πdisc(G(A)1) with Im(λπ∞
) ∈ (aGM)∗ and

‖ Im(λπ∞
)− ξ‖ 6 R. Since Imλπ∞

∈ (aGM)∗ for some M 6= T0, we have
∣∣∣{π ∈ Πdisc(G(A)1) \ Πcusp(G(A)1), ‖λπ∞

− µ‖ 6 R, πK◦
∞∞ 6= 0, π

Kf

f 6= 0}
∣∣∣ 6

∑

M 6=T0

#SM
R (Imµ),

where the sum runs over all semistandard Levi subgroups M 6= T0.
Fix such a Levi subgroup M 6= T0. We can find points ξ1, . . . , ξK ∈ (aGM)∗ with K ≪ Rdim aGM 6

Rr−1 and ‖ξj‖ 6 ‖µ‖+R such that

SM
R (Imµ) ⊆

K⋃

j=1

SM
1 (ξj).

We bound the number of elements in SM
1 (ξj) from above by the number of all spherical, everywhere

unramified π ∈ Πdisc(G(A)1) with ‖ Imλπ∞
− ξj‖ 6 1 using Proposition 13.2 (note that the real

part of λπ∞
is uniformly bounded because π∞ is unitary).

Since ξj ∈ (aGM)∗, we have |〈α, ξj〉| = 0 for at least one positive root α. Hence

#SM
1 (ξj) ≪ (1 + ‖ξj‖)d−r−1 ≪ (R + ‖µ‖)d−r−1.

Summing up, we obtain that

#SM
R (Imµ) ≪ K(R + ‖µ‖)d−r−1 ≪ (R + ‖µ‖)d−r−1Rr−1,

which concludes the proof of the proposition. �

13.3. Hecke operators and a volume estimate. The L1-norm of a Hecke operator is equal to
the volume of a Kp double-coset which can be estimated as follows.

Lemma 13.7. There exists a constant c > 0 depending only on n, such that for every prime p
and every ξ = (ξ1, . . . , ξn) with ξ1 > . . . > ξn,

pξ1−ξn 6 volG(Qp)

(
Kpp

ξKp

)
= ‖τp,ξ‖L1(G(Qp)) 6 cpn

2(ξ1−ξn)/4.
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Proof. It follows from [Gro98, Prop.7.4] that

volG(Qp)

(
Kpp

ξKp

)
=

#(G/Pξ)(Fp)

pdim(G/Pξ)
p〈ξ,2ρ〉,

with ρ the half-sum of all positive roots of T0 acting on the Borel P0.
By a trivial bound on the dimension of cohomology, we deduce that the number of Fp-points on

the partial flag variety G/Pξ satisfies

1 6
#(G/Pξ)(Fp)

pdim(G/Pξ)
6 dim(H∗(G/Pξ)) 6 |W | = n!

More precise upper-bounds can be obtained as follows. The above number of Fp-points on G/Pξ

is a p-multinomial coefficient, by writing

#G(Fp) = pn
2
∏

16i6n

(1− p−i),

and similarly for #Pξ(Fp). We find

#(G/Pξ)(Fp)

pdim(G/Pξ)
6

#(G/P0)(Fp)

pdim(G/P0)
= (1− p−1)1−n

∏

26i6n

(1− p−i) 6 (1− p−1)−n 6 2n.

Since 〈ξ, 2ρ〉 = ∑
16i<j6n

(ξi − ξj) > ξ1 − ξn, the lower-bound follows. Conversely, we have

∑

16i<j6n

(ξi − ξj) =
∑

16i6n−1

i(n− i)(ξi − ξi+1) 6
⌊n
2

⌋ ⌈n
2

⌉
(ξ1 − ξn).

Since ⌊n/2⌋ ⌈n/2⌉ 6 n2/4, the upper-bound follows. �

13.4. Conclusion of the proof of Theorem 1.1. If τ is the characteristic function of a bi-Kf -
invariant subset as in the theorem, then τ =

∑
ξ∈Ξ τξ for some finite set Ξ of tuples ξ = (ξp)p with

ξp = (ξp1 , . . . , ξ
p
n) such that ξp1 > . . . > ξpn, ξ

p = 0 for all but finitely many p, and τξ =
∏

p τp,ξp. By
linearity it suffices to establish the estimate for a single τξ.

Every term appearing in Theorem 1.1 is invariant if we replace τξ by τξ̃ under the condition that

for every p, ξp − ξ̃p = (ap, . . . , ap) for some integer ap ∈ Z, and thus we may assume without loss
of generality that ξpn = 0 for every p. Indeed, this invariance holds by combining the following:
tr πp(τξp) = tr πp(τξ̃p) for every spherical unramified π ∈ Πcusp(G(A)1), since the central character
of π is then trivial; ‖τξ‖L1(G(Af )) = ‖τξ̃‖L1(G(Af )) because of the invariance of Haar measures by

translation; finally,
∑

γ∈Z(Q)/{±1} τξ(γ) =
∑

γ∈Z(Q)/{±1} τξ̃(a
−1γ) =

∑
γ∈Z(Q)/{±1} τξ̃(γ) with a =∏

p p
ap ∈ Q× ≃ Z(Q).

Globally we take the test function (fµ
+ · τξ)|G(A)1 or (fµ

− · τξ)|G(A)1 , depending on whether χ = χ+

or χ = χ−. Corollary 13.4 relates the first term of Theorem 1.1 and
∫
tΩ
Jspec((f

µ
± · τξ)|G(A)1), up to

a remainder term which is admissible.
Arthur’s trace formula is Jspec = Jgeom. We then apply Corollary 11.18, which relates

∫
tΩ
Jgeom((f

µ
±·

τξ)|G(A)1) to ΛΩ(t)
∏

p<∞ δ(ξp), together with Lemma 13.7 to show that the remainder term is ad-
missible. Since ∏

p<∞
δ(ξp) =

∑

γ∈Z(Q)/{±1}
τξ(γ),

we recover the second term of Theorem 1.1, which concludes the proof. �



72

13.5. Local Weyl’s law. We record the following variant of Theorem 1.1.

Theorem 13.8. There exist δ > 0 and A < ∞, depending only on n, and c > 0 depending only
on n and h such that for every τ the characteristic function of a compact bi-Kf -invariant set, and
every µ ∈ ia∗,

∣∣∣∣∣∣

∑

π∈Πcusp(G(A)1)

tr π(fµ
± · τ)− 2 vol(G(Q)\G(A)1)fµ

+(1)
∏

p<∞
δ(ξp)

∣∣∣∣∣∣
6 c(1 + ‖µ‖)d−r−δ||τ ||AL1,

where δ(ξp) = 1 if ξp1 = . . . = ξpn, and δ(ξp) = 0 otherwise.

Proof. Similarly as before, we reduce to the case τ = τξ, and ξpn = 0. We apply Proposition 13.3 for
the spectral side. For the geometric side, we apply Theorem 11.16, Proposition 11.17.(i), together
with Lemma 13.7, and finally note that if z = diag(a, . . . , a) ∈ G(Q) is central, (fµ

± · τ) (z) = 0

unless ξp1 = . . . = ξpn for every p. In the latter case, (fµ
± · τ) (z) = 0 unless |a|p = pξ

p
1 for every p in

which case (fµ
± · τ) (z) = fµ

+(1). �
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