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ABSTRACT. For a Brownian directed polymer in a Gaussian random environ-
ment, with ¢(¢,-) denoting the quenched endpoint density and
Qn(t7$17 s 77;") = E[Q(tvwl) . 'q(t7xn)]7

we derive a hierarchical PDE system satisfied by {Qn } n>1. We present two appli-
cations of the system: (i) we compute the generator of {u:(dz) = q(t,z)dz}>0
for some special functionals, where {u¢(dz)}+>0 is viewed as a Markov process
taking values in the space of probability measures; (ii) in the high tempera-
ture regime with d > 3, we prove a quantitative central limit theorem for the
annealed endpoint distribution of the diffusively rescaled polymer path. We
also study a nonlocal diffusion-reaction equation motivated by the generator
and establish a super-diffusive O(¢2/3) scaling.

1. INTRODUCTION

The study of directed polymers in random environments has witnessed important
progress in recent years. A common feature of the models is an interaction between
a reference path measure, which is typically given by a random walk or a Brownian
motion, and a background random environment. The polymer measure is then
formulated as the Gibbs measure with a Hamiltonian describing the accumulated
energy collected along the path in the random environment. The physically interest-
ing quantities include the fluctuations of the free energy, the typical behaviors of
the paths, and so on, see e.g. the books [18, 24, 28] and the references therein.

While the random walk/Brownian motion is diffusive, the random environment
can change the polymer’s behavior drastically. Indeed, when the temperature is low,
the typical path is expected to be super-diffusive, and the transverse displacement
of the path of length T is expected to be of order T¢ with an exponent & > % In
d =1, it has been conjectured that & = % and the directed polymer model falls into
the KPZ universality class. The proofs of this conjecture in several settings can
be found, for example, in [3, 5, 6, 11, 12, 13, 23, 26, 33, 36, 39, 41]. For a more
complete list, we refer to the review articles [22, 38]. Another feature of the polymer
paths in low temperatures is that they localize and concentrate in small regions, see
e.g. [7, 15, 19, 43] and the references therein.

In this paper, we consider the Wiener measure as the reference path measure and
a generalized spacetime Gaussian random field as the environment, and our focus will
be on the endpoint distribution of the polymer path. The results presented in the
sequel offer a possibly new perspective of this problem. We develop a deterministic
hierarchy governing the evolution of the endpoint distribution. From the hierarchy,
we compute the generator of the Markov process associated with the endpoint
distribution, for linear functionals. In d > 3 and for high temperatures, we make
use of the hierarchy to quantify the diffusive behavior of the polymer path. We
also study a nonlocal reaction-diffusion equation motivated by the generator, and
establish a super-diffusive behavior with exponent %; that is, we establish spreading
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on spatial scales O(t*/?). Our arguments are based on a mixture of tools from both
probability and partial differential equations.

1.1. Main result. Let 1 be a spacetime white noise built on the probability space
(Q,F,P) and the expectation with respect to n is denoted by E. Fix a mollifier
0<¢eC(RY) with [ ¢=1. We smooth 7 in the z—variable and define

no(ta) = [ o(e=yIn(t.y)dy.

which is a generalized Gaussian random field. The covariance function of 74 is then
given by

E[77¢(t7 $)77¢(5a y)] = 6(t - S)R(l‘ - y)7
with the spatial covariance function

(@)= [ o(a+y)o(y)dy e €= (RY).

Let (X, .A4,P) be another probability space and w be a Brownian motion built
on it. The initial location wy is distributed according to ug(dz). Throughout the
paper, we assume

po(dx) = qo(x)dz, qo 20, /]1;<d qo(z)dz =1,

and consider the two cases (i) go € C.(R?) (ii) go(z) = §(x). While other initial
distributions can be considered as well, our main focus here is on go(z) = 6(z). We
denote the expectation with respect to w by E,,, and define the energy of any
Brownian path w: [0,7] - R? in the Gaussian environment N¢ by

(1.1) H(T,w) = fOT%(t,wt)dt.

In this paper, we study the endpoint distribution of the random polymer, obtained
by tilting the Brownian motion by a factor of e? (T:w) where 8> 0 is the inverse
temperature; that is, for any 7" > 0, we are interested in:

pr (dr) = q(T', z)dz,
(1.2) q(T,x) = Z(T)fl]EH0 [6(wr —z)exp(BH(T,w) - % 2R(O)T)], and
Z(T) =E,[exp(BH(T,w) - 1 8°R(0)T)].
In d =1, we also consider the random environment given by the spacetime white
noise 77, without any mollification in the spatial variable. To unify the notation, we

allow ¢ to be the Dirac function ¢(z) = d(z) in d = 1, and the spatial covariance
function in this case is

R(@) = [ oz +y)oy)dy = 3().
We define
o(T,x) = Z(T) Epy [6(wr - 2) rexp(B [ 1(s,ws)ds) 1],
Z(T) =By [:exp(B fy n(s,ws)ds) :].

Here : exp : is the Wick-ordered exponential, see e.g. [37]. In both (1.2) and (1.3),
the endpoint density ¢ is related to a stochastic heat equation with a multiplicative
noise, which we will make more precise in Section 2. We emphasize that the case of
o(xz) = R(x) = §(x) is restricted to d = 1.

For any ¢t > 0,n > 1 and Xy., = (z1,...,2,) € R", define the n—point density by
(1.4) Qn(t,x1:n) =E[q(t, 1) ... q(t,zn)].

(1.3)
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For any two functions f,g, we define (f, g) := [ f(2)g(x)dz as long as the integral
is well-defined in a standard way. If f and ¢ also depend on the ¢ variable, then
we write (f(t),g(t)) = [ f(t,2)g(t,xz)dz; see Section 1.5 for more details on the
notations and conventions. We are now able to state the first main result.

Theorem 1.1. Foranyn>1and T >0, if f € C;’Q([O,T] x R"), we have
(F(T),Qu(T)) = (£(0),a5") + Ji' (@ + 58) 1 (1), Qu(1)dt

1.5 2 T
(15) +ﬂ2]§/0 (fr,r(t), Qner(t))dt,

where the functions fi r:[0,T] x R L R are given by

fo.r(t,X1:m) = [(1,X1:0) Ticicjen B(wi = 25),
(1.6) J1.r(t X1, Tns1) = —nf (8 X1m) Titg R(Ti = Tns),

fo.r(t, X1, Tnt1, Tneo) = %n(n + 1) f(t, x1:0) R(@Xp41 — Tpa2)-
In other words, {Qn}ns1 is a weak solution to the following hierarchy:

8th(t»XI:n) = %AQn(t,le) + BQQn(t,le) lekjsn R(xi - xj)
(1.7) = B Jga Qne1(t,X1m, Tna1) Tiey R(2i = Tne1 ) dna
+ ﬂ2@ Jr2a Qni2(t, X1, Tni1s Tnso) R(Tpa1 = Tni2)dTn 1 dan o,

with the initial condition Q,(0,-) = ¢&™.
1.2. Applications of the PDE hierarchy. Let M;(R?) be the space of proba-
bility measures on R?. Due to white-in-time correlation of 1, {ur }7s0 is a Markov

process taking values in M;(R?). For any f € C,(R?), we associate it in the natural
way with a functional F; : M;(R%) - R given by

Fy(u) = (fo) = [, F@)ndo).

where we abused the notation to also let (-,-) denote the pairing between C,(R?) and
M (R?). Denote the generator of {7 }7s0 by £, and let * denote the convolution.
An immediate consequence of Theorem 1.1 is

Corollary 1.2. Assume po(dzr) = qo(x)dx with qo € C.(R?). For any f e CZ(RY),

(1.8) LF ¢ (p0) = (3Af,90) + B2(f, T o),
with the operator T defined as
(1.9) Tao(x) = (R * q0,90)q0(x) — go(z) R * qo ().

Another application of Theorem 1.1 is to study the diffusive behavior of the
polymer endpoint in a high temperature regime when d > 3. It is well-known from
the classical work [2, 10, 20, 32, 42] that in this case and under a diffusive rescaling,
the polymer endpoint converges to a standard normal distribution in the quenched
sense. In our notation, as ¢(7,-) denotes the quenched density of the endpoint of
the polymer of length T, the result says that for almost every realization of the
random environment, and any h € Cy(R?), we have

(1.10) fRd h(z)TY?q(T,NTx)dx f]Rd h(x)G1(z)dx, as T — oo.

Here G4 (-) is the density of N(0,1;). The results in [10, 20, 32] are for a discrete
i.i.d. random environment. In the setting of the continuous Gaussian environment
considered in this paper, the same result was proved in [14]. The above quenched
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central limit theorem (1.10) immediately implies the annealed one (recall that

Q1 =E[q])
(1.11) fR h(2)T2Q\ (T, /Tx)de —~ fR W(z)Gi(z)de,  asT — oo.

As {Q; } ns1 solves the PDE hierarchy (1.7), which can be viewed as a “perturbation”
of the heat equation, it is natural to ask if we can analyze the system of equations
and show that the “perturbation” is indeed small in this asymptotic regime. It turns
out that the hierarchy provides a nice analytic framework for us to give a simple
proof of (1.11) and to also quantify the convergence rate.

Let X7 denote a random variable with the density T%?Q(T,\/Tz), then the
Wasserstein distance between X7 and N(0,1;) is defined as

dw (X, N(0,1))) = sup [R W(@)T2Q (T, Tx)dx - fR h(2)Gi(x)da,

heLip(1)

where Lip(1) = {h € C(R?) : |h(x) - h(y)| < |z - y|}.
Theorem 1.3. Assume qo(-) = 6(-). In d > 3, there exist positive constants

Bo(d,R),C(d, R, ) such that if 5 < By, we have for all T >0 that
(1.12) dw (X7, N(0,1)) < O (185 1y + =124 ) -

Similar results were obtained in [9, Theorem 4], and these suggest that the error
estimates above are sharp when d > 5.

Of particular interest is the mean square displacement of the polymer endpoint.
We have the following error bound.

Theorem 1.4. Under the same assumption of Theorem 1.3, it holds for all T >0
that

(1.13) [+ [ 1ePQu(T2)do - d < O (Frlams + ' Lams + F1ass)

There are several results on error estimates for the mean square displacement
[2, 32, 42], and Theorem 1.4 seems to provide the best rate. We discuss the relation
of Theorem 1.4 to the previous results in more details in Remark 1.14 below.

1.3. A nonlocal reaction-diffusion equation motivated by L. Since {ur }1s0
is a Markov process, we can consider the forward Kolmogorov equation associated
with it. Recall that £ denotes its generator. For any f € Cy(R?), let

U :[0,00) x M1 (R?) -» R

be the solution to
8t%(taﬂ) :‘C%(tvﬂ)v t>0,

U0, p) = (f, 1)
With po(dx) = qo(2)dx, the solution can be written as
(b u0) = B[(f.p)] = [ F@)Qu(ta)de,

where we used the fact that p;(dz) = q(t,2)dz and E[q(t,2)] = Q1(¢,z). Thus, one
can try to study the asymptotic behavior of Q1(¢,-) as t - oo by considering the
equation (1.14), rather than the system (1.16).

(1.14)

Nevertheless, computing the generator £ for general functionals is difficult, and,
in addition, the obtained formula might not be easy to manipulate. In Corollary 1.2,
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we considered the simplest possible linear functionals, and the equation (1.8) shows
that, for these functionals on M;(R%), the action of £ is equivalent to that of the
differential operator %A + 82T acting on the corresponding density. This motivates
us to consider the following deterministic PDE associated with the operator 7.
Take the case of R(-) = d(-) in d = 1, and denote the L?(R%) norm by | -|. For any
f e L*>(R), we have

Tf(x) = If17f(x) - f(2)*.

Consider the following equation

Deg(t,w) = 3Ag(t,2) + B*Tg(t,)
(1.15) = 38g(t, ) + B2|g(t, ) Pg(t, ) - B2g(t.x)?,  t>0,z¢€R,
9(0, ) = qo(x).
We see in the sequel that this describes the evolution of a probability density.

It is unclear whether (1.15) has anything to do with (1.14), since we only know
that the two evolutions match at ¢ = 0, which is due to the fact that % (0, ) = (f, )
is a linear functional on M;(R). Nevertheless, the following result shows a super-
diffusive behavior of g with the exponent %

Theorem 1.5. Ind=1, assume 0 < qo € Cc(R) and [ qo(x)dz =1. For anyp>1,
there exists a constant C = C(p, 8,q0) > 0 such that

CITT < fR|m|pg(T,x)dx < C’Tz?p, for all T > 1.

It is unclear to us whether the above super-diffusion with the “right” exponent

% is a coincidence or not. In the case of the spacetime white noise environment in

d =1, the function @, is the annealed density of the endpoint of the continuum
directed random polymer [1], and {Q,, }»>1 is a weak solution of the infinite system:

8th(t,$1, cen ,l‘n) =%AQn(t,x1, “en ,J}n)
+ B2Qn(t7 T1y.-- ,l’n) ZISKan (5({E2 - ‘TJ)
- ﬂZn Z?:l Qn+1(x17 ce ,xnaxi)

+52@fRQn+2(lea'“;xna‘%v‘%)di7 nx1

(1.16)

For this model, the super-diffusion with exponent % was shown in [23, Theorem
1.11]. Taking n =1, the above system yields

(1.17) Q1 (t,z) = 1AQ1(t,z) + B° [ Qs(t, x, &, 8)dE - B?Qa(t, 2, ).

Thus, the question reduces to justifying if (1.15) is a reasonable approximation of
(1.17) or not. Incidentally, if we make the assumption of a factorized joint density
to close the hierarchy

3
(118)  Qa(t,w1,72) » Q1(t,71)Q1(t, 22), Qs(t,z1,20,23) ~ [ [ Q1 (¢, x;),
-1

J

which is similar in spirit to the molecular chaos assumption in the BBGKY hierarchy
of kinetic theory [16], then (1.17) reduces to (1.15):

(119) ath(tv‘r) N %AQl(tv‘T) + 52 HQl(tv’)H2Q1(t7x) - BQQ%(taI)'

However, we do not claim either (1.18) or (1.19) in this paper.
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1.4. Discussions. As the endpoint density of the Brownian motion solves the
standard heat equation, we look for a counterpart when the Brownian motion
is weighted by a random environment. For each fixed realization of the random
environment, it is known that the polymer model is equivalent to a diffusion in
a (different) random environment [4, Theorem 2]. Thus, in the quenched setting,
the analogue of the standard heat equation we are looking for is a Fokker-Planck
equation with a random coefficient, describing the evolution of the density of the
aforementioned diffusion. However, studying either the solution to the Fokker-Planck
equation or its ensemble average seems to be as complicated as the polymer model
itself; hence, the main message we wish to convey here is the following: rather than
studying the single point distribution, one could instead look at the multipoint
distributions defined in (1.4). By definition, for each T > 0, Q,,(T),) is a probability
density on R™. While we do not have an underlying dynamics that reproduces the
evolution of @, heuristically, it can be viewed as the joint density of n particles,
interacting indirectly through their separate individual interaction with the common
random environment, similar to “independent walkers in the same environment”.
Theorem 1.1, which comes from a straightforward application of It6’s formula,
shows that {Q}n>1 solves a hierarchical PDE system. In this way, the study of
the endpoint distribution of the random polymer, in the annealed setting, may
be reduced to the study of @ and the analysis of the deterministic PDE system
satisfied by {Qp }ns1.

We make a few remarks.
Remark 1.6. A result similar to Theorem 1.1 was proved in [15, Theorem 3.1] for a
different polymer model (albeit not formulated as a PDE hierarchy), with a random

walk reference path measure and an environment on R, x Z%¢ made of i.i.d. copies of
Brownian motions.

Remark 1.7. We show in the sequel (see Lemma A.2) that

u(t,z1) ... u(t,z,)
(Jpu(t,z)dz) |

(1.20) Qn(t,z1,...,zy) =E

with u solving the stochastic heat equation
Opu = %Au+ﬁun¢, u(0,-) = go ().
If we only consider the numerator of the r.h.s. of (1.20), and define

Qn(tyxy,...,xzn) = E[u(t,z1) ... u(t,z,)],

it is well-known that Q,, solves
(121) 8t©n = %AQH + BQQH leiq’Sn R(xz - xj) = %ILQTI

In this case there is no coupling between Q,, for different values of n, and the
Hamiltonian 57, is the so-called Delta-Bose gas if we have a contact interaction
R(-) =4(:) in d = 1. There are many studies on the moments of the stochastic
heat equation, either relying on the Feynman-Kac representation of the solution to
(1.21) or the spectral property of 7, and we refer to the monograph [35] and the
references therein. The equation (1.21) should be compared with (1.7), in which we
have additional terms related to @,+1 and Q2.

Remark 1.8. For the annealed endpoint distribution considered in the present paper,
with the density given by E[q(T,-)], it is conjectured that in d = 1, the rescaled
density T %E[q(T, T%)] converges weakly in space to some universal limit as T' — oo,
see the result on a related last passage percolation model [34]. The limit was further
identified in [27, 40].
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Remark 1.9. The asymptotics of the solution of (1.15) are not obvious. In order to
understand the exponent % in Theorem 1.5, one can make the following back-of-
the-envelope computation. If we assume spreading at spatial scales O(¢P), then to
preserve the fact that g is a probability measure, we must have sup g ~ O(¢t™P). This
yields ||g|* ~ O(¢t7?). In order to use this, we linearize the equation around zero to
obtain

1 1 _
Og ~ §Ag + 52 ||9H29 N §A9 +O(t™")g.

Then, using the large x asymptotics of the heat equation and the fact that the last
term yields an integrating factor, we find

g(t,z) = oJd O(s7)ds= 57 +0(log(t)) o, LO(+)-%>

For consistency with our assumption of spreading in x like O(t?), we require that g
is “large” to the left of O(#?) and “small” to the right of O(#). This means that the
two terms in the exponent should cancel at z ~ O(t?). In other words, we require
O(t*7P) = (t?)?/2t. Solving this yields p = % Unfortunately, this argument is far
from rigorous. Instead, as with the heat equation, in order to establish the spreading
behavior of g, the key estimate is an upper bound on the L* norm that yields decay
to zero at the sharp rate, which is O(¢73). Since the Laplacian (diffusion) can only
cause decay like O(t’%) in d = 1, the nonlinear terms have to provide the mechanism
for this decay. Our proof proceeds by establishing a functional inequality relating
the two nonlinear terms at any maximum of g. This, combined with a differential
inequality satisfied by the maximum, shows that g(t) < +~3. From there we obtain
the upper bound in Theorem 1.5 via the construction of a supersolution and the
lower bound via a simple variational argument.

Remark 1.10. Tt is natural to investigate further questions on the PDE (1.15),
including the asymptotics of T%g(T,T%-) as T — oo and the behavior of g in high
dimensions. One can study the equation corresponding to the spatially correlated
noise:

Qig(t,x) = 389t x) + B(R > g(t,),9(t,))g(t, ) = B2g(t,x) R * g(t, ),

where R € C°(R?) is the spatial covariance function of the noise. Compared to
(1.15) which is the case of R(+) = d(-), the above equation is “more nonlocal”, and
the analytic tools used in this paper do not seem to apply. Indeed, the functional
inequalities and delicate identities used in the proof of Theorem 1.5 either are not
true or do not make sense and do not have obvious analogues in this more general
setting. These are presented in [29].

Remark 1.11. We note that the proof of Theorem 1.5 does not use any regularity
of qog, and would apply equally well to qg that is a localized probability measure
such as §; however, it is not immediately obvious that (1.15) is well-posed with
measure initial data. Hence, in this work, we impose the condition that gg € C.(R)
in order to avoid technical issues. In a future work, we show that this condition
may be relaxed; that is, the estimates established here are sufficient to establish
such a well-posedness result for localized probability measures.

Remark 1.12. In d > 3 and the high temperature regime, Theorems 1.3 and 1.4
concern the annealed distribution @)y, which is obtained after taking an average
with respect to the random environment. It is natural to ask about the extra error
induced by the random fluctuations of the environment. As the focus of the paper
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is on the PDE hierarchy, which involves @1 rather than ¢, we do not study this
problem here, but note that it is not very hard to extract error bounds on the
random fluctuations from the proof of Theorem 1.1. We refer to Remark 3.1 below
for more details.

Remark 1.13. In Theorems 1.3 and 1.4, we are deep in the high temperature regime
[ <« 1 to obtain the error estimate in the annealed central limit theorem. The
quenched central limit theorem actually holds in the full weak disorder regime 3 < 3.
for some critical value of 8. [20]. As we strive for a more quantitative estimate here,
it is unclear to us whether similar error estimates can be proved for all g < ..

Remark 1.14. The first error bound on the convergence of the mean square displace-
ment was proved in [32, Eq (1.7)], and their result in the discrete setting translates
to our case as

[+ [ eFQuT @) - d| < C 7.
d-2 3

Here 6 = min(“;*, ) and ¢ > 0 can be arbitrarily small. In [2, 42], similar results
were shown which corresponds to the following in our setting

|+ fRd |9U|2Q1(T’ﬂf)dl‘—d|SC(W12<d<s+ “h}gTﬂd:6+%1d>6)-

It is worth mentioning that in these works, the quenched error estimates were also
proved, while we only focus on the annealed case here.

Organization of the paper. In Section 2, we briefly discuss the connection between
the directed polymer and the stochastic heat equation, which will be used later in
our proof. Sections 3, 4 and 5 are devoted to the proofs of Theorem 1.1, 1.3 and 1.5
respectively. In Appendix A, we review some basics about stochastic heat equations
for the convenience of readers. The proofs of some technical lemmas are presented
in Appendix B.

1.5. Notation and conventions. We recall and define some notation.

(i) The expectation with respect to the Gaussian random environment is denoted
by E, and the expectation with respect to Brownian motions is E.

(ii) We consider two cases of spatial covariance functions of the Gaussian envi-
ronment (a) R(-) e O (R?),d>1 and (b) R(-) =4(-),d = 1.

(iii) The initial distribution pg(dz) = qo(z)dx is fixed, and we include the two
cases (a) qo(-) € Cc(R?) and (b) qo(-) = 3(").

(iv) For functions f, g and measure u, we write (f,g) = [ fg, (f, u) = [ f(z)p(dz),
and | f]* = (/. ).

(v) We use x to denote convolution in the spatial variable x, and the standard
heat kernel of 0, - $A is Gy(x) = (2mt) =2 exp(~|x[2/(2t)).

Acknowledgement. YG was partially supported by the NSF through DMS-1907928
and the Center for Nonlinear Analysis of CMU. CH was partially supported by NSF
grant DMS-2003110. YG would like to thank Xi Geng for several discussions.

2. DIRECTED POLYMER AND STOCHASTIC HEAT EQUATION

In this section, we briefly discuss the relationship between directed polymers and
the stochastic heat equation with a multiplicative noise.
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First, we define the time reversal of  and ny:
(21) g(tax) = U(—t7$), £¢(t7x) = n¢(_t7x) = fRd ¢(‘r - y)f(t,y)dy

Fix the inverse temperature 3 > 0. For any s € R and x € R?, define U(s,z;t,y) as
the solution of

U (s, z5t,y) = AU (s, 25t,y) + BU(s, 231, 9)Es(ty),  t>s,yeRY,
U(s,x;8,y) = 0(y - x).
Here the product between U and &4 is interpreted in the It6-Walsh sense [44], and

we have included the spacetime white noise case of ¢(-) = 6(-) in d = 1. Then the
quenched endpoint density ¢(7T', ), defined in (1.2) and (1.3), is also given by

fRd U(_T7 €3 07 y)qo(y)dy
fR2d U(_Ta j7 07 y)qD (y)dydj

To see this, consider the spatially correlated case with ¢ € C2°(R%). We only need
to use Feynman-Kac formula [8] to rewrite

L UCT50,9)a0(w)dy <y [B(wr = a)e? B €0 Crmdid 2RO
R

(2.2)

(2.3) q(T,x) =

(2.4) "
=K, [0 (wr - m)eﬂH(T’w)_fﬁ R(O)T].

Here we recall that w is a standard Brownian motion that is independent from &,
and E,,; denotes the expectation with respect to w, with the starting point

wo ~ po(dx) = qo(z)dx.

For any y € R?, let E, denote the expectation with respect to the Brownian motion
starting at wy = y. Then we can rewrite (2.4) as

fRd U(-T,x;0,y)q0(y)dy = fRd qo(y)Ey[6(wr - x)erOT §¢(—s,ws)ds—%l32R(0)T]dy.

For the case of ¢(-) = §(-) in d = 1, by the definition of the Wick-ordered
exponential, we have

E,., [6(wr — ) rexp(B [ 1(s,wy)ds) ]
=By [0(wr — ) s exp(B [y €(=s,ws)ds) ] = fra U(=T,230,)q0(y)dy.

3. PROOF OF THEOREM 1.1

We make use of the Feynman-Kac representation in (1.2) to study the case of
spatially correlated noise, i.e., when the spatial covariance function R(-) € C°(R?).
Through an approximation argument, we derive the corresponding result for the
case of spacetime white noise.

3.1. Colored noise environment: R(-) € C=°(R%),d > 1. We first introduce some
notation. Fix n>1,7 >0 and a C’;’Q function f:[0,7] x R"® — R, we define

M(ta w) = eXp(ﬂH(tv w) - %ﬂQR(O)t)a
(3.1) Yi(t) = f(t,wy, ..., wp) [T M(t,w?),  and
Xy(t) =B [Yr ()],

n» are independent copies of Brownian motions built on (X, .4, P).

yeeey

where {w’};
Thus, we have
Xy (t) = Z(1)",
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where Z(t) is the partition function defined in (1.2) and 1 stands for the constant
function 1(z) = 1. With the new notation, we define

Xp(t) _ X4(t)
Xi(t)  Z()

Xp(t) = (f(t,), ") = (f(t),a(t,)®") =

Proof of (1.5). In the following, the differential d is the full stochastic differential
with respect to both the Gaussian environment and the Brownian motions.

We first note that for each fixed w,

H(t,w) :fotn¢(5,ws)ds

is a Brownian motion with variance R(0), and for w’,w’, we have the bracket
process

(HCw)), Hew)= [ RG] - wi)ds.
This implies
AN (1) = St w)dH (1, 0),
B2 My, M) = B0 ()M (6w R ] it

We also know that H(t,w) is independent of w.
Now we apply It6’s formula to Y (t):
dYy(t) =d[f(t,wy, ..., wp) T M (¢, w’)]
:f(ta wtla te 7w?)d[H?:1 M(taw])] + H?:l M(t7wj)d|:f(tv wtl7 ceey w?)]
+d(f(,w!, . w™), IT5-1 M (-, w?))y.
By (3.2), we have
d H?:l M(ta wj) :B ZZ:1 H;‘L:I M(ta w])dH(ta wk)
+ 62 leden H?:l M(tv U}j)]%(ujéC - wi)dt
We also have
df (tywys .. wi) = £y Vif (tw), o w])dw] + (9 + 5A) f (), w])dt,

where V; denotes the gradient with respect to the j—th variable and A = ¥ ; V;-V;.
Since H(t,w) is independent of w, by (3.2), we have

(f(wl,..,w™), Ty M(-,wi)) =0

Thus, we have

YH(T) = £(0,w), ... w )+/;>Zf Y;(t)dH (t,wb) + 5 1 kzl f Y;(t) R(w! - whydt

e HM(t W) TS (bl wl )l
k=1

n

b [ TIMGw)) @0+ SAY St
0 j=1
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Taking expectation with respect to the Brownian motions, we have
(3.3)

Xf(T) = E#o [Yf(T)] :E#O [f((),w(l), cee ,U)g)] +f i Euo[fOTYf(t)dH(t7wk)]

8 S [ B Y0 REE )

1<k<l<n
T .
+f0 E#O[HM(t,wJ)(6t+%A)f(t,wtl,...,w?)]dt
j=1

For the second term on the r.h.s., recall that n4(t,x) = [pa ¢(z —y)n(t,y)dy with n
a spacetime white noise, using (1.1), we can rewrite it as
(3.4)

B it B [fy Yr(8)dH (8,08)] = BT fy faa B[V (D)S(wf = 9)]n(t,y)dyet.
Now we apply Itd’s formula to Xf(t) = X¢(t)Z(t)™:
(3.5)

4, () - nXs(t) n(n+1)Xs(t)

X (1) A
Z(t)n Xy Z(t)n+L 27(t)"+2 Z(t)n+L
By (3.3), the martingale component of Xy is given by (3.4). A simpler version of
(3.3) also gives

T
2(0) =148 [ [ Eu[M(tw)otw - y)In(t y)dydt,

which implies
(3.6)
n+l

a5, 20 =6 55 ([ Bl fCtk o) TT () —y)our™ o))
k=1 j=1

A7 (t)+ dZ,2Z)- d( Xy, Z).

n+l

e ki By (o) [T R =)t
Combining (3.3), (3.4), (3.5), (3.6), we have
4
(3.7) Xp(T) = X5 (0) + ;Ii(T),

with

n- [ e =03 [1 [ Z#WEHO[WWM—y)]n(t,y>dydt

- 52 [ g ErlYr ORGuE - ul))ar

1<k<l<n

f Z ,LOHM(t wh) (@ + LAY F(t,wh, . wl)]dt

)= [ fo)(ffl 47 (t)

~ Xr®) o

- B f .5 (ot B [ (6 )6 =) )y,
n(r) = ") [T 2 iz, 2)

:52n(n+1) T X1

2 o Z(t)n*? HO[H (t,wj)~R(wtl—wt2)]dt
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and

T 1
14(T):—n/; Wd<vaz)t

n+1

noo~T .
= —np? 1;1 fo WIEM [f(t, wtl, cwy) ]1:[1 M(t,u)J)R(u)iC - w;”l)]dt.

Taking the expectation with respect to n, we have
(3.8)

BILT= [ (8 on() + 0+ ) f(1), Qudr,  BIL(T)] =0,

T T
E[IS(T)]:fO (B fo.r (1), Qnaa(t))dt, E[I4(T)]:fo (B f1,r (1), Qne1 (t))dt.

It suffices to note that E[X;(T)] = (f(T),Q.(T)) and X;(0) = (f(0),¢d") to
complete the proof of (1.5). O

Remark 3.1. The equation (1.5) results from taking expectation with respect to the
noise on both sides of (3.7), in which the martingale terms disappear. If we are
interested in the size of the random fluctuations, it suffices to study the martingale
terms in I1(T),12(T). Actually, an SPDE satisfied by ¢(¢,z) was derived in [30,
Proposition 3.2].

3.2. White noise environment: R(-) = 6(-),d = 1. The proof in this case is
through an approximation of the spacetime white noise by colored noise. Recall
that we only consider d =1 in this case.

For each ¢ > 0, define

(3.9) &)= [oa-netydy, ou(a) = Lo(2)

and the spatial covariance function

Re(2) = 1R(2) = [ 6:(a+y)o-(y)dy.
For any s e R,z € R, let U, be the solution to
WU (s,x;t,y) = %AyUE(S,:C; t,y) +BU(s,x;t,9)(t,y), t>s,yeR,
Ue(s,w;38,y) =6(y — ).

In other words, U, solves (2.2) with &4 replaced by &.. Similarly, the quenched
endpoint distribution of the polymer in the environment £., with the starting point
distributed as pg - (dz) = go(x)dx, is defined as

(3.10)

Jo Ue(-T,2;0,y)q0(y)dy
3.11 e(dr) =q.(T,x)dx, q.(T,z)= -~ —.
BA) - pre(dn) = q:(Ta)de, q-(T.2) = 7 5 e G o ) dyda

For any n > 1,T >0 and X1, = (21,...,2,) € R", define
Qn,s(T7 Xl:n) = E[qE(T7 1‘1) s QE(T; xn)]
By (1.5) (for the case of ¢ € C°(R?)), we have, for any f € C;’Q([O,T] x R™),
T
(J(T), Que () = (£0).a8") + [ (0 + EA) 1 (1), Que ()t

(3.12) o
8% [ (0, Quenc (),

with the shorthand notation fg. := fi r.. Recall that for any R € C=(R?), the
functions fi g were defined in (1.6), for k£ =0,1,2.
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To prove (1.5) for the case of ¢(-) = §(-), we need the following two technical
lemmas:

Lemma 3.2. For any p>1,t>0,2€R, ¢.(t,2) = q(t,z) in LP(Q, F,P), as € > 0.
The convergence is uniform for x € R and t in compact subsets of (0,00). In addition,
there exists C = C(p,B3,T) >0 such that for all € € (0,1),t € (0,T],xz € R,

(3.13) Eflg:(t,2)["] + Ellq(t, 2)|P] < C(Gy » qo ()"

Lemma 3.3. Q, is continuous on (0,00) x R™.

The proof of Lemmas 3.2 and 3.3 is given in Appendix A.

Corollary 3.4. There exist C = C(8,T) > 0 such that for allt € (0,T], (x1,...,%,) €
R™ and € € (0,1),

Qne(t,zr, ... xn)+Qn(t,z1,...,2p) < CH Gy * qo(xj).

j=1
In addition, Qne(t,z1,...,2n) > Qn(t,21,...,2,) as € > 0, and the convergence is
uniform for (x1,...,2,) € R™ and t in compact subsets of (0, 00).

Now we can finish the proof of Theorem 1.1.

Proof. We start from (3.12) and pass to the limit of € - 0 for each term. First, by
Corollary 3.4, we have

(F(1), @ (1)) = F(1),Qu(D)),
and
[ 4@ 3850, Q)i ~ [+ A0, u®)it

The rest of the e—dependent terms in (3.12) are treated in the same way, so we take
[ fo,e(t), Qu.o(1))dt as an example: for any ¢,

(fO,E(t)aQn,E(t)> = Z f f(tvxlzn)RE(mi _:Ej)Qn,E(taXI:n)dxlzn-
1<i<j<n JR?
It suffices to consider fixed i, from the summation. By the change of variable
xi > X4, T = x; — x5, the integral equals to
/Rnf(t,xl, e Ty Ty — €T, .. Ty ) R(2)
XQne(t, X1, . Tiyen o, T — €T, ... Ty )dX 1y

By Corollary 3.4, we have

_1
Qne(t,xr, ... x4, ... 0 —€xj,...xy) <Ot 2 H Gy > qo(xy),
C:l+g

where we also used the elementary estimate Gy * go(x; —ex;) < C’t_%, which clearly
holds for the two cases of go we considered in the paper: gg € C.(R) or go(z) = §(x).
For fixed t € (0,T) and (x1,...,2,) € R", by the continuity of f, Lemma 3.3 and
Corollary 3.4, we obtain

fl oz, @y @ —€X, o Tp) Qe (801, oo Ty, T — €T, ... Tp)

>tz Tiy e Ty oo T )Qu (6,1, o Ty o Ty Xy),  as e — 0.

Note that [ R =1, we can apply dominated convergence theorem to conclude that

T T
A (fO,E(t)a ng(t))dt - L <f0,5(-) (t)a Qn(t))dt7 as € ~ 0.
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Here we recall from (1.6) that
f0,5(-) (ta Xl:n) = f(tv Xlin) Z 6(‘7:1 - ‘Tj)'

1<i<js<n

The proof is complete. O

3.3. Proof of Corollary 1.2. The proof of the cases R(-) € C°(R?) and R(-) = 6()
are similar, and we only deal with the latter. Fixn =1, gy € C.(R?) and f e CZ(R"?),
by Theorem 1.1, we have

T)) = e Dty [ t))dt
(U = {fao) + [ (BAL@uONE+ 5 32 [T s Quan(0)

Recall that F¢(ur) = (f, ur), so we have

E[F;(pr)]-Fr(po) _(f,Q1(T)) - (f,q)
T T

T 2 T
:%/; (;Anyl(t»dt*'/B?l;);A (fr,50), Quer(t))dt

By definition fq 5.y =0 when n =1. For k = 1, we have

T f (fr 6()» Q14x(1)) f f flx1)d(x1 — 22)Q2(t, 21, x2)dx1daadt
B T A [l;f(xl)QZ(t’xlaxl)dxldt
1
__[O v/H‘{f($1)Q2(Tt,x1,x1)dxldt_

Similarly, when k = 2, we have
T f (fr50), Quer(t))d =T f f f(21)0(w2 — 23)Q3(t, w1, 22, v3)dr1drodr3dl
=f_/0 fw f(21)Qs(t, x1, w2, v2)dr 1 drodt
1
=f0 f]R? [(21)Q3(Tt, 21,22, v2)dr 1 d2odt.

By applying Corollary 3.4 and Lemma 3.5 below, we have

E[F;(ur)] - Fs(uo)
T

—’(%Af’CJo)—52[Rf(331)%(371)2d$1
+ 3 fRz f(@1)q0(z1)q0 (z2)da1das

as T'— 0. The r.h.s. equals to

(AAF,q0) + B3 f1.50),48°) + B*(fasy-a5") = (AAFf, q0) + B f. T o),
which completes the proof of (1.8).

Lemma 3.5. Assume qo € Co(R?). For any n>1 and (z1,...,2,) e R™ ast -0,

Qn(tvxlv s 71.71) - ﬁqo(xj)
j=1

The proof of Lemma 3.5 is given in Appendix A.
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4. QUANTITATIVE CENTRAL LIMIT THEOREM: PROOFS OF THEOREMS 1.3 AND 1.4

In this section, we consider the high dimensions d > 3 and a high temperature
regime with 8 « 1. The goal is to prove Theorems 1.3 and 1.4. With a change of
variable, (1.12) and (1.13) are equivalent with, for any h € Lip(1),

(4.1) ‘fRd h(sx)Ql(E%,x)d:v— fRd h(z)G1(z)dx

and
(4.2) ‘ [P Qi (s 2)de -

To unify the notation, we view (4.2) as a special case of (4.1) with h(z) = |z|? even
though this choice of h is not an element of Lip(1). Note that, although the function
h here is not necessarily bounded, it grows at most polynomially at infinity. Thus,
by Corollary 3.4, it is easy to see that the two integrals in (4.1) are both well-defined.
Our proof below is based on selecting appropriate test functions in the equation
satisfied by @)1 in order to quantify the cancellation between the Q2 and @3 terms.

< C(5| loge|l4-3 + 51d24)7

< C(e]ld:3 + €2| loge|lg-q + 52]1d25).

Throughout the section, we assume that go(-) = §(+); that is, the starting point
of the polymer path is at the origin. Recall that in high dimensions we assumed
the random environment is smooth in the spatial variable and R(-) € C°(R?) is the
spatial covariance function.

4.1. Error form. The first step is to derive an exact error expression in (4.1) using
the hierarchical PDE system. We define an auxiliary test function as follows: for any
€ >0 and a function h, let f-(¢,z) be the solution to the backward heat equation
(4.3) atfg(t,$)+%Af8(t,l‘)=0, t<€i2,xeRd,

’ fg(s%,m)=h(€x).
Then we have

Lemma 4.1. For a continuous function h with at most polynomial growth at infinity,
we have

£.(h) = fR h(ex) Qi (%, x)da - [R h(2)G (2)da
(4.4)

=0 [ [ L62) = F (6 IR - 2)Qa(t .y, 2)dadydzdr

Proof. We first assume in addition that h e CZ(R?). As f. solves the backward
heat equation, it holds that f € C’; 2([0,e72] x RY). In the hierarchical PDE system
(1.5), we take n = 1,T = 72, and the test function to be f. to obtain

fRd Fo(,2)Qu (L, 2)da = fR £200,2)Q1 (0, 2)da
(45) 6 [ [ - DR@ - Qs (t . y)dadydt

+ 32 /06_ [R“ fe(t,2)R(y - 2)Q3(t, z,y, z)dxdydzdt.
As Q1(0,z) = go(z) = 6(x), the first term on the r.h.s. of (4.5) is
(4.6)
fRd £(0,2)Q1(0,2)da = f.(0,0) = /}Rdh(sx)GE-z(m)dx: fR h(2)Gh ()dz,

where the last step is through a change of variable and using the scaling property of
the heat kernel.
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By definition, @, (t,x1,...,%,) is symmetric in the z—variables and

Q2(ta$7y) :./l;d Q3(t,x7y,2)d2.

Thus, (4.5) can be rewritten as

=0 [T [ U0 () IRO - )@ (b, 2)dedydzdt

where we also used the fact that R(-) is even. Through an approximation and the
bound on @, given in Corollary 3.4, the above identity extends to the case of h
having at most polynomial growth at infinity, which completes the proof. O

Remark 4.2. For the case of qo(-) € C.(R?), a similar error decomposition as (4.4)
can be derived. The only change to make in the proof is in (4.6), where an extra
error term comes out of the weak convergence of —7qo(£) - d(x).

4.2. Estimating & (h). The proof of Theorems 1.3 and 1.4 reduces to the estimate
of &.(h) for h € Lip(1) and h(z) = |z[* respectively. By using a probabilistic
representation, the following bounds on ),, hold in the high temperature regime in
d>3:

Lemma 4.3. For any d > 3 and n > 1, there exists constants So(d,n,R) >0 and
C(d,n, R, ) such that if B < Bo(d,n, R), we have
n
Qn(t,z1,...,20) <CT] Ge(zy), for allt>0,z1,...,z, ¢ RL
j=1
The proof of Lemma 4.3 is in Appendix B.

Before undertaking the proofs of Theorems 1.3 and 1.4, we provide a heuristic
argument that shows how the diffusive behavior of the polymer endpoint behavior
follows from the convergence of the error £.(h) to zero. Recall that

=0 [* [ Ue(t0) () IRO ~ )@ (b, 2)dedydzdt

Consider the simple case of h € Cy(R?), so |f.| < sup, |h(x)|. The key point here is
that, with the assumption of 8 «< 1 and d > 3,

L, Ru=2)Qs(t 0,y 2)dadydz = [ R(y=2)Qa(ty.2)dydz < Ot 1

and, hence, is integrable for ¢ € [1, 00). This is ultimately related to the fast decay of
the heat kernel in high dimensions d > 3, with the smallness of 8 ensuring that the
effect of the random environment is “summable” in the limit (hidden in the proof of
Lemma 4.3). Therefore, the main contribution to £.(h) actually comes from the
time integration in a microscopically large domain [0, M] for 1 < M <« £72; that is

M
ey [ [ fat) - L )IR(y - 2)Qa(t 2.y, 2)dadydzdt.

On the other hand, when ¢t < M < 72, the f terms cancel for the following reason:
for any fixed (¢,x), it is straightforward to check that

fe(t,x) = [Rd h(ez)Ge—2_y(x—2)dz = /Rd h2)G_e2¢(ex - 2)dz — /Rd h(z)G1(z)dz,

which is independent of . Thus, by the dominated convergence theorem, we obtain
that £.(h) — 0. The proofs of Theorems 1.3 and 1.4 then rely on quantifying this
argument, which we do now.

In the proofs below, C is a constant independent of & which may change from
line to line.
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Proof of Theorem 1.3. Fix h € Lip(1), we have
|[fe(t, ) = fe(t, y)] < /Rd Ge2y(2)h(e(x = 2)) = h(e(y — 2))ldz < elx -y,

which implies

el [ [ o= ylRy-2)Qs(tw,y, 2)dudydzdt

(4.7) o,

<Ce f /]1% ., |z — y|R(y - 2)G¢(x)Ge(y)Ge(2)dxdydzdt.
0 3

While the above integral can be estimated directly (as in the proof of Theorem 1.4
below), we present a simple probabilistic argument here. Let B', B2, B3 be three
independent Brownian motions, then the integral can be written as

[ 7= 9By = )Gi(0)Guly)Gi(=)dadyd= = E[|BE - B}|- R(B} - B})).

Since B? - B! and B? - B? are correlated Brownian motions with variance 2 and
covariance 1, we can rewrite the expectation as

E(|B} - B}|- R(B - BY)] = E[|[\/W}! = \/3W|- R(V2W)) |,

with W', W? independent Brownian motions. Since R € C2°, we estimate the above
expectation by

E[|\/3Wi - \/3WE| R(VaWh)] < CE[|\/EWE —\3WE]- L an ]
for some constant M > 0. For t < 1, we have the obvious bound
E[[\/3WE -3 Lgwaan ] < €
For t > 1, by first averaging W?2, we have
E[|[\/ AW - \/3W2| Lgwaieany | < CVEPIWY | < M] < Ot "5

Combining the two cases and plugging into (4.7), we derive

Ee(h)] < C=(1+ f1 £ dt) < O (< logelLas + lasa ).
The proof is complete. O
Proof of Theorem 1.4. Let h(x) = ||, then

Jto)= [ Geos)le(a=y)Pdy = 2af + (1= ).

Applying Lemmas 4.1 and 4.3, we have

eml= (g% [ [ (ol - WP RGy - 2)@s(t, 2,9, 2)dudydzdt

(4.8) ,
sce? [7 [l ~lyPIR(y - )Go(@)Gi(y) G2 dadydzd.

To estimate the above integral, as R is compactly supported (suppose its support
has a radius M > 0), we have

f R(y-2)Gi(2)dz< C f ]l{|y_z‘5M}Gt(z)dz < C(]].tsl + 1451 sup Gt(z)).
Rd R4 zi|z—y|l<M
For the case of ¢ > 1, by considering |y| < 2M and |y| > 2M separately, we derive

sup  Gy(z) < CGe¢(y), for some ¢1 > 0.
zi|z—y|l<M
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From (4.8) and the above estimate, the following bound holds

1
Eml<ce? [ [ lal? = lyIGo(@)Gely)drdyat

-2
€
w0 [T [l = PG (2)Goly) Gyt (y)didydt = Ay + Ao,
We first get A; < Ce2. For Ay, by the fact that

Gt (y)Gmt(y) < Ct—d/ZGczt(y)7 for some C2 > 07

we have

ap<ce [ [ el - P IGu(@) G (y) drdyt

2
< Ce? [ =42 gt < C(s]ld=3 + 52| loge|lgeq + sz]ld25).
1

This completes the proof. O

5. GROWTH OF MOMENTS: PROOF OF THEOREM 1.5

In the interest of the simplest presentation, we remove the parameter 8 by scaling.
Indeed, let g(t,x) = B2g(tB~*, 2572), and observe that

9t = Gaw +9([91% - 9)-
Hence, for the remainder of the section, we set 8 = 1; that is, we are interested in
dug(t,x) = 38g(t ) + [g(t,)|*g(t.2) - g(t,2)?,  t>0,z€R,
9(0,2) = qo(x).

Here we abused notation by reverting to g as opposed to using g. Undoing this
simple scaling reveals the dependence on 3 of our results.

(5.1)

In order to control the moments of g, it is necessary to understand the asymptotic
behavior of ||g||* as t - co. By interpolation and the fact that g is a probability
density (noted below), it is enough to control the maximum of g. In the following
section, we state the main estimate on the decay of the maximum of g. After, we
show how to use this to obtain upper and lower bounds on the moments of g by
constructing sharp sub and supersolutions of g. In Section 5.2, we show how to
obtain the correct asymptotics on the maximum of g.

5.1. Statement of the main inequality and its application to the moments
of g. In order to streamline the argument, we define a few quantities that play key
roles in the proof. For any t > 0, let

(5:2) M(t) =maxg(t.2), E()= [ g(t.)%dw, and D)= [ |g.(t,2) d.

The key inequality that we require is stated in the following proposition, proved
in Section 5.2.

Proposition 5.1. There is a universal constant Cy, independent of the initial data,
such that
C
M(t) <

t27/(?°> for all t>0.
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Two more useful facts are the following. Integrating (5.1), we see that

% /H\{g(t,x)dx = E(t) ([Rg(t,m)dx - 1)

Since [ ¢(0,2z)dz = [ go(x)dx = 1, by assumption, a simple ODE argument yields,
for any t > 0,

(5.3) Ag(t,x)dmz [Rqo(x)dx: 1.

Thus g(t,-) is a probability density (note that g > 0 by comparison principle and
the fact that go > 0). This is unsurprising given the derivation of the model (5.1);
however, it is crucial in our analysis. Indeed, we immediately deduce the following
useful inequality:

(5.4) B(t) < M(t) fR g(t, z)da = M(t).

We now show how to conclude Theorem 1.5 assuming Proposition 5.1. We begin
with the upper bound.

Proof of the upper bound in Theorem 1.5. The first step is to replace the |g|? = E
term in (5.1). From Proposition 5.1 and (5.4), we see that
Co

E(t) < ek

This, along with (5.1), implies that

1 Co
8tg— §Ag— 152?9 <0.
The comparison principle implies that g < g, where g solves
(5.5) OG- 3Ag-S%g=0 in (0,00) x R,
. g=4q on {0} xR.

The second step is to obtain a bound on g, and, hence, on g, for large z. The
first thing to notice is that

_ t O
h(t,x):exp{—fo 82—/03d3}§(t,a:)

solves the heat equation, d;h = %AE. It follows that

_ t Cy -
g(t,x):exp{fo ﬁds} h(t,x)
t Cy 1 s
_exp{/(; SQTCZS}\/D;\/%E qo(l’—y)dy

By assumption, gg is compactly supported. A straightforward estimate of the
convolution, as well as a simple evaluation of the time integral, yields, for any ¢ > 1
and any =,

— C 3C t1/3_ﬁ
g(t,l‘)ﬁg(t,l‘)ﬁie o 2t
Vit

for some positive constant C' depending only on the initial data.

We now conclude the bound on the moments of g. Pairing the above arguments
with (5.1), we have established that, for all ¢ > 1,

SUZ

3 1 1 1/3
g(t,x)Slen{t?/g,tl/zexp{BCot _Qt}}
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We now use this to conclude the proof. Indeed, for any p > 1, we find

C C 1/3_ 22
zP t:cdxsf xp—,dz+f 2P —= e300t 5 gy
f]R| Pa(t,) |:1:|£6C0t2/3| | 12/3 |:1:|>66‘0t2/3| | t1/2

y2

<CtT +Cl? f |y|pe3C°t1/3_7dy
|y|>600t1/6
< OtF 4 Op/24(=1)/6 = (2(3C0)*~(3C0))t'/*

where C' is a constant depending only on ¢y and p that changes line-by-line. The
second term clearly tends to zero. This completes the proof. O

It is now possible to deduce the lower bound using the upper bound given in
Proposition 5.1 and (5.3). We require one lemma.

Lemma 5.2. Assume that A\>0,d>1, and w: [0,00) — R is an increasing function.
Then
i =y da.
min [ w(laDg()dz=A [ wlal)da

Jogoes

where B,. denotes the ball centered at the origin with radius r and wy is the volume
of the unit ball in RY.

This lemma is elementary and follows from the fact that the minimizer is clearly
)\]lB(A \-1/d (x). Hence, we omit its proof. We now conclude the proof of Theo-
“d
rem 1.5.

Proof of the lower bound in Theorem 1.5.
From Proposition 5.1, we know that g(¢,z) < (15% =: A for all t. Hence
A lz|Pg(t, z)dx > jg(rf)ic%d, fR |z[Pg(x)dx.
0<g<A

Applying Lemma 5.2, we have

172 2~ (p+1) 2=(P+1) (1 +#)2/3\P
min [Py [ el =2 xr = (( +1) ) |
[ g(z)dz=1, JR “1/2x CO
0<g<A

p+1 p+1

which concludes the proof. O

5.2. Decay of the maximum of g. Classical techniques for decay of parabolic
equations are often based on Nash’s inequality, which relates the L? norm of the
gradient of g with the L? norm of ¢g. Such an estimate necessarily gives decay like
O(t’1/2) in d = 1, which is slower than the rate of decay we prove below. Hence,
such a strategy is not useful here.

In other words, the Laplacian term (and the related Dirichlet energy D) is not
sufficient to obtain decay like O(t"%/3). The only other term in the equation is
g9(E - g), and, hence, our proof must be based on this term. The key observation
is that near the maximum of g, we expect g(E —g) » M(E - M) <0. As such, we
require an estimate that quantifies how negative this term is.

In fact, our argument is more subtle than this. We use the decay induced by
both terms —D and —M (M - E). Indeed, if M - E is large, then the nonlinear term
-M (M - E) is a large negative number. On the other hand, if M ~ E, it must be
that ¢ “flattens” quickly after reaching the maximum, making D large (recall that
g is a probability measure so if M ~ E then g is near the optimal case in Holder’s
inequality, which, in turn, implies that ¢ is nearly an indicator function). In both
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cases, we get a large decay term. The key estimate quantifying this heuristic is the
following, which is proved at the end of the section.

Lemma 5.3. There is a universal constant C7 >0 such that
4

M-E>
1D’

Before beginning the proof of Proposition 5.1, we collect two more inequalities.
The first is that, for any 0 < t1 < to,

(5.6) M(ts) < M(t) + [tlt2(E(s)M(s) _ M(5)%)ds.

Informally, this can be seen by noting that, at a maximum, Ag < 0, so that (5.1)
reads M < EM — M?, where we used the physics notation - to denote the time
derivative. This differential inequality has to be interpreted in the suitable weak
sense, but this purely technical issue is standard in parabolic theory and, hence, we
omit the details.

The second inequality is, for all ¢1 < to,

ta
(5.7) E(ty) < E(t)) - f D(s)ds.
ty

In order to see this, simply multiply (5.1) by g and integrate in z in order to obtain

1. 1

7E+7D$E2—/g3.

2 2
Since

E(t) = v[Rg3/2(t,a?)gl/2(t,a:)d$cS ([}Rg?’(t,ac)dac)l/2 (ng(t,x)d:E)l/2,

then %E +1D <0. Integrating this in time yields (5.7).
We now proceed with the proof of Proposition 5.1.

Proof of Proposition 5.1. Let
tO:sup{t>0: sup 52/3M(5)<A}, A:2C’11/3,
s€[0,t]
with the C; from Lemma 5.3. It is clear that if ¢y = co then the proof is finished.
We proceed by contradiction assuming that ¢y is finite. By continuity, it is also clear
that M () = Ataz/ % There are two cases to consider.

Case one: M(tg/2) >2M (tg). Since to/2 < to, then, using the definition of ¢,
we have

2A A 22/3A
3/3 =2M(to) < M(t0/2) < (to)2)2/3 - tg/S :

This is a contradiction since 2 > 22/3. Hence, this case cannot occur.
Case two: M(tg/2) <2M (tp). We first combine Lemma 5.3 and (5.6) to find

M) < M(to)2) - ft . ]‘é ((Z )

Since this is true for all ¢, it follows that
M (to) < M(to),
where M = -C7 13’ D" and M (to/2) = M(tp/2). Elementary calculus yields

(5.8) M(to) < M(to) = (M(t0/2) 4+7/ 1ds)_1/4.
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Then, using (in order) Cauchy-Schwarz, (5.7), (5.4), and the assumption that
M(to/2) < 2M (ty), we find

Lo (1% 5o 1
i (fto/a P56

(5.9) < E(to)2) ftt; D(s)"Vds < M(to/2) ft; D(s) 'ds

2
ds) < (E(to)2) - E(to)) ft/Q D(s)"Lds

t
< 2M (t) ft /”2 D(s) 'ds.
(0]

Using this inequality in (5.8), we obtain

B

1t o M (o) i
_— =12 .
: (2C1 M(tO)) ( @ t

(2C,)/3

2l

1 L)
(5.10) M(to)S(M(t;)4+2clM((:fo))

Re-arranging this yields
(5.11) M(tg) <

However, by the construction of to, we have that M (ty) = At62/3 = 2011/3t62/3.

Hence, we have reached a contradiction, and we conclude that case two cannot occur
either.

Since both cases yield a contradiction, it follows that ¢y = co, which completes
the proof. O

It only remains to establish Lemma 5.3. We do this now. The idea of the proof
is to re-write M — F in terms of a single integral term and then use the proof of a
lemma of Constantin, Kiselev, Oberman, and Ryzhik [21, Lemma 2]. This lemma
was originally used to establish the key inequality in a proof of lower bounds on the
speed of Fisher-KPP fronts in the presence of shear flows in a cylinder.

Proof of Lemma 5.3. As time plays no role in this lemma, we omit it notationally.
First, observe that, due to (5.3), we have

M-F-= Mfg(x)dz— fg(a?)zdx = fg(x)(M—g(z))d:r.
R R R
Notice that the integrand g(M - g) is nonnegative.

Since M is the maximum of g and lim,_,_ g(x) = 0, we can find x; < z3 such
that
M 2M M 2M
(6.12) g(x1) = =3 g(xz2) = R and 5 <g(z) < Ty for all z € (z1,22).

Then we have that

M

) 1/2
(5.13) 3 f e dx < /a9 — 21 (/R|g$|2dx) .

On the other hand, since M /3 < g(x) <2M/3 for all x € (x1,23), then g(M - g) >
M?/9 on (x1,z2). It follows that

(514) [ g@)(M-g@)dz> [ g(e)(M-g(x)dr> [

Z1 Z1

z2 M2 M?
le’ = ?|$2—$1|.

After squaring (5.13) and inserting (5.14) into it, we find

(515) < [o@ - g@)dr [ loaPas,

which yields the claim. O
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APPENDIX A. BASICS ABOUT STOCHASTIC HEAT EQUATION

For the convenience of the reader, we present some standard facts about the
stochastic heat equation. We will first discuss the case of the spacetime white noise
in d = 1, then that of colored noise in d > 1.

A.1. Spacetime white noise in d = 1. For readability, we define the following
notation. For any € > 0 and for any f such that either 0 < f € Cp(R) or f(-) =4d(-),
we define u. s and uy as the solutions to the following equations in d = 1:

8tua,f(tax) = %Aue,f(twr) + Bue,f(t7x)"7€(t7x)ﬂ us,f(ovx) = f({l?),
at’LLf(t,{E) = %Auf(tvx) + 6uf(t,:c)77(t,x), Uf(o,x) = f(w)a

where 7 is the spacetime white noise, 7. is the spatial mollification of 7, and they
are time reversals of &, &.:

n(t7$) = f(_t?x)a 775(75795) = 65(—t,$).
Lemma A.l. (i) For any p>1,T >0, there exists C = C(p,3,T) >0 such that
Elu. ;(t,z)?] + Elus(t,2)P] < C(Gy * f(z))?,  forallee(0,1),te(0,T],z eR;

(1) ue,§(t, ) > us(t, ) in LP(Q) as e - 0, uniformly in v € R and t in compact
subsets of (0,00);

(iit) For f € Cp(R), we have uys(t,x) — f(x) in LP(Q) ast - 0, for each z € R;
(tv) ug € C((0,00) xR, LP(£2)).

Proof. The moments bounds in (i) can be found! in [17, Theorem 1.7]. The
convergence in (ii) was proved in [8, Theorem 2.2]. For (iii), we write

us(t,) = G S48 [ [ Goeslo=y)up(s,ynts, p)duds,

By the moments bounds in (i) and the BDG inequality, we can show the term of
the stochastic integral /Ot [z Gies(x = y)us(s,y)n(s, y)dyds goes to zero in LP(Q),
as t - 0. Finally, (iv) comes from the standard moment estimate: for any n € N and
s,te[n7t,n],z,y € R, there exists C = C(n, p) such that

Efjus(t,2) - ug(s,9)I"] < C(It = s|% + ]~ y|%).

The proof is complete. O

Recall that

Jr Ue(=t,2;0,y)q0(y)dy
Je2 Ue(=t,2;0,9) g0 (y)dyd’
with U, U solving (3.10), (2.2) respectively. Define

2 U(=t,2;0,9)q0(y)dy
Je2 U(=t,%0,y)q0 (y)dyd’

qe(t,z) = q(t,x) =

uQO (t’x)
f]R Ug, (t,7)dT -

Ue,qo (t7.1')
fR Ue,qo (ta f)d‘i ,

Lemma A.2. For anye>0 andt>0,x € R, we have

QE(tax):qs(tax)v Q(tvw) :cj(t,x).

(A1) G- (t,x) = q(t,x) =

I [17], the bounds are stated only for p > 2. However, it is also shown that, in our setting,
uf,ue, r > 0. The bound for p € (1,2) follows by Hélder’s inequality.
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Proof. By the Feynman-Kac formula, we have

L UC-t2:0.9)a0)dy = [ a0()E, [, - w)e? i & rted RO gy
t 2
- fR 40 (y) G ( - y)E, [e?J0 € (-ow)ds=38°Re(O)t ) oy, — ]y,

where we recall that E, is the expectation with respect to w starting from wg =y
and G(-) is the standard heat kernel. Changing variables in the exponent s+~ t — s
and using the time reversal 7. (t,-) = £.(—t,-), we find

AUE(—t,x;O,y)qo(y)dy :AQO(y)Gt(w—y)Ey[eﬁfo’ ne(t=swe-s)ds=3 B2 R (0)t | o = 2]y

t —s,ws)ds—1B%R. _
=Aqo(y)Gt($—y)Em[eﬁf° ne(tmswa)ds= RO, = y]dy.

On the other hand, we write
Ue g0 (£,) =B [go (wy )eP Jo Me(t=siwe)ds= 357 Re (0)1]
= [ a0(@)Giy ~ B[ 1= ROy = gy

The two expressions are equal to each other, so we have ¢.(t,z) = ¢-(¢t,z). By
sending £ - 0, we also have q(¢,z) = ¢(¢,x), which completes the proof. O

Lemma A.3. For any p > 1,T > 0, there exists C = C(p,T) such that, for e €
(0,1),t €[0,T], we have

B [( /R? Ue(-1.3;0, y)qo(y)dydi)_p] +B [( fRQ U(-t,; O,y)qo(y)dydfc)_p] <C.

Proof. Define U, 1(-t;s,y) := [p Us(~t, &; s, y)dE, which solves
05U 1 = %AyU&l +BU:16:(s,y), Usa(-t;—-t,y)=1.

By the statistical shift-invariance of the noise, we have

law

s]l( -t;0,- ) = us]l(t )7

for each t > 0. Combining this with Lemma A.2, a simple observation is that, for
each ¢t > 0,

(A-2) [ uextady™ [ e, (t.2)da.

By Jensen’s inequality, we have

stl ~£;0,1)q0(y)dy) " stn( ~t;0,9) Pq0(y)dy,

which implies

B[( [, U(-t.:0.9)a(p)dydz) *| < [ B0 (4:0.5) "o )y
E[Uc1(-:0,-)7"],

where we used the stationarity of U 1(~%;0,y) in the y variable in the last step.
The negative moment bound

sup E[u571(t7')7p] < C(paﬂaT)
€€(0,1),te[0,T]

(A.3)

can be found, e.g., in [31, Corollary 4.8], and hence the proof is complete. O
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A.2. Colored noise in d > 1. For colored noise 74, we consider the equation
Opug(t,z) = %Auf(t,x) +Buyp(t,x)ng(t,x), t>0,xe R,
ur(0,x) = f(x),

where d > 1 and either 0 < f € C,(R?) or f(z) = 6(x). The follow lemma holds:

Lemma A.4. For any p>1,T >0, there exists C = C(d,p,3,T) >0 such that
Efuy(t,2)"] < C(G * f(x))",
Eluy(t,z)?] <C,

for allt e (0,T],z e R%.

The positive moment bound can be found in [17, Theorem 1.7], and the negative
moment bound in [31, Corollary 4.8].

APPENDIX B. PrROOFS OF LEMMAS 3.2, 3.3, 3.5 AND 4.3

Proof of Lemma 3.2. By Lemma A.2, we know that

U’E»Qo (t’ SC) uQO (ta x)
_— d t =
.[Ruff»%(tv‘i)d‘% an a(tz) fR’U’QO(t?‘i)di‘

Applying Lemma A.1 (i), Lemma A.3 and Holder’s inequality, we derive (3.13). To
show the convergence of ¢.(t,z) — q(t,z), we write

qE(tax) =

Ue,qo (t,fﬂ) — Ugy (t,l‘)
fR uavq(l (157‘%)61‘(E
U:qo(t,l‘) f L [ o
t,T)ds - t,&)dz).
+ ﬁRu&lID(t’j)d‘%[Ruqo(ti)d:ﬁ( Ruqa( 755) X RUE’QO( ,:l?) I)

The first term on the r.h.s. goes to zero in LP(2) by Lemma A.1 (ii) and Lemma A.3.
Together with (A.2), we can show the second term goes to zero similarly. O

qe(t,x) — q(t,x) =

Proof of Lemma 3.3. The continuity of @, follows from (3.13), Holder’s inequality
and the convergence of

(B.1) E[lq(tn,zn) —q(t, z)["] >0

if (tn,xn) — (t,x) € (0,00) xR as n - oo. To prove (B.1), it suffices to apply
Lemmas A.1 (iv), A.2 and A.3. We omit the details here. O

Proof of Lemma 3.5. By the assumption of ¢y € C.(R) and Lemma A.1 (i), we
know that E[|q(t,2z)[P] < C, uniformly in ¢ € (0,7],2 € R. Then it suffices to show
that for z € R, ¢(t,2) > qo(x) in LP(Q) as t > 0. We write

Ugy (1, %) = go () () .
t,z) - =2 + 1- f t,3)dz),
a(t2) =) == S e T T g (ayds L Jy v ()7
and the first term on the r.h.s. goes to zero in LP(§2) by Lemma A.1 (iii) and
Lemma A.3. For the second term, the proof is similar with another use of (A.2)

and the fact that [¢o=1. O

Proof of Lemma 4.3. The goal is to show

Qut.zns ) = Elg(t.21) . q(t,20)] < cf{lct(xj)
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in d >3 when § is small. By Lemma A.2, we have
Ugqg (t’ ‘T)
qt,r) = 77— ——,
S ST
with ug, the solution to the stochastic heat equation starting from go:
atuqo = %AuQO +ﬁul}077¢’ UQO(O737) =q0(x).
Recall that here we consider the initial data qo(z) = §(z).
By the proof of Lemma A.3 (see (A.3)), we have

B[( [, uan(t:9)d5) "] < Blua(t,) 7],
with uy solving the equation with constant initial data
Oyug = %Aul + fuqang, uy(0,2) = 1.

By [25, Proposition 2.3], we know that for any d >3 and p > 1, there exists positive
constants Sy, C' > 0 such that if 5 < Gy, then

supE[uy (¢,-)P] < C.
20
By Hoélder’s inequality, this implies

Qn(t, 21, 20) < O[] Elug, (t,2;)2" ]

J=1

Thus, the proof of the lemma reduces to the following moment estimate of ug, (¢, ):
for any n > 1, there exists By, C' > 0 such that if 8 < 8y, then

(B.2) E[ug, (t,x)"]% < CG(x), for all t > 0,2 € R%.
To prove (B.2), we first express uq, by the Feynman-Kac formula as
t 2
tgy (1) = B o (we) e o (oo 3 5700001,

with E, the expectation with respect to the Brownian motion w starting at z. By
the replica method, the n—th moment equals

n ; C 4
Elug, (t,2)"] = Eo[ [ qo(w])e? Trstrseazn Jo ROwit—wi)ds ],
=1

with {w? }j=1,....n independent Brownian motions starting at . By conditioning on
the positions of w’? at time ¢, we further write the expectation as an integral

Efug, (t,7)"]
- 2 ! byt S j .

= \/Rnd qu(y])Gt(z_y])]Ex[eﬁ Zlgi1<€25nf0 R(w,?! 52)(1 |’U}€ =Y, = 177n]dyldyn
J=1

By [25, Lemma A.2], the following estimate holds for § « 1:

2 t £ £ ;
R(wl-w,2?)ds _ .
sup E,[e? Trstictasn fo Blwst—w2)ds ) =y;,j=1,...,n]<C,
t>0,2,y1,...,yn R

which yields

Blug, (1)) < O( [ )Gl - 0)d)" = CGu(a"

and completes the proof. O
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