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ABSTRACT. We investigate the super-linear spreading in a reaction-diffusion model analogous to
the Fisher-KPP equation, but in which the population is heterogeneous with respect to the dispersal
ability of individuals, and the saturation factor is non-local with respect to one variable. We prove
that the rate of acceleration is slower than the rate of acceleration predicted by the linear problem,
that is, without saturation. This hindering phenomenon is the consequence of a subtle interplay
between the non-local saturation and the non-trivial dynamics of some particular curves that carry
the mass at the front. A careful analysis of these trajectories allows us to identify the value of the
rate of acceleration. The article is complemented with numerical simulations that illustrate some
behavior of the model that is beyond our analysis.

1. INTRODUCTION AND MAIN RESULT

It is commonly acknowledged that the rate of front propagation for logistic reaction-diffusion
equations is determined by the linear problem, that is, without growth saturation. This is indeed
the case for the celebrated Fisher-KPP equation,

(1.1) ng = Ong, +n(l —n).

It is known [34, 47, [5] that the level lines of the solution propagate with speed 2v/8, provided the
initial data is localized (e.g., compactly supported). This coincides with the spreading speed of the
linear problem 7y = 0n,, + 7, which can be seen, for instance, from its fundamental solution,

(1.2) At z) = 2lm%exp (-4’; [(f)Q _ 49]) .

The linear determinacy of the wave speed for reaction-diffusion equation is a long-standing question,
see e.g. [41],29] and [50, [69] for recent developments on scalar homogeneous equations. It has been
established in many other contexts, such as for related inhomogeneous models (see, e.g., [9, [10],
and the recent [57] and references therein) as well as for systems under certain conditions (see, e.g.
[48,[70,[49], the recent work in [40}, 39], and references therein). More recently, linear determinacy has
been established for many non-local equations as well (see, e.g., [12, [3, [IT] [45]). This is necessarily
only a small sampling of the enormous body of literature utilizing the relationship between spreading
speeds and linearization in reaction-diffusion equations arising in ecology and evolution.

In the present work, we report on a similar equation, called the cane toads equation, that describes
a population that is heterogeneous with respect to its dispersal ability. Namely, we consider the
population density f(¢,z,6) whose dynamics are described by the following equation:

Jt = 0fse+ foo+ f(1—p) in R% x R x (1,00),

(1.3) fo=0 on R* xR x {1},

Key words and phrases. Reaction-diffusion, Dispersal evolution, Front acceleration, Linear determinacy, Approxi-
mation of geometric optics, Lagrangian dynamics, Explicit rate of expansion.
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where p(t, x) fl f(t,x,0)d0 is the spatial density. The zeroth order term f(1 — p) is referred to
as the reaction term. The equation is complemented with an initial datum fy such that, for some
CO Z 17

(14) C(]_l]l(foo,fCo)X(l,lJrco_l) < fo < CO]l(foo,Co)X(l,lJrCO)'

Equation was proposed as a minimal model to describe the interplay between ecological
processes (population growth and migration) and evolutionary processes (here, dispersal evolution)
during the invasion of an alien species in a new environment, see [§] following earlier work in [25]
and [4]. The population is structured with respect to the dispersal ability of individuals, which
is encoded in the trait 8 > 1. Offspring may differ from their parents with respect to mobility.
Deviation of mobility at birth is accounted for as f + fpg, with Neumann boundary conditions at
0 = 1. Finally, growth becomes saturated as the population density p(¢,x) reaches unit capacity
locally in space. We note that we use the trait space 6 € (1, 00) for simplicity, but our proof applies
to the case when the trait space is (8, 00) for any 6 > 0.

Problem shares some similarities with kinetic equations (see, for example, the review [68]), as
the structure variable 8 acts on the higher order differential operator. However, here the differential
operator is of second order, whereas it is of first order (transport) in the case of kinetic equations.

The goal of this study is to understand spreading in , and, in particular, to emphasize the
comparison with the rate of propagation of the linearized problem ft = 0fzz + fog + f. Indeed, our
main results, Theorems [1.2] - 2| and [1.3] E, imply that propagation in is slower than that predicted
by the linearized problem. This is surprising at first glance, as linearization in homogeneous scalar
reaction-diffusion equations always underestimates the actual wave speed [41], 29, 50], whereas it
overestimates the spreading rate in our case study.

Another noticeable fact is that we are able to characterize algebraically the critical value for the
rate of expansion, despite the fact that the problem becomes genuinely non-linear because of the
impact of competition on spreading.

It is important to note that, although and seem strongly related at first, the two have
deep structural differences stemming from the interaction of the non-local saturation term —fp
and the unbounded diffusivity 6 € (1,00). The most obvious consequence of the former is the fact
that lacks a comparison principle. This is a serious technical issue that forces us to rely on
and extend earlier techniques of Bouin, Henderson, and Ryzhik [2I]. There are, however, further
phenomenonological differences between the two models, leading to additional difficulties which are
discussed in greater detail below.

One salient feature of is the accelerated propagation that results from the interplay between
ecology and evolution. One may heuristically derive the rate of acceleration from the linear equation
as follows: first, we ignore the ecological part, so that we are reduced to the linear Fisher-KPP
equation in the 6 direction: f; = fgg + f, and we find that 6(t) = O(t), where 0(t t) is roughly the
location of the front (with respect to 6); second, we focus on the ecological part: f; = 0(t)fee + f,
and we find that Z(t) = tO(A(t)"/?) = O(t3/?). This heuristic argument can be rephrased as a
“spatial sorting” phenomenon: individuals with higher dispersal abilities travel far away, where they
give birth to possibly better dispersers, yielding sustained acceleration of the front.

Acceleration was reported in a series of studies about the cane toads invasion [59] 67| after their
introduction in the 1930’s in Queensland, Australia. It is hypothesized that spatial sorting is one
of the major causes for this acceleration [61]. Our analysis enables us to quantify this interplay
between ecology (species invasion) and dispersal evolution.

Super-linear spreading (front acceleration). In [16], Bouin et. al. argued formally that the
linear problem (omitting the quadratic saturation term) should propagate super-linearly as (4/3)t%/2

at the leading order. This prediction was rigorously confirmed for the local version of (1.3)), that
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FIGURE 1. Illustration of Theorem [1.2] by means of a cartoon picture that cannot
be ruled out by Theorem [I.2] The problem is to disprove the fact that different level
sets may propagate at dlfferent rates.

is, when f(1 — p) is replaced by f(1 — f), by Berestycki, Mouhot and Raoul [13] using probabilistic
techniques, and by Bouin, Henderson and Ryzhik [21I] using PDE arguments (see also Henderson,
Perthame and Souganidis [46] for a more general model). While the local model is unrealistic for the
context of spatial sorting, it allows the difficulties due to the unbounded diffusion to be isolated from
those caused by the non-local saturation. In particular, the comparison principle is not available
for but is for the local version.

Due to the inherent difficulties, less precise information is known about the full non-local model.
In [13], the authors investigated and established the same spreading result for a related model in
which the saturation term is limited in range; that is, p is replaced with p4(t, z,0) = f9+A v S (2, 00)do’
for any A > 0. On the other hand, in [21], the authors studied and showed that the front is lo-
cated, roughly speaking, between (8/37/4)t3/2 and (4/3)t%/? in a weak sense (see [21, Theorem 1.2|).

Here, we establish that, contrary to immediate intuition, the propagation of level lines is slower
than (4/3)t3/2 for . Namely, there exists a constant o* € (0,4/3) such that the front is
located around a*t3/? in a weak sense (see Theorem for a precise statement). By refining
some calculations performed in [21], we can prove without too much effort that o > 5/4 > 8/37/4,
Characterizing a* requires more work. We find eventually that a* is the root of an algebraic equation
involving the Airy function and its first derivative. This allows to get a numerical value for a* of
arbitrary precision, e.g. a® ~ 1.315135. It is immediate to check that this value is compatible with
all previous bounds. Indeed, we notice that o* is much closer to 4/3 than any of the above lower
bounds, so that the relative difference is below 2%.

Abstract characterization of the critical value o*. In order to give precise results, we need
some notation. Let a € [0,4/3] and p > 1/2. Let U, denote the value function of the following
variational problem:

1 .
(1.5) Ua,u(x,0) = inf {/0 Lou(t,x(t),0(t),%x(t),0(t))dt : (x(-),0()) € A(:U,H)} ,

where the Lagrangian is given by

2 2
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and A(x, 0) denotes the set of trajectories v : [0, 1] — R x R4 such that v(0) = (0,0),~(1) = (,0)
and the integral quantity in is well-defined. We use the shorter notations U, and L, for U, 1
and L1 respectively. It is one of our important results (see Proposition that Uy, (x,0) does
not depend on the value of y, when ¢ > 1/2 and x > «. As a consequence U, (2, 0) = Uy(z, 0) for
all £ > 1/2 and > «. In this context, when there is no possible ambiguity, we write U, and L,
for Uy, and L, respectively. The critical value is

(1.6) a* = sup {a €[0,4/3] : m@in Ua(a, 0) < 0} .

We have the following properties of a*:
Proposition 1.1. The constant o* is well-defined and it satisfies 5/4 < o* < 4/3.
We refer to Subsection and Section [ for the proof of this statement.

Exact rate of acceleration (in a weak sense). In order to state our first result, we introduce
the following time-dependent spatial locations, as in Figure

Xy/o(t) = min{z : p(t,z) < 1/2}, Xs(t) = max {x : p(t,z) > 5} .

Interestingly, the value a* gives a reasonable (but weak) description of the spreading properties of
3.
Theorem 1.2. Suppose that f satisfies (1.3) with initial data fo localized in the sense of (1.4]).

Then,

(X))

htrggjlf( 1372 ) < (.
Moreover, for all € > 0 there exists § > 0 such that

. Yg(t) *
(1.7) hftiilp< 1373 > >af —e

Roughly, following Theorem there exist infinite sequences of times t1,t9,--+ — oo and
S1,82,++- — oo such that, the level line {p = ¢} has reached a*tf’/2 at t;, whereas the level line

{p =1/2} is no further than a*s?/ % at s;. A few comments are in order. First, as with other non-
local Fisher-KPP-type equations that lack the comparison principle [12], we are unable to establish
spatial monotonicity of p and f. Thus, we cannot rule out that the front oscillates, in contrast to
what is depicted in Figure [I] Second, we cannot rule out front stretching, even along sequences of
times (this is the situation depicted in Figure [1]). The reason is that the upper threshold value 1/2
cannot be made arbitrarily small in our approach. Our result is compatible with a monotonic front
in which X /5() is moving at rate (5/4)t3/? and X1/10(t) is moving at rate (4/3)t3/2, for instance.
Getting stronger results following our approach seems out of reach at present.

The appendix is devoted to numerical computations that indicate that the front profile is mono-
tonically decreasing and that all level lines move at the same rate. Together with Theorem [I.2] this
suggests that the front propagates at rate o*t3/2 in the usual sense.

Further characterization of the critical value a*. We give two other characterizations of o*.
The following definitions are required. Let =y &~ —2.34 be the largest zero of the Airy function Ai.
For £ > =(, we define the function

Ai'(€)  dlogAi

(1) RO= T = ©-

Note that Z( is a singular point for R, and that R is well-defined and smooth on (Zp,00). We
provide further discussion of these and related functions in Subsection
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In addition, we define the following algebraic function V for 7 € (0, 1),

1

1-n)'"22+7)]|°
2(1+7)3/2

(1.9) V(r) = [

Theorem 1.3. The constant o* has the following two characterizations.
(i) For all o € (0,4/3], we have

. 30\ 3 4 30\ 4/3
(1.10) min U (v, 6) = <4> min Us (3,9) —1+ (4> .

Hence,
3/4
1

m@in U4/3(4/3, 9) + 1

*

4
of = -
3

(ii) There is a unique solution 19 € (0,1) of
7oV (10)
1
(1—75)
such that the argument of R belongs to (Zg,00). Then,

(2(1 70)>§ 2(1 + 79)? F'

2+ 79 2+37’0—Tg

(1.11) V(n)? =R [ V(n)'-

4
1.12 Y=
(112) ot =3

The main purpose of Theorem is to provide an analytic formula for o* that can be easily
(numerically) computed. It is from this representation that we obtain the decimal approximation
a* ~ 1.315135 given above.

We mention that, in fact, a stronger scaling relationship than @D holds that takes into account
the scaling in #. This is straightforward to obtain and Theorem @(1) follows directly from it. The
advantages of Theorem 1.3} (i) are twofold. First, it provides a direct way of determing that o < 4/3.
Second, it reduces the task of finding a* to computing only Uy, instead of the whole range of U,

for a € [0,4/3]. Theorem [1.3](i) also allows us to simplify the proof of Theorem [1.3](ii).

Motivation and state of the art. The interplay between evolutionary processes and spatial het-
erogeneities has a long history in theoretical biology [26]. It is commonly accepted that migration
of individuals can dramatically alter the local adaptation of species when colonizing new environ-
ments [53]. This phenomenon is of particular importance at the margin of a species’ range where
individuals experience very low competition with conspecifics, and where gene flow plays a key role.
An important related issue in evolutionary biology is dispersal evolution, see e.g. [60].

An evolutionary spatial sorting process has been described in [61]. Intuitively, individuals with
higher dispersal reach new areas first, and there they produce offspring having possibly higher
abilities. Based on numerical simulations of an individual-based model, it has been predicted that
this process generates biased phenotypic distributions towards high dispersive phenotypes at the
expanding margin [64] [65]. As a by-product, the front accelerates, at least transiently before the
process stabilizes. Evidence of biased distributions and accelerating fronts have been reported
[63, 59]. It is worth noticing that ecological (species invasion) and evolutionary processes (dynamics
of phenotypic distribution) can arise over similar time scales.

Equation was introduced in [8] and built off the previous contributions [25] and [4]. It
has proven amenable to mathematical analysis. In the case of bounded dispersal (6 € (1,10), say)
Bouin and Calvez [14] constructed travelling waves which are stationary solutions in the moving
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frame x — ¢*t for a well-chosen (linearly determined) speed ¢*. Turanova obtained uniform L
bounds for the Cauchy problem and deduced the first spreading properties, again for bounded 6
[66]. The propagation result was later refined by Bouin, Henderson and Ryzhik [20] using Turanova’s
L™ estimate. We highlight this point since no uniform L* bound is known for the unbounded case
(1.3). In addition, their strategy depended on a “local-in-time Harnack inequality” that is not
applicable in our setting. It is also interesting to note that the spreading speed is determined by
the linear problem in the case of bounded 6. The same conclusion was drawn by Girardin who
investigated a general model which is continuous in the space variable, but discrete in the trait
(diffusion) variable [40, [39].

On the one hand, our work belongs to the wider field of structured reaction-diffusion equations,
which are combinations of ecological and evolutionary processes. In a series of works initiated by
[3], and followed by [22] 1T}, 2], various authors studied reaction-diffusion models structured by a
phenotypic trait, including a non-local competition similar to (and possibly more general than) — fp.
However, in that series of studies, the trait is assumed not to impact dispersion, but reproduction,
as for e.g. fi = fux + foo + f(a(f) — p). In particular, no acceleration occurs, and the linear
determinacy of the speed is always valid. Note that more intricate dependencies are studied, in
particular the presence of an environmental cline, which results in a mixed dependency on the
growth rate a(6 — Bx), as, for instance, in [3], 2] (see also [22]).

On the other hand, our work also fits into the analysis of accelerating fronts in reaction-diffusion
equations. We refer to [24), 27] for the variant of the Fisher-KPP equation where the spatial dif-
fusion is replaced with a non-local fractional diffusion operator. In this case, the front propagates
exponentially fast, see also [50], 55]. The case where spatial dispersion is described by a convolution
operator with a fat-tailed kernel was first analyzed in [38], see also [19]. The rate of acceleration
depends on the asymptotics of the kernel tails. In [I7, [I5], the authors investigated the acceleration
dynamics of a kinetic variant of the Fisher-KPP equation, structured with respect to the velocity
variable. The main difference with the current study is that the kinetic model of [17] (see also [30])
enjoys the maximum principle.

A natural question in front propagation, related to the issue of linear determinacy, is whether the
long-time and long-range behavior can be described via a geometric equation. This is not always
possible — see, for example, [35, Chapter 6.2] and [54, examples B(i) and B(ii)]. In our setting,
finding a PDE governing the asymptotic behavior of remains an interesting open problem (see
the discussion in Section 2).

Notation. We use C' to denote a general constant independent of all parameters but Cj in . In
addition, when there is a limit being taken, we use A = O(B) and A = o(B) to mean that A < CB
and A/B — 0 respectively.

Weset Ry = {x € R: £z > 0} and R} = R4\ {0}. All function spaces are as usual; for example,
L?(X) refers to square integrable functions on a set X.

In order to avoid confusion between trajectories and their endpoints, we denote trajectories with
bold fonts (x, ). In general, we use z, x, 6, and 0 for points and trajectories in the original variables

and y, y, 1, and i for points and trajectories in the self-similar variables, which shall be introduced
in Subsection
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2. STRATEGY OF PROOF

This section is intended to sketch the main ideas underlying the proof. As a by-product, we
explain, in rough terms, the reason for slower propagation than linearly determined.

Approximation of geometric optics from the PDE viewpoint. Our argument follows pio-
neering works by Freidlin on the approximation of geometric optics for reaction-diffusion equations
[36, B7]. In fact, we follow the PDE viewpoint of Evans and Souganidis [33]. The approach is based
on a long-time, long-range rescaling of the equation that captures the front while “ignoring” the
microscopic details. In our case, this involves defining the rescaled functions

t x 0 t =z
fh(t,ﬂ?,a) :f <h,hg/2,h> and ph(t,l;) :p<h,h3/2> .
Note that this scaling comes from the fact that the expected position of the front Z(¢) scales like

O(t*/?) and the expected mean phenotypic trait of the population at the front A(t) scales like O(t).
We then use the Hopf-Cole transformation; that is, we let

(2.1) up(t,x,0) = —hlog fr(t,z,0).
Then, after a simple computation,

Uny + Olup g + lungl> + 1 — pn = h(Bupgg + upze) in RE xR x (h,00),
up = 00 on {0} x [(—o0,Cph) x (h, (14 Cp)h)]°,
[un| < hlog Col on {0} x (—o0, —=Coh) x (h, h(1+ C51)),

where the complement of the set is taken in R x [h, 00). Formally passing to the limit as h — 0, we
find

up + Olug|® + [ugl?> + 1 — p(t,2) =0  in R% x R x R%,
(2.2) u =00 on {0} x [(—00,0) x {0}]¢,
u=20 on {0} x (—00,0) x {0},

where the complement of the set is now taken in R x [0, 00). We note that no bounds on the regularity
of p are available in the literature so it is not clear that can be interpreted rigorously.

Another informal candidate for the global limiting Hamilton-Jacobi problem, if any, is the fol-
lowing equation:

(23) Ut + 9’“x|2 + |u9|2 + ]l{mine/ u(t,z,0’)>0} — 0.

It is based on the heuristics that the spatial density p saturates to the value 1 at the back of the
front, 7.e. when ming u(t, z,60") = 0, see Figurefor a numerical evidence. However, we are lacking
tools to address this issue. Actually, the uniform boundedness of p is not yet established to the
best of our knowledge (but see [66] for a uniform L bound in the case of bounded ). One could
also search for an alternative formulation of in the framework of obstacle Hamilton-Jacobi
equations (see, e.g. [33] [I5]); however, the non-trivial behavior behind the front complicates this.
Nevertheless, in our proof we are still able to use the toolbox of Hamilton-Jacobi equations, such
as variational representations and half-relaxed limits (see below) [6] in order to reach our goal. We
7



explain in the next paragraph our strategy to replace p by a given indicator function pl {z<at3/2}-

This translates into the equation

(2.4)

up + Olua|? + Jugl* +1 = pll g, a2y =0,

which admits a comparison principle, together with the variational representation ([1.5]).

Arguing by contradiction to obtain the spreading rate. Clearly, p is the important unknown
here. As we mentioned above, no information on p other than nonnegativity has been established;
even a uniform L bound is lacking. Thus, it is necessary to take an alternate approach, initiated
in [2I]. We argue by contradiction:

(2.5)

e On the one hand, suppose that the front is spreading “too fast,” that is, at least as fast

as o t3/? for some a; > a*. Roughly, we take this to mean that p is uniformly bounded
below by 1/2 behind a1t3/2 (the value of the threshold y = 1/2 matters). With this
information at hand, p can be replaced by 0 for 2 > a1t%2 and by 1/2 for z < o3, at
the expense of f being a subsolution of the new problem (because the actual p is certainly
worse than this crude estimate). In other words, we can replace p by %]1 {r<art/2} in the

problem ((2.2) as in the definition of the variational solution Uy, (L.5). Therefore, we have
limy, 0 up(1,2,0) > U, 1(z,0). Letting, h = t~! <« 1, we thus expect
D)
U

a1

F(t,xt32,0t) = fu(1,2,0) < (—M>
Y Y h ,.’IT, )NeXP h .

We then notice that ming U, 1 (a1,6) > 0 by the very definition of o* (1.6). This implies
that p(t,zt3/2) = p(1, ) is exponentially small around = = a1, which is a contradiction.
We recall that the derivation of the above Hamilton-Jacobi equation was only formal. To
make this proof rigorous, we use the method of half-relaxed limits that is due to Barles and
Perthame [6].

On the other hand, suppose that the front is spreading “too slow,” that is, no faster than
aot3/2 for some ap < a*. Roughly, we take this to mean that p is uniformly bounded above
by some small § ahead of aot®2. With this information at hand, p can be replaced by & for
x> ast’? and 400 for & < ast??, at the expense of f being a supersolution of the new
problem (because the actual p is certainly better than this crude estimate). In other words,
we can replace —1 + p(t,z) by =1+ 6§ + oo]l{$<a2t3/2} in the variational problem above.

This property implies that limy_,oup(1,2,0) < Uy, (x,0) + 6. Choosing ¢ small enough,
with a similar reasoning as in the previous item, we get another contradiction, since then
the front should have emerged ahead of ast®/? because ming U, (s, 0) + 6 < 0. While the
arguments to prove the emergence of the front are still based on the variational problem, we
do not study directly the function up. Instead, we build subsolutions on moving, widening
ellipses — these are actually balls following geodesics in the Riemannian metric associated
to the diffusion operator — for the parabolic problem following the optimal trajectories
in (L.5), using the “time-dependent” principle eigenvalue problem of [21].

Three important comments are to be made. First, this argument is made of two distinct pieces:
the rigorous connection between the variational formulation and the parabolic problem (|1.3])
and the precise characterization of U, (e, ) in order to determine o*. Second, the effective value
of p is always small on the right side of /2 in both cases (either 0 or small ), but it takes very
different values on the left hand side (either 1/2 or +00). Note that p is assigned a +oo value in the
absence of any L* bound. At first glance, it is striking that the same threshold a* could arise in
both arguments. What saves the day is that the value of U, ,(c, ) does not depend on p provided

8



n=20/t

y =a/t*?

F1GURE 2. Typical optimal trajectories of depicted in the self-similar variables
plane (y,n) = (x/t3/2,0/t). The endpoint at time t = 1 is (z,6). The line {y = a}
acts as a barrier due to the jump discontinuity in p in our argumentation by con-
tradiction. The trajectories with endpoints on the left side of the line {y = a} may
come from the right side (not shown). However, the trajectories with endpoints on
the right side never visit the left side. Moreover, for times ¢ — 0, they stick to the
line {y = a}, together with n — 4o00. This behavior holds true if o < % and p > %

that g > 1/2. With our method, the latter bound could be lowered at the expense of more complex
computations, but certainly not down to any arbitrary small number. Finally, we make a technical
but useful comment. To study the variational problem we often use the following self-similar
variables t = e, x = t3/2y, and 6 = tn and study the problem written in terms of such variables.
One of immediate advantage, beyond the compatibility with the problem, is that “]l{a:<at3/2}v the

indicator function in (1.5]), becomes jill {4}, Which is stationary. Now, the problem can be seen as
the propagation of curved rays in a discontinuous medium with index p on the left side, {y < a},
and 0 (or small 6) on the right side {y > a}.

Optimal trajectories. In the sequel, the qualitative and quantitative description of the trajec-
tories in play an important role. We say that a trajectory (x,0) € A(x,6) is optimal if it
is a minimizer in ([1.5) with endpoint (z,0). We note that the existence and uniqueness of these
minimizers is not obvious since the Lagrangian is discontinuous; however, we establish this fact
below using lower semi-continuity (see Lemma .

Why is it that Uq,,(ar, @) does not depend on (large) u? The answer lies in the optimal trajectories
associated with the variational problem . It happens that the optimal trajectories in
cannot cross, from right to left, the interface {y = a} if the jump discontinuity is too large (p > 1/2).
In short, we prove that the trajectories having their endpoint on the right side of the interface
(including the interface itself) resemble exactly Figure The nice feature is that they never fall
into the left-side of the interface, but they “stick to it” for a while. During the proof, we can, thus,
replace the minimization problem by the state constraint problem where the curves are forced
to stay on the right-side of the interface, so that the actual value of p does not matter.

In fact, we obtain analytical expressions for the optimal trajectories that lead to the formula for
™ involving polynomials of Airy functions.

Evidence for the hindering phenomenon. We now explain why the non-local and local satura-
tion act differently. It is useful to begin by discussing why in the local saturation problem the speed
9
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1
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Ficure 3. Hlustration of the hindering phenomenon. The green shaded area repre-
sents the saturation zone, and the bold lines represent a sampling of optimal trajec-
tories ending beyond the saturation zone. (A) In the case of a local saturation, that
is, when f(1— p) is replaced by f(1— f) in (L.3)), the saturation zone {f > &}, for a
small § > 0, is genuinely a curved area in the phase plane (z/t3/2,6/t). The optimal
trajectories associated with without saturation (@ = 0) are curved in a similar
way. It can be shown that they do not intersect the saturation zone if their endpoint
is outside the saturation zone [21], 13]. (B) In the case of a non-local saturation, the
saturation zone {p > J} is a strip along the vertical direction. The main observation
is that the optimal trajectories without saturation (u = 0) intersect the saturation
zone. This yields a contradiction as they are computed by ignoring the effect of
saturation. (C) The optimal trajectories of the nonlocal problem with high enough
saturation (pu > 1/2) do not intersect the saturation zone. Instead, they stick to the
interface for some interval of time. The discrepancy between the “local” trajectories
(A) and the "non-local" trajectories (C) induces a change in the value function U,,
which itself is responsible for the lowering of the critical value from 4/3 (in the local
version) to a* ~ 1.315 (in the non-local version).
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of propagation is determined by the linear problem. Recall that the linear problem is subject to
the same asymptotics as but with the choice of u = 0 everywhere, simply because saturation
has been ignored. The optimal curves of the linear problem were computed in [16]. Rather than
giving formulas, we draw them in self-similar variables, see Figure [8] Beneath the trajectories, we
also draw the zero level line of the value function Uy, which separates small from large values of f
(the solution of the linear problem). An important observation is that an optimal trajectory with
ending point at the zone where f is small, remains on the good side of the curved interface at all
intermediate times. This means that the trajectory stays in the unsaturated zone where the growth
is f(1 — f) =~ f. Hence, the trajectory only “sees” the linear problem implying that the optimal
trajectories of the linear and the nonlinear problem coincide.

In the non-local problem , the characterization of the interface does not involve 6. Indeed,
the saturated region is given by p ~ 1 and the unsaturated region by p < 1 (or, better, by
ming Up(x,0) = 0 and ming Uy(z,0) > 0 respectively). However, the trajectories of the linear
problem with ending points on the saturated zone cannot remain on the right side of any stationary
interface as illustrated in Figure |3] Therefore, the saturation term does matter, and it is expected
that the location of the interface is a delicate balance between growth, dispersion and saturation.

This impeding phenomena could be rephrased in a more sophisticated formulation, saying that
Freidlin’s (N) condition [36] is not satisfied. Indeed the optimal trajectories of the linear problem
ending ahead of the front do not stay ahead at all intermediate times. Therefore, they must have
experienced saturation at some time, and so it is not possible to ignore it.

What is more subtle in our case (and leads to explicit results), is that the optimal trajectories
of the non-local problem hardly experience saturation, as can be viewed on Figure (C): they get
deformed by the presence of the putative saturated area, but they do not pass through it so that a
uniform lower bound p > 1/2 in the saturation zone is sufficient to compute all important features
explicitly.

Connection with sub-Riemannian geometry. The connection between f and U, that is seen,
for example, in solicits some comment about a connection with geometry that was first lever-
aged in [I8]. We ignore the zeroth order term in (|1.3) and focus on the diffusion part of the equation.
Anticipating the details of the proof in Sectionlet t € (0,7) for T > 1 (fixed), and consider
the rescaling t = T?7, x = T%2X and # = TO. Notice the anomalous T2 in the change of time,
so that 7 is small, 7 < 1/T. The diffusion part of the equation does not change due to the
homogeneity of the second order operator,

(2.6) F, =OFxx + Foo, 7€(0,1)T), X€R, O ¢ (1/T,),

and the initial data shrinks to the indicator function 1 _ o1 /78/2yx(0,0(1/7))- It particular, the
problem is not uniformly elliptic in the limit T" — 4o00. However, it is hypoelliptic in the sense
of Hérmander. Moreover, it is a Gurshin operator as the sum of the squares of v©0x and dg
respectively. In particular, it satisfies the strong Héormander condition of hypoellipticity.

Therefore, after appropriate rescaling, our problem relies on short time asymptotics of the hyp-
poelliptic heat kernel . Precise results are known since the 1980’s. In particular, from Léan-
dre [511, [52], see also [7], we find

lim —7log P(7, (X1,01), (X0, ©0)) = dist((X1, ©1), (Xo, 60))?,
T—>
where P is the heat kernel associated to (2.6) and dist is the geodesic distance associated with the

appropriate sub-Riemannian metric, which coincides with ((1.5) up to the zeroth order terms. In
particular, we find

F(r,X,0) ~ exp (-diSt(X’@’ (0’0))2) — exp (—Tdist ( “" % (0,0)>2> :
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where the second equality follows by reversing the scaling at time t = 7. Notice that this is the
formulation of (2.5 but in the absence of reaction terms.

3. THE PROPAGATION RATE

3.1. Some basic properties of trajectories and the proof of Proposition In this subsec-
tion, we collect some results about U, along with the associated optimal trajectories. In particular,
we state two lemmas, which are the main elements of the proof of Proposition [I.I} We also state a
proposition that is crucial in the proof of Theorem [I.2] The proofs of these facts may be found in
Section [El

First, we note that minimizing trajectories exist. The uniqueness of the minimizer associated
with an endpoint (z,6) € [o, 00) x R is addressed in Section [6]

Lemma 3.1. Fiz any a € [0,4/3] and pn > 0. Fiz any endpoint (x,0) € [o,00) x RY. There exists
a minimizing trajectory (x,0) € A(x,0) of the action Uy, (z,0).

Second, we provide a lemma that implies Proposition [1.1

Lemma 3.2. For a € [0,4/3] and © > «, the map Uy(x,0) is increasing in o and is strictly
increasing in x. Hence, ming Un(v, 0) is strictly increasing in . Further ming Uy/3(4/3,0) > 0 and
ming U5/4(5/4, 0) < 0.

Next, we show that the optimal trajectories with endpoints on the right side of the front always
stay to the right of the front. This is crucial, since, if this were not true, a uniform upper bound on
p would be required in order to proceed.

Proposition 3.3. Let a € [0,4/3] and p > 1/2. Let (z,0) be the endpoint of a minimizing
trajectory (x,0) with * > a and @ > 0. Then, for all t € [0,1], x(t) > at3/2. As a consequence,
Uau(,0) = Us(2,0) for all z > o and p > 5.

For the purposes of the proof in the next section, we also mention a technical result that is
established after a careful description of the minimizing trajectory associated with any endpoint
(ar,0). We show (cf. Lemma [7.10) that the optimal trajectories are such that, for ¢ < 1,

x(t) = at3/?
(3.1) ast — 0.

o(t) ~ 202/3 | Tog 1/

We make two comments. First, such an anomalous scaling is not obvious at first glance. In fact,
it arises when the optimal trajectory comes into contact with the barrier {x = at?/ 2}. Second, we
do not believe such an elaborate result is required in the proof in the following section; however, as
the result was readily available, we use it.

3.2. Proof of the lower bound in Theorem The proof of the lower bound in Theorem
follows almost along the lines of the work in [21].

Proof. Step one: definition of some useful trajectories. Fix ¢ > 0. Using the definition of o*
and Lemma there exists r > 0 and x, 0, depending only on ¢, such that x(0) = 0, 8(0) = 0,
x(1) = a* —€/2, and

2

1 .
(3.2) /0 Loe_< (5, x(s), 0(s), %(s), 0(s))ds < —r.

One may worry about the behavior of the integral as s < 1, but we see that the peculiar behavior
(3.1) guarantees that La*,é(s, x(s),0(s),%x(s),0(s)) is integrable at s = 0. By a density argument,
12



up to reducing the value of » > 0, we may assume that x,0 € C2([0,1]), keeping the behavior
0(t) > Ct for some constant C' > 0 as t — 0. In addition, from Proposition we get that

(3.3) x(s) > (o —€/2)s%/?  for all s € [0, 1].
For T'> 0, 29 € R, 6y > 1, and ¢ € [0, 7], define the scaled functions,

(3.4) X720(t) = T3/24 <;> +x9 and Oppg(t) =76 (;) + 6.

The parameters x¢ and 6y are determined in the sequel. For notational ease, we refer to Xr ., and
Or4, simply as X and © in the sequel. By changing variables in (3.2) and using the definition of
La*_%, we notice the crucial fact,

T |¥ 2 - 2
a5 [T 1OOF  p

Further, we may assume without loss of generality that @(t) > 0 for all t € [0, T].
Step two: a subsolution in a Dirichlet ball along the above trajectories. Let

d=r/3.

We now argue by contradiction. Assume that (1.7]) does not hold. Then there exists ¢y such that,
for all £ > tg,

(3.6) plt,z) <8 forall x> (o —e)t?2.

We may assume, by simply shifting in time, that g = 0 and that fy is positive everywhere. Further,
using (3.6)), we have,

(3'7) Jt 2 0fua + foo + f ((1 - P)]l{x<(a*_€)t3/2} + (1 - 6)]1{$Z(Oé*—6)t3/2}> .

Next we find a subsolution of (3.7)) in a Dirichlet ball that moves along the above trajectories. To
this end, we define

Eyo 00.R = {(:E,G) e — :L'0|2/00 +160— 90|2 < RQ}.
We use the following lemma, which is very similar to [2I, Lemma 4.1] (see also [18, Lemma 13]).
Its proof is postponed, but we use it now to conclude the proof of the theorem.

Lemma 3.4. Let §, X, and © be as above. There erists positive constants C(0), C(R,0), and w(R)
such that, for all R > C(6), 8y > C(R,J), and T > C(R,0), and for all zyg € R, there is a function
v satisfying

V¢ < Ovgg +vgg + (1 = 0)v, (t,2,0) € (0,T) X Ex1).01).r>
(3.8) v(t,z,0) =0, (t,z,0) € [0,T] x OFx1),0(t),R>
v(0,2,0) <1, (x,0) € Egy 00.Rs
such that v(T,x,0) > w(R)e’T for all (z,0) € Ex(ry.e(T),r/2-

We aim to apply Lemma[3.4] To that end, choose R > max {1, C(6)} and then 6y > C(8, R). Let
T > C(9, R) be arbitrary.
Next, we find x that is independent of T" such that, for all ¢ € [0, 7],

(3.9) Exwowmnr C {20 -2 <a}.
Let (ZL’,H) S EX(t),@(t),R' Then,

X(t) — R(Ot)Y? < z.
13



Hence, for (3.9)) to hold it is enough to show that, for all ¢ € [0,T],

(3.10) (o — e)t*? < X(t) — R(®(t))"/2.
From (3.3) and (3.4), we see that
(3.11) (o —e/2)t3/% 4 2 < X(t) for all t € [0,T].

Since 0 is Lipschitz continuous, then there exists a constant A, independent of ¢ and 7', such that
O(t) < At + 6. Thus, we can choose xg large enough, independently of ¢ and T, such that

—gﬁ/? +RO@)Y2 <z forall t €[0,T).

The combination of this and (3.11)) implies (3.10)), and hence (3.9 holds.
Step three. Obtaining a contradiction. With the choice of z(y such that (3.9) holds, we then

define
8= 1 ( min f(O,x,H)) >0,

2 z(,00,R
and the subsolution vg = fv given by Lemma
According to (3.9) and (3.7), f is a supersolution to the linear parabolic equation satisfied by vg

in (3.8). In addition,
f(t,z,0) > vg(t,x,0), for(t,z,0)¢€ ([O,T] X 8EX(t),@(t),R) U ({0} X Epp00.R) -

From the comparison principle we deduce that f > vg in [0,7] x Ex1),e(t),r- In particular,

F(T,2,0) > Buw(R)e’  in Ex(r)e(r)r/2 -
The previous line, together with the definitions of p and Ex () e(),r/2, yields,

O(T)+R/2
p(T,X(T)) > / Buw(R)eT df = Bw(R)ReT .
O(T)-R/2
As the constant w(R) depends only on R, we can enlarge the value of T" such that p(T,X(7T)) >
Bw(R)Re’™ > 26. This is a contradiction, as the combination of and (3.11), evaluated at
t =T, implies that p(T,X(T)) < 0. O

Finally, we establish Lemma The proof is very similar to those of [21, Lemma 4.1| and [18,
Lemma 13|; however, it does not immediately follow from either, so we provide a sketch. To this
end, we need the following auxiliary lemma.

Lemma 3.5. Let 6 > 0. Let

Yo X(@) B n B
A(t,y,n)—2®<t) @) D(t,y,n)—1+—®(t), and Ly = A0y + D0yy + Ony.

There exists a constant C'(8) such that, for all R > C"(0), 6y > C'(5), and T > C'(9), then there is
a function w(t,y,n) satisfying

(3.12) Ow — Lyw < dw  in (0,T) x Bgr(0,0),
(3.13) w(t,y,n) =0 on [0,T] x 0BR(0,0),
(3.14) w(0,y,n) <1 on Bg(0,0),

and

(3.15) min w(T,y,n) > ' (R),

(y:m)E€BR/2(0,0)

where w'(R) depends only on R.
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Proof. This is essentially a restatement of |21}, page 745], which in turn uses |21, Lemmas 5.1, 5.2].
What we denote w here is denoted by wr g in [2I]. The only thing we need to verify is that the
hypothesis of |21, Lemma 5.1] holds in our situation. That is, we must verify

. [ A[|Loo ((0,7)x BR(0,0)) T |l |12 ((0,7) x Br(0,0)) or a

We show that the second term in A converges to zero; the rest are handled similarly (in fact, more
easily). Using the definitions of X and © (3.4)), we find,

X(t) TV (t/T)
(©()32  (T6 (¢/T) + 60)*/*

Next, according to the choice of the reference trajectory (x,0), there exists a constant C' such that

(3.16)

(3.17) x(t) = (o —e/2)t>?, and O(t) > Ct ast— 0.
When t/T is small, we use Young’s inequality to see that t1/39§/3 <t/3 4 260y/3 and, thus, find
X(t) _, T t/T)"* t1/2 C

©0)2 =TT+ 0077t 6P b

Notice that this tends to zero as 6y — co. When ¢/T is away from 0, 6(¢/T) is uniformly strictly
positive, and so (3.16) converges to zero as T' — o0. O

Proof of Lemma|3.4. Before beginning, we point out that, using (3.17)), as in the proof of Lemma
m we find that there exists a constant C'(R) that depends only on R such that

X(t)

QW +7O(t)

(3.18) < C(R).

1
2
LOO((OvT) XBR(07O))

Let w be as given by Lemma [3.5] Define, for (y,n) € Bg(0,0),

_ 1 X (¢ . _
v(t,y,m) = w(t,y,n) exp (—2 (y((-)(t()))l/Q + n@(t)> —C(R) - g(ﬂ) :
where
X2 e X Xel  XP e\ .,

A direct computation, together with the fact that w is a subsolution of (3.12)), shows that v is a
subsolution of

20 ' @'/2
In addition, according to (3.13|) we have v = 0 on dBr(0,0). Also, by the definition of v, the fact
that g(0) = 0, (B.19), and (B.15), we have, for (g, 1) € B(0,0),

v(0,y,m) < exp (—1 (y);l(/(;) + 77@(0)) - C’(R)) <L
0

. ® X \. . o .
Uy — (y + )vy—GvnSDvyy—i—vm—i—(l—(S)v.

2

Next we find a lower bound for v(T,y,n) on Bg/5(0,0), for which we first bound g(7") from above.
Using (3.5)), it follows that
X |, xXe| X’ e

5012 T 102 T 162 + 5 dt.
15
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Applying again (3.17) in the manner of the proof of Lemma there is another constant C'(R)
(that we do not relabel) such that,

g(T) < —rT + 26T + C(R).
Together with (3.18)), the definition of ¥, and (3.15)), we find, for (y,1) € Bg/2(0,0),
U(T,y.n) = w(T,y,n)exp ((r —20)T — C(R)) > w'(R) exp ((r — 20)T — C(R)).

Finally, we recover that v is the desired subsolution of (3.8) by making the change of variables from
v to v in the moving frame; that is, we let

- z— X(t
o(t,z,0) = B (t,(g(t))(l/l,e @(t)) .

We recover the last conclusion in Lemma [3.4 by letting w(R) = w/(R)e~C® concluding the proof.
O

3.3. Proof of the upper bound in Theorem [1.2

Proof. We wish to prove by contradiction that, for all € > 0,

Xy /0(t)
.. <
htrg(l)rolf < 1372 ) < ay + e

Suppose on the contrary that there exists € > 0 and t( such that, forall¢ > tp and all z < (a*+e)t3/2,
(3.19) p(t,x) >1/2.

In this case, we see that, for all ¢ > t,

1
(320) ft < efx;t + f@@ + (1 - 21{z<(a*+e)t3/2}) f
The work in [21I] Section 3| implies that there exists a constant C, dependingly only on Cp in ([1.4)),

such that

Y(x,0)

4t+1) )
Here 1 is a positive function, defined piecewise in |21, Section 3|, whose exact form is unimportant,
but which is positive when max {x, 8} > 0 and satisfies, for any h > 0,

(3.21) W2 (zh ™32 0h~Y) = (. 0).

f(t,z,0) < Cexp (t -

We use this particular scaling for two purposes. First, up to shifting in time, we may assume,
without loss of generality, that tg = 0 and that, for all (x,0) € R x (1, 00),

a0 ).

(3.22) f(t,z,0) < C(tg) exp <t T (t+ C(t)

Second, for any small parameter A > 0, we define

h _ o (t = 0 h_ h
(3.23) f (t,:v,@)—f<h,h3/2,h , and u" = hlog f".
Then, u” satisfies both the bound
Y(z,0)
.24 h <hl -
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and the equation
1 .
u? - G\U’;P _ |U}9L‘2 — hﬂugx — hué’g <1- 51{z<(a*+e)t3/2}’ n (0, OO) X R x (h,OO),
ult =0, on (0,00) x R x {h}.

The differential inequality is due to (3.20). The bound on the initial data comes from (3.21)) and
(13.22)).

We define the half-relaxed limit u* = limsup,_,ou". We claim that, for any § > 0, u* satisfies
(in the viscosity sense)

wh— Ot — g — 1+ 51{x<(a*+6/2)t3/2} <0, in (0,00) x R x (0, 00),
(3.25)  q min <—u9,ut — Ok — |up* =1+ 21{x<(a*+€/2)t3/2}) <0, on (0,00) x R x {0},
up < —oolpe, on {0} xR x (0,00),

where Ds = {(x,@) € R x Ry : max {:U,O}2 +6%2< 52}. We point out that we have reduced € to

€/2. The first two inequalities follow from standard arguments in the theory of viscosity solutions,
see, e.g., |40, Section 3.2] for a similar setting. The third inequality follows directly from the upper
bound and the fact that ¢ (z, 0) is positive for max {z,0} > 0. The restriction to the outside
of a ball of radius ¢ (for arbitrary § > 0) might look unnecessary. However, in [28], which is applied
in the sequel, only “maximal functions” with support on smooth, open sets are considered.

Using along with theory of maximal functions [28] (see also [46] for a discussion of the
boundary conditions and the degeneracy in the Hamiltonian near the boundary {6 = 0}, both of
which are not considered in [28]), along with the Lax-Oleinik formula, we see, for all (z,6) € R xR,

Elx(s)]? 0(s)|2
st <o [ [ OO de )]

:x(),0(-) € H', (x(0),6(0)) € D5(0,0), (x(1). 6(1)) = (%9)} :

Taking the limit 6 — 0 and setting t = 1, we find

1 %(s 2 ; s 2
w'(1,2,0) < —inf {/0 [Lé(i’) * "9(4)| - (1 - %1(—007(04*-1—6/2)83/2)(X(S)))}ds +(x,0) € “4(:”’9)}

= —Usrte/21/2(2,0).

Fix any = > o* + ¢/2. Using Proposition the trajectory (x, ) satisfies x(s) > (a* 4 ¢/2)s%/2
for all s € [0,1]. Tt follows that Uy«ye/a,1/2(2,0) = Uy 4e/2(x,6), which implies,

u*(1,2,0) < —Uqqepa(a” +¢€/2,0).
For notational ease, let 7 = ming Uy« ¢/o(a* + €/2,0"). According to Lemma and the definition
of a*, we have r > 0; thus, we find
u*(1,2,0) < —r <0.
We now use the negativity of u* to show that f is small beyond (a* —|—e)t3/2 for large times, which

provides a contradiction. From the definition of u*, it follows that there exists hg > 0 such that if
h < hyg, then, for all x € (a* 4+ 2¢/3,2) and all 6 € (h,4),

1 =z 0 ul(1,x,0) r
f(h’h3/2’h> eXp( h > —exp( 2h)
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Hence, if t > 1/hg, « € ((a* + 2¢/3)t3/2,2t3/2) and 6 € (1,4¢), then

f(t,z,0) <exp <—T2t> ,

which implies,
4t

Tt
(3.26) 1 f(t,z,0)d0 < (4t — 1) exp (—2) .

On the other hand, by [2Il Equation (3.5)], there exists a positive constant C', depending only on
the initial data fy such that f(¢,z,0) < C’et_‘92/4t, for all (¢, x,6). Hence,

00 00 2
(3.27) ft,z,0)do < C exp <t - 9> df < Ce .
at at 4t

The combination of (3.26)) and (3.27)) implies

t—o0 x€((a*+2¢/3)t3/2 213/2

lim sup ( sup p(t,m)) =0.
)

To rule out the other part of the domain, we apply [21, Theorem 1.2], which implies,

limsup( sup p(t,x)) =0.

t—o0 x>(4/3)t3/2

Combining these two estimates yields

lim sup sup p(t,x) | =0.
t—o0 > (a*+2¢/3)t3/2

This contradicts (3.19)), since the latter condition implies that

lim inf i t, > 1/2.
im in (S(mln)t3/2p( x)) >1/

t—o00 a*+e

The proof is complete. O]

4. BASIC PROPERTIES OF THE MINIMIZING PROBLEM Ua#

In this section we prove some basic properties of the trajectories. Namely, we give the proofs of
Lemma [3.1] and Lemma[3.2l We also conclude with the reformulation of the minimization problem
in the self-similar variables.

4.1. The existence of a minimizing trajectory — Lemma The existence of minimizers
is a delicate issue due to the discontinuity in the Lagrangian L, ,. From our qualitative analysis
in the sequel, we show that optimal trajectories eventually stick to the line of discontinuity for
periods of time. Therefore, the value of the Lagrangian on this line matters. As an illustration
of the subtlety of this issue, notice that replacing 1 {e<at3/2} by 1 {z<at3/2} would break down the

existence of minimizers. In the latter case, a minimizing sequence would approach the line without
sticking to it (details not shown).

Proof. Take any minimizing sequence (x,,,8,) € A(z,0) such that

1
(4.1) Uan(,0) = i | Lexg( X (8), 0 (6) %0 (1), (1) .
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It is clear that 6,(¢) remains uniformly bounded above. Further, for any € > 0, 6,(¢) remains
uniformly bounded away from 0 for all ¢ € [¢,1]. These two facts are heuristically clear; for a proof
see [46, Appendix A].

As a result of the uniform upper bound on 6,,, we obtain a uniform H! bound on (x,,8,),
implying that, up to extraction of a subsequence, (x,,8,) — (x,8) for some trajectory (x,0) € H'.
This convergence is strong in CY due to the Sobolev embedding theorem. In addition, because 6,
is bounded away from zero and 8,, — 6 in C°, @ is bounded away from zero. It thus follows that
%0 /s B — %//B.

From above, we obtain two important facts that allow to conclude. First, (x,0) € A(x,0).
Second, using , Fatou’s lemma, and the lower semi-continuity of L, ,, we see that

1 .
Unp(2,0) = lim [ Lo u(t, xn(t), 0n(t), %0 (), 0, (1)) dt

n—o0 0

> / 1 lim inf Lo, (, % (t), 00 (t), %0 (1), 0, (1)) dt
0

n—oo

1 .
2/ Lo (t,x(t),0(t),%x(t),0(t))dt > Uy u(x,0).
0

The last inequality follows from the definition of U, , and the fact that (x,0) € A(x,0). Hence,
the inequalities must all be equalities above, implying that (x, @) is truly a minimizing trajectory,
which finishes the proof. O

4.2. Proof that a* is well-defined — Lemma [3.2].

Proof. First we observe that the U,(z,0) is increasing in « simply because L, is increasing in «.
To see the fact that it is strictly increasing in z when = > «, we fix x > «, § > 0 and any h > 0.
Consider an admissible minimizing trajectory (xx(s),@(s)) such that (x4(0),0,(0)) = (0,0) and
(x(1), 04(1)) = (z + h, ).

Define s, = sup{s:xp(s) =x}. Notice that sj is well-defined due to the continuity of xj
established above, along with the fact that x;,(0) < = < x,(1). We also note that x;(s) > as/? for
all s > sp,.

We construct a trajectory connecting the origin and (z,6). Let x(s) = fomm{s’sh} xp(s)ds'. Tt
follows from the definition of s;, that x(1) = x, x5(s) = x(s) for all s < sp, and xp,(s) = z > as>/?
for all s € [sp, 1]. Further, it is clear that (x,0}) € A(x,6). Hence,

1 .
U (z,0) < /0 Lo (s, %(5), 0 (5), %(s), 04 () )ds

Sh . 1 . s
(4.2) :/0 La(s,xh,Bh(s),kh(s),eh(s))ds+/S W - 1] ds

t ()
49h(8)

1
:/0 Lo(s,%n, 0n(5), %n(s), On(s))ds _/s

h

Since x;(1) = & + h > x = xp(sp) and since sp < 1, it follows that

! lxn(s))?
—2—ds > 0.
/sh 465(s)

Using these two facts to bound the right-hand side of the last line in (4.2)) from above yields

1
Ua(z,0) < /0 La(s,x1,(5), 01(5), %1 (s), 0(s))ds = Ua(xo + h, 0p),
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finishing the proof that U, is strictly increasing with respect to x > «.

We now prove that ming Uy /3 (4/3,0) > 0. For this, we first recall the particular trajectories that
were computed in [21], in the case without growth saturation, i.e., when o = 0 (those computations
were originally derived for [16], though they are not explicitly written there, so we provide [21]
as a reference instead). It was shown that the minimum of Uy(4/3,-) is reached at § = 1, with
Up(4/3,1) = 0. Let (x0,800) be the optimal trajectory associated with the endpoint (4/3,1). Then,
xg has the following simple expression:

xo(t) = % (32_t> 2.

A crucial observation is that x¢ is always to the left of the barrier associated with v = 4/3, i.e.,
4
(4.3) xo(t) < §t3/2 for all ¢ € (0,1).

Indeed,

4372 _dsp A3t o 200 )\ (2
S —xolt) = 52— 2 (S5 ) 2 = 2 (t 1) (t +2)>0.

Next, let (x,0) be a minimizing trajectory associated with ov = 4/3, that is,

1
min Uys(4/3,0) = | Lus(t.x(0).0(0).%(0), (1) .
0

There are two options. On the one hand, assume that (x,0) = (x0,6p). Then, we deduce from
(4.3) that saturation is always at play, hence

L2 19812
m@inU4/3(4/3,9):/0 [|4ét(3€|) + |0(i) ]dt>0.

On the other hand, assume that (x,60) # (xo,6p). Then
OOl H o)1 | 18o(t)]
i 4/3,0) > —1]|dt — 1| dt =0.
min Uays(4/3, >—/o !4e<t> T >/0 10,(t) 4 ’

Here, the strict inequality follows from the uniqueness of the minimizing trajectory (xg,8o) for the
associated minimizing problem. This concludes the proof of the positivity of ming U,/3(4/3,0).

The last step consists in proving that ming Us4(5/4,60) < 0. To this end, we define a particular
trajectory (x,0) € A(5/4,1) by,

3 1
5 §t for 0 <t < 3
x(t) = ~t%, 0(t) =

4 3t+ 1 ¢ 1 i<
47Ty g stes
We establish

1
(4.4) /0 Ly a(t,x(t),0(t),%(t), 0(t)) dt < 0,

which allows us to conclude.
By construction, we have ]l(iOO (5/4)t3/2)(x(t)) =0 for all ¢, and %(t) = (15/8)t*/2, and

1
3 for 0 <t < —,
§ f01<t<1
1 r3 < 1.
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Using this in the definition of Lj/, yields,

52.34+32.23 1
%—1 for 0 <t < 3
L5/4(t7x(t)7e(t)ak(t)70(t)) = 15 2 ¢ 32 1
) % 1 for-<t<1.
<8> 311 20 orzsts

Integrating and then rearranging gives,

1 : 1/52-3+432.23\ 232 15\% /1 ¢t
L Y = - N [ — - _1
/0 5/4(tax(t)7O(t)ax(t)79(t)) dt 3 < 27 > + 326 + ( 8 ) /1/3 3t+1 dt

61 52 25 /33
:?+§(2_1n2)_1:7 (—1112) (—-.01)<0

Hence (4.4)) holds. This concludes the proof of the lemma. O

4.3. Reformulation of the minimization problem in the self-similar variables. In and
we use the scaling properties of our problem. Here, we go a step further, as we reformulate
the minimization problem in self-similar coordinates. We transform each trajectory (x(t), 0(t))
for t € (0,1) into the new (y(s),n(s)), s € (—o0,0) as follows

{X(t) = t3/2y(log ),
0(t) =tn(logt).

Note that the endpoint is not changed: (y(0),n(0)) = (x,0). The minimization problem (1.5) is
equivalent to the following one:

0
(4.5) Ua,pu(,0) = inf {/ Lop(y(s),n(s),¥(s),n(s))e’ ds : (y(-),n(-)) € W(Jfﬁ)} :

where the autonomous Lagrangian .Z,, , is given by

1 3\? 1
(4'6> goz,u(% 17, Uy, 1)7,) = % (Uy + 2y) + Z (vn + 77)2 -1+ M]l{y<a} )

and the set of admissible trajectories is given by
(4.7) A (z,0) = {(y,n) RO =R xRy %, u(y(s),n(s),y(s),n(s))e’ is integrable, and

i Py(9) =0, lim_e'n(s) = 0.(5(0)m(0) = (2.0) |

In view of the discontinuity in the Lagrangian along the line {y = a}, we expect interesting
dynamics as y(s) approaches ae. We prove in the next section that the line {y = a} acts as a barrier
for the optimal trajectories that end in the area {y > a}, provided that y is not too small and « is
not too large, as stated in Proposition [3.3]

Due to the natural scaling of the problem, it is often convenient notationally to let

3a

(4.8) a = 1
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FIiGURE 4. Sketch of a C-turn as the trajectory crosses the line twice. From
Lemma we see that this trajectory cannot be optimal.

5. QUALITATIVE PROPERTIES OF TRAJECTORIES — PROPOSITION

The next result is a reformulation of Proposition [3.3| using the self-similar coordinates introduced
in Section (4.3

Lemma 5.1. Suppose that 2u > a'/3. Let (x,0) € R x RY be an endpoint such that x > o. Then
any optimal trajectory (y,n) € o/ (x,0) of (4.5) satisfies y(s) > « for all s € (—o0,0].

That is, if y ends beyond the line {y = a}, then it never crosses the line. It is clear that this is
a consequence of the following two lemmas.

Lemma 5.2 (No single crossing). With the same assumptions as in Lemma consider a trajectory
which crosses the line {y = a} only once, that is, there exists so such that for all s € [so,0), y(s) > «
and for all s < sg, y(s) < a. Then it cannot be an optimal one.

Lemma 5.3 (No C-turn). With the same assumptions as in Lemma consider a trajectory
(y.n) € o (x,0), which crosses the line {y = a} at least twice (see Figure []), i.e. there exists
s1 < s < 0 such that y(so) = y(s1) = a and y(s) < « for all s € (s1,50). Then it cannot be an
optimal one.

The proof of Lemma [5.3] uses the following result that deals with the monotonicity of n for any
optimal trajectory:

Lemma 5.4 (Monotonicity of ). If (y,n) is an optimal trajectory for (4.5), then n is nonincreasing
over (—o0,0).

The proof of Lemma [5.4] is a direct consequence of the Hamiltonian dynamics associated with
(4.5). We review it briefly in the next section. The other two statements require additional condi-
tions on « and p, as in Lemma [5.1] They are proved in Section [5.2

5.1. A brief overview of Hamiltonian dynamics. In this section we provide some elements of

the computation of the optimal trajectories that we use in the article. To this end, it is instructive

to briefly recall the basics of calculus of variations in a smooth setting. Let L(X, V) be some smooth
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Lagrangian function. Consider, for some admissible set of trajectories A with endpoints at z € R%,
the following problem:

0
— 3 S

(5.1) U(z) = )%Ié& /OO L(X(s), X(s))e’ds.
When L is smooth, one can write the Euler-Lagrange equation,

d

ds
for an optimal trajectory X. As usual, the Hamiltonian H (X, P) and the Lagrangian L(X,V) are
related by the following convex duality:

H(X,P)=sup(V-P—L(X,V)) and L(X,V)=sup(V P — H(X,P)).
\4 P

(DVL(X(S),X(S))65> = Dy L(X(s), X (s))e®,

Hence, the action variable, defined as P(s) = Dy L(X (s), X(s)), satisfies the following Hamiltonian
system, together with the trajectory X(s),

P(s)+ P(s) = DxL(X ( ),X(S)) = —DxH(X(s), P(s)).

Then, the evolution of the Hamiltonian function H (X (s), P(s)) along the characteristic lines, when
there is enough regularity, is:

d . ) ) )

T (H(X(s),P(s))) = DxH - X + DpH - P = (P + P)- DpH + DpH - P = —P - DpH.

s

From our choice of P along with the representation formula for L, we see that H(X, P)+L(X, DpH (X, P)) =
P-DpH(X,P), so that the above becomes H + H + L = 0, or, equivalently,

d
(5.3) e (He®) 4+ Le® =0.

We deduce from (5.3) and (5.1)) that U(X(0)) = —H(X(0), P(0)).
Finally, we point out a nice relationship between DxU and P:
(5.4) P(0) = DxU(X(0)).
Indeed, if we perturb the optimal trajectory X by a constant velocity €V on the last portion of the
time interval (—e¢,0), we find by the minimization property (5.1)):
0
Uz + e2v) — U(z) < / <L(X(s) + (s +e)eV, X (s) + €V) — L(X(s), X(s))) esds

0
< e/ (DVL(X(s),X(s)) V4 0(6)) e ds.
Dividing both sides by €2, and letting € — 0, we find that DxU(z) -V < Dy L(X(0), X (0)) - V, for
any V. Hence, we have D xU(z) = Dy L(X(0), X(0)), which is equivalent to (5.4) by definition.

In our setting, the Hamiltonian associated with (|1.5)), is
3
(5.5) Ho(y0,0,0) = =5up —na +nlp + g + 1= pllyay -

This follows from (4.6)), where we solve for the Lagrangian. Thus, the Hamiltonian system (/5.2]) is,
for the portion of the trajectories on either of the half-spaces {y < a} and {y > a},

3 1
y = — — +2 5 - e 5
56) y=—5y+20p p=;p
0= -n+2q, a=—|p/*.
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Here we use the fact that 1y, .,y is constant on each half space. The connection between the two
half-spaces must be handled with care, see below for details. The general solution of on any
interval of free motion, i.e. avoiding the line {y = a}, for trajectories ending at (z,0) at s = 0, is,
for some constants A and B,

=0 +2B(1 —e %)+ A2 (2 —¢e* — %)

1

s) = ze~2° +20A (e_%s — e_%s> +2BA <e25 +e”

3
2

S _ 26—%S>

+§A3 (e_%s ~3e30 + 3e35 egs> .

\

Due to (4.6) and (5.6]), the running cost on each half-space {y < a} and {y > «} is then given by:

Lou(y(s),m(5),5(5),1(5)) = n(s)[p(s)1* + lals)* = 1+ 1l (o) (¥(5))-

An immediate computation yields that this quantity is constant on each half-space {y < a} and
{y > a}. In particular, on some interval (sp,0) such that y(s) stays on the same side of the line,
the running cost is

(5.8) Loy (s),m(5),5(5),1(5)) = 00A” + B = 1+ pl (o) (¥(5)) -

We now investigate the portions of (y(s),n(s)) when y(s) = « for an open interval of time

s € (s1,50). It is convenient to extract the dynamics from the Lagrangian function (4.6) when the
trajectory has been confined to the line. When confined to this line, the Lagrangian is

=2

o 1 2
(5'9) g{yza}(mvn) = ? + 4 (UT] + 77) -1,
which is obtained from (4.6) by setting vy, = 0, and y = «, and pl(_ ) (y) = 0. Recall that,
as given by (4.8), @ = 3a/4. The corresponding Hamiltonian function is obtained through the
Legendre transform with respect to the partial velocity variable v;;:

—2
(6%
A= (:0) = = =g + lal* +1.

The corresponding Hamiltonian dynamics are computed exactly as above:

—2
. ) a
(5.10) n=-n+2q, and qq= el

Moreover, similarly to above, we also obtain

d
7

5.2. Better stay on the right side — Lemma We now establish that any trajectory that
ends to the right of the line {y = o} must always be to the right of this line. Our approach, in each
lemma, is a careful analysis of the minimizing trajectories, which we can write down semi-explicitly
thanks to the computations performed in Section[5.1] In each case, we show that, were the undesired
behavior to occur, we may construct a related trajectory with a lower cost, contradicting the fact
that the offending trajectory was a minimizer.

We first prove the monotonicity of optimal trajectories in 1. This is an important step in estab-
lishing Lemma [5.3]

(5.11) %y:a}es) + f{y:a}es =0.
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Proof of Lemmal[5.4 Let (y,n) € </(x,0) be the optimal trajectory. We begin by obtaining a
differential inequality for the second derivative 7} in the distributional sense. We note that we
have not established the continuity of 7 or any regularity of 7, so we are forced to work with this
distributional inequality.

Fix any € > 0 and any 0 < ¢ € C°(R*). Notice that (y,n + ee %¢) € &7 (x,0). Thus, we have,

0 0
/ Loy ny,me’ds = Uap(w,0) < / Loan(y;n+ee gy, n+ele o —e*¢))e’ds.
—00 —00
Writing out the expressions and re-arranging the terms, we see,

: 2 .
o< /0 (¥(s) +3y(5)"  (3(s) +3y(s))°
- A(n(s) +ee=2¢(s)) 4n(s)
Expanding the first term and dividing by € yields,

0 —o(s) (y(s 3v(s 2 .
o< [ ( ¢s) (¥(5) + 5¥()) +¢(8)(7’7(S)+n(8))> ds.

S 0(s) (i) + 17(8))) e*ds + ().

—00

2n(s)(n(s) + ee™¢(s))

Applying the monotone convergence theorem, we get,

[ a(o-iys [/ s, o,

oo oo 21(s)?
Since this is true for all ¢, it follows that 17 + 17 < 0 in the sense of distributions, from which it
follows that %(657'7) < 0 holds in the sense of distributions.

We now conclude the proof by choosing an appropriate test function. If i is not non-increasing,
then there exists a 0 < ¢ € C°(R*) such that [nye’ds = v > 0 and [¢ds = 1. Fix any
s’ < inf supp(¢)) and € > 0 such that e < —s’. Let ¢, be a standard mollifier with supp ¢ C (—¢, +¢).
Then, define the smooth test function

9= ([ o)« ([ i) 1

Note that from our choice of s’ and €, the above test function is positive and compactly supported
in R* . From our choice of ¢, and v along with the differential inequality established above,

0 0 0
[ ol = st = [ i) (o5 =)~ v ds == [ inshinls)ds <o

—00 —0o0 — 00

Multiplying both sides by e =5 and integrating over (s, sg) for any so < inf supp(¢), we find

_/[;687'7(8)/: ¥ e(s' — 5)ds'ds = — / / )6e(s' — $)dsds’ < A(e=*0 — 1),

We may take € — 0 in the interior integral on the left hand side to obtain

S0

nls) —n(so) == [ s)ds < a(e - )
s1

Hence n(s1) — —oo as s; — —oo, which contradicts the fact that » > 0, by definition. This

concludes the proof. O

Proof of Lemma[5.3 We argue by contradiction. Suppose that a trajectory crossing the line {y = a}

only once is optimal. Let so be the time such that y(s) < « for all s < sp and y(s) > « for all

s € (s0,0), and let denote 8y = m(sp). By the dynamic programming principle, the trajectory is

also optimal on the interval (—oo, s9). By a translation of time s — sp, we can assume without loss

of generality that (y(0),n(0)) = («, 6p) and that (y,n) is a minimizing trajectory in <7 (a,8y). By
25



assumption, we note that y(s) < a for all s < 0. Then, it is a global solution of the system (5.6
with z = a.

From (5.7) we have
77(3) = fOpe™ " + 23(1 — 675) 1+ A2 (2 e — e—s) , and
y(s) = ae™2* + 2094 (e*%s - e*%S) +2BA (e%s s O 2€7§s>
J%Ag (e—%s — 3¢5 +3¢3° — e%S>

for some A, B € R. On the one hand, multiplying the first and second equality in the previous line

by, respectively, e® and e%s, and then taking the limit s — —oo and using the conditions in (4.7))
implies the following equations:

6o = 2B + A2, and 0o = 2B + A2, and

(5.12) which is equivalent to

2 1
04220014—2BA— §A3, a:90A+§A3

Since A — 6 A + %A3 is increasing, A is uniquely determined. On the other hand, computing y(0)
and using the condition y(0) > 0 implies
(5.13) oA > @,

where we recall that @ = 3a/4. Finally, from (5.8), the global cost of the trajectory equals the
(constant) running cost:

.. 2 2 9 (00—A2)2
Loy, m.9.7) = 00A? + B? + i — 1= pA® + = — =+ p—1
A2 67 A
Syttt et

This global cost can be compared with the cost of the steady trajectory located at the same
endpoint. Indeed, let (y(s),7n(s)) = (e, ) for all s € (—o0,0). It is clear that (y,n) € &/ («,bp).
From (j5.9)), the associated cost is

R 62 62
g <~)~7~7~):7 0
ap\Y,TY,1N 90+ 4

This trajectory is by no means globally optimal; however, it has a lower cost than the trajectory
(y(s),m(s)) under the assumptions of Lemma[5.1} Indeed, we wish to show that £, . (y,n,y.7) >
Lo u(y,m, y, 7), which contradicts the fact that (y,n) is a minimizing trajectory. This is equivalent
to showing that

Wit At

> —Uu.
2 + 4 Oy — a
According to (5.12) and (5.13]), we have the following constraints on the values of A:

(5.14)

fp A 30pA A3
5.15 —>1 d — =1.
(5.15) a - ™M @t
This suggests that we use the new variables a and b such that
- 90A b— A 3a b3 -1
‘= a3 4 4

According to the definition of a, and by (5.13]) and (5.15)), we have

ae [l,i] and be[0,1].
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With the definitions of a and b, the inequality (5.14]) is equivalent to

a3 fab Vb
5.16 Y e I
(5.16) Iz <2+4 a)_

We now prove (5.16)), which finishes the proof. Since b = 4 — 3a, then

(5.17) (‘;Z)JFT—Z):b<1—i—i>:(4—3a)1/3<1—z—i>.

The right hand side of this expression is increasing for a € (1, %): its derivative with respect to a is

(4—3a)%"

a2

(4 — 3a)"2/3
a2
Thus, we may bound the right hand side of (5.17)) by its value at a = 1, which implies that

(4—2a—2a*+d°) = (2—a)(2—a* > 0.

ab b b 1/3 a 1 1
) >@-3)" (1= = S
(7e-a) =0 (50 L=
Hence, we obtain
a3 fab bt b al/? .
o ) > _
o (2 Ty a> A -
where we used the condition @*? < 4 in the last inequality. Hence, we have established (5.14)),
contradicting the fact that (y,n) is a minimizing trajectory. This concludes the proof. ([l

Note that we have used the weaker condition @*3 < 4y instead of @*/3 < 2u. In fact the next
proof requires a more stringent condition on the parameters.

Proof of Lemma[5.3 To proceed with the non-optimality of the C-turn, we make the following
reduction. As above, the dynamic programming principle implies that we may suppose, without
loss of generality, that sy = 0 and s; < 0 (see Figure [4)).

Since the trajectory does not cross the line {y = a} during the time interval (s1,0), the optimal
trajectory (y,m) is given by , with z = «, for some constants A, B € R. We point out that, by
Lemma [5.4]

(5.18) b = n(0) < n(s1).

Further, since y(0) = o and y(s) < a for s € (s1,0), it follows that y(0) > 0. Hence (5.13)) is valid.
There seems to be no natural way to compare the trajectory with a steady trajectory as in the proof
of Lemma Alternatively, we compare the trajectory (y(s),n(s)) to the trajectory (y(s),n(s)),
where we define

N y(s) for s < sy,
«o for s1 < s < 0.

In short, (y,n) is obtained by projecting the portion between s; and 0, the C-turn, onto the line.
It is clear that (y,7n) € <7 (a, 6p).

To show that (y,m) has a lower cost than (y,n), it is enough to compare the partial costs on the
interval (s1,0). The cost for (y,n) is, via (5.8),

0 0
Jorig 1= / Lou(y,m,y,n)ds = / (90A2 +B? 4 — 1) e’ds.
s1

S1
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The cost of (y,n) on (s1,0) is,

0

. 0 a? 9
JneW = ga, 5’77775771:7 ds = / < + - nis S - ]-> 68 ds
: u( ) . ! (s) +n(s)|

:/f (77‘)(‘;+|B+A2(1—68)\2—1> e’ ds,

where we have obtained the second equality by using the expression for n in (5.7) and computing
7). We now consider the difference Jorig — Jnew. The above formulas imply

=2

0
Jorig — Jnew = / [AQeS (906_5 - 2B (e‘s - 1) — A2 (e_s -2+ es) ) - + u] e’ds
5 n(s)

= /: [AQeSn(S) — no(i)} e’ds+p(l—e™),

where to obtain the last equality we have used the expression for 1 in . Since the integrand is
increasing with respect to ), it is fruitful to bound n(s) from below. In view of (5.7)), this amounts
to bounding B from above. In parallel with the proof of Lemma we shall use the information
at s = s1 in order to gain an estimate for B. Evaluating at s; the expression for 7 in , and

then using , yields
2B (e™*' — 1) =fpe ' —n(s1) + A% (2— e —e ) <y (e — 1) + A% (2 — e —e ).

(5.19)

Notice (2 — et —e™*1) = (e™* — 1)(e®* — 1). Using this, along with the bound above, we see, for
all s € (s1,0),

n(s) = Ope * +2B(1 — e %) + A*(1 — e)(1 — e~ %)

(5.20) > foe™" + (6o + A? (et — D)(1—e)+ A%2(1—e®)(1—e7%)
:90+A2((681—1)(1—€_s)+(1—6 1—e7®)) = 0o + A% (e —e®)(1—e7).
Let
1 2

I .=

0 __
T / [A? (Boe® + A2 (ef — ) (1 — €)) — | e ds.
S1

In view of (5.20)), along with (5.19)), we find
Jorig — Jnew = I+ p,

where we have used the bound - ) for the first occurrence of n(s) in - but the less precise
estimate 1(s) > 6y for the second occurrence. Thus, in order to control the sign of Jorig — Jnew, it
is sufficient to show I > —pu.

We now establish the lower bound on I. An explicit computation yields

90142 At o>

I= THe)+ - (1—e1)? — —.
e e -
Recall that, due to (5.13)), fgA > @. Hence,
2 F a2 2 —4
I>(1+e)+—(1—e)2 = = (1—e) + — (1 — )2
Z 25, L) T ggr L) g = g, ) T gt

The quantity on the right hand side is minimized (with respect to 6y) when 63 = 4a?(1 — e%1)/3.
Thus, we have
4/3(1 _ s1\2/3~4/3
> 3P =)

- 211/3
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Recall that a*/? < 2u. Also, notice that 1 — et < 1. Hence,

9. 34/3(1 . 651)2/3 3\ 4/3
> — > = () > —U.

=H 911/3 4
In view of the definition of I, this implies that Jorig — Jnew > 0. Thus (y,n) cannot be a minimizer,
since the cost of (y,n) is strictly smaller. This concludes the proof. O

6. THE EXPLICIT CHARACTERIZATION OF «* — THEOREM [L3]

En route to proving Theorem [I.3] the exact shape of the function U, must be deciphered, at least
when restricted to endpoints («, 6). This involves a careful handling of the connection between the
portions of the trajectory which moves freely in (o, 00) x R* , and the portions that stick to the line
{y = o}

In order to begin the discussion, we first establish the uniqueness of optimal trajectories. The
proof also establishes the convexity of U, (z,#) on the domain [a, 00) x R% . This is the content of
the following lemma.

Lemma 6.1. If o € [0,4/3], then Uy(x,0) is strictly convex on the domain (o, 00) x R.. Moreover,
for all (x,0) in [, 00) x RY there is a unique optimal trajectory.

Knowing that optimal trajectories are unique allows us to completely characterize them. This
characterization relies on good properties of an auxiliary function Q : R% — R, (see Section [7| for a
precise definition). Here, we rely only on the useful properties that

Q(Y) 0°
0

(6.1) is strictly increasing and ~ 36° such that Q(0°) = —

4
that separates those trajectories that make an excursion to the right versus those that “stick” to the

line {y = a} (see Proposition .(iii) for a precise statement of the latter property). From Q and
0°, we also define the entire family:

Q.(0) =a**Q (af/?’) and 62 =a?/6°,

where recall from (4.8) that & = 3a/4. In particular, we have Q = Q3.
The next proposition gathers useful properties of the optimal trajectories. Useful notation is
illustrated in Figure [5| for the reader’s sake.

Proposition 6.2. Let 6 > 0 and let (y,n) be the optimal trajectory in <7 («,0). Then (y,n) satisfies
the following conditions:

(i) There exists s = s-(0) < 0 such that y(s) = « if and only if s < sy and, further, 0 — 1 (s-(9))
18 a continuous function;

(11) For all 6§ > 0, we have n(s-(0)) > 6°;

(1ii) s =0 if and only if 0 > 6°;

(iv) For s € (s,0), (y,n,p,q) solves and is such that holds with the Hamiltonian
given by , For s € (—o0,s1), (n,q) solves and is such that holds. In the
interval (—oo, si-), we may continue p as p = a/n in order to be consistent with (y,y) = («,0)
in (5.6). With this convention, (y,n,p,q) is continuous in (—o00,0] and we have Un(c,0) =
*%(aa 07 p(0)7 q(0)>;

(v) For all s < s, we have q(s) = Qa(n(s));

(vi) If s € (s1-,0], then (y,m) solves (5.7) with

n(sr)

72 and B = Qa(n(s)) — A2(1— ™).
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s = sy q(s-) = Q(n(s-))

«

Y

FiGUure 5. Illustration of the qualitative behavior of optimal trajectories outlined
by Proposition Let (a, 8) be some endpoint on the line {y = a}. There exists a
contact time s- < 0 such that the trajectory sticks to the line if s < s-. Moreover,
s~ = 0 if and only if # > 6°, where 6° is some threshold value on the 7 coordinate.
Finally, at the time s, and beyond s < s, there is a nonlinear relationship between
q(s) and n(s), solutions of (5.10), involving the function Q which only depends on
the value of a.

We postpone the proof of this important list of results to Section [} However, we can make a few
comments about some quantitative statements there. Firstly, we find that the optimal trajectory
sticks precisely to the line {y = a} for some interval (—oo, s-|, with s < 0 (in fact, s = 0 if and
only if > 6°). We refer to s as the contact time. Secondly, and quite importantly, q and n
are linked by the relationship when s < sp. It turns out that the constraint at s = —oo,
n(s) = o(e™*), selects one branch of the family of solutions, and we can identify and describe this
explicitly using the identity q = Q. (7).

To be able to identify the contact time with an analytical equation, we also need the following
technical lemma on real functions, which is going to be used with the change of unknown 7 =
exp(s/2) = tY/? € (0,1).

Lemma 6.3. Let R be defined by (1.8)), and V' be defined by (1.9)). Define the function & by

1— 72 3
(6.2) (1) = (TV(T))
Then
(6.3) V(7)? = Q(&(7))
if and only if V(1)* — £ 1(1) > Z and
(6.4) V(r)?=R((V(n)'=&(n).

Moreover, there is at most one 19 € (0,1) such that holds.

The uniqueness of 7y is proved by a monotonicity argument: dividing each side of the equation
by &(7), we find that the left-hand side V(7)2/£(7) and the right-hand side Q(&(7))/&(7) have
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FiGURE 6. The curves 7 —

(in blue), and 7 — (in red), have a

§(7)

unique intersection time 7y due to opposite monotonicity.

&(7)

opposite monotonicity, as illustrated in Figure[6] The difficulty arises in showing the monotonicity
of 6 — Q(6)/6.

We prove Lemma [6.1] Proposition [6.2] and Lemma [6.3]in Section[7] We now show how to conclude
Theorem [L3 from these three results.

6.1. The homogeneity of U, — Theorem [1.3](i). We begin by establishing the homogeneity of
U,. While this neither relies on Lemma [6.1} Proposition [6.2] nor Lemma [6.3] it is used to establish

Theorem [1.3] (ii).

Proof of Theorem[1.3 (i). Fix any ag,aq € (0,4/3]. Let 6 > 0. Let (x1,61) € A(q,6) be an
optimal trajectory. Then

1
Ual(al,é):/ Lal(t,xl,g,f{l,él)dt.
0

Let 3 = ag/aq. Define a new trajectory (xo,80) = (8x1,3%/201). Then (xo,80) € A(ag, 3%/36).
By definition, it follows that

1
Uay (a0, B230) < / Lq, (t,Xo,eo,Xo,éo) dt
0

1 o a2
:A <,84/3 <‘Z;|1 + |9i’ ) — 1+ ]l(oo,aot3/2)(/8X1(t))> dt.

By Proposition we know that, for all t € [0,1], x;(t) > a1t%/? and, hence, Bx;(t) > apt®/2.
Using this, we see that

Uny (@ ﬁ2/30)</1 /3 |X'1|2+’91\2 N\
20 70 ~Jo 40, 4

_ n4/3 et ’91‘2 4/3 _ 4/3 4/3
=0 + —1|dt—1+p8Y°=p"U,, (a1,0) — 1+ 577,
0

40, 4
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FIGURE 7. The function 0 — U,(c, 0) for the critical value a = a*. The portion of

the curve where s (f) < 0 is in plain line, whereas the portion where sy () = 0 is in
dashed line, that is 6 > 6°.

By symmetry, we have
Uay (01,0) < B73Uqy (a0, B230) — 1 4 g5,
Using both inequalities together, we find
Uag (0, 82720) = B*3U4, (01,0) — 1 + B3

Taking the minimum with respect to # € R* on both sides, we obtain:

o\ V3 o) /3
mein Ua, (ap,0) = () m@in Ua,(1,0) — 1+ <> .

aq an

This concludes the proof. ]

Remark 6.4 (Scaling of optimal trajectories). The argument above, together with the uniqueness
of trajectories (Lemma ), clearly shows that the optimal trajectory (x1,01) ending at (aq,601),
with parameter aq, is bound to the optimal trajectory (xo,00) ending at (ayp, 52/391), with parameter
g, as follows:
. ols) _ 01(2)

: 2/3 2/3 "

o aq

6.2. The analytical value of o* — Theorem [1.3](ii). In this subsection, we show how to get an
algebraic equation for a*. In order to compute this value, due to Theorem (i), it is enough to
fix a = 4/3, and to compute ming Uy /3(4/3,6). We first show that such a minimum is attained at a
unique point fpin. We then identify the optimal trajectory ending at (4/3, Omin). The identification
of this trajectory relies on the computation of the contact time sy (fyin ). Once the optimal trajectory
is characterized, we can compute the value of Uy/3(4/3, Omin), hence Uy (e, Omin) by homogeneity.
Figure [7| represents the function U, («, ) at o = o*, for the sake of illustration.

Proof of Theorem[1.3 (ii). # Existence and uniqueness of a minimum in #: To ensure the

existence of an interior minimum point of 6 — Uy/3(4/3,0), we seek an interior critical point in

6. The strict convexity of Uy/3 in ¢ given by Lemma implies that any critical point in 6 is the
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unique minimum of Uy /3. To find such a critical point, we seek a 6 such that the optimal trajectory
(y,n) with endpoint at (4/3,6p) satisfies

S)_(eo) <0 and q(O) =0.
Indeed, if we have such a trajectory, we find,
9pUy/3(4/3,00) = 9pUy4/3(y(0),m(0)) = q(0) =0,

where the second equality follows by ([5.4]). This is precisely the characterization of a critical point
of Uy/3(4/3,-), implying that g is indeed the unique minimum of Uy /3(4/3, ).

We now prove that there is indeed such a point 6y in the interval (0,6°). Note first that by
Proposition , 0 < 6° implies that s-(0) < 0. Moreover, by Proposition , we obtain
that q(s) = B + A%(1 — e*) holds for s € (s, 0]. Thus, q(0) = 0 is equivalent to B = 0, which, by
Proposition is equivalent to,

e —1
6.6 ) = ———-,
(6:5) Qi) = s
(recall @ = 1).
We use the intermediate value theorem to find a 6 € (0, °) satisfying (6.6). For 6 = 6°, we have

s1-(6°) = 0, and n(s-(6°)) = n(0) = 6°, by Proposition [6.2] (iii). Hence, the left hand side of
is Q(#°) = 0°/4 > 0 (we have used (6.1)), the definition of §°), whereas the right hand side is zero.
Next, we show that the left hand side is smaller than the right hand side as # — 0. To this end, we

use the combination of (5.7) (at s = s-) and Proposition to get,
n(s)=0e " +2B(1—e )+ A* (2 —e ™)

e - —1

=0+2 (Q(’I’](SF)) — 17(3,_)2> (1 _ 675") _ m (efs>— 1)2
Therefore, we have:
e — 1 _ 0 n(s) =S 1 0
’ (T](S|_)2 - Q(ﬂ(&-))) N _e_3>- —1 * e~ —1 + n({g'_) = _e—m— -1 +2.

To conclude, it is enough to show that the right hand side in the latter expression has a positive
limit as # — 0. This is clear as liminf s-(0) > 0 as # — 0 by Proposition , and the fact that
the optimal trajectory m does not become singular as § — 0. In view of the discussion above, an
interior minimum occurs at some 6, € (0, 6°) since we can solve .

# Identification of the contact time si (6pnin): Letting (y, 7) be the optimal trajectory ending at
(a0, Omin), we have an explicit expression for (y,n) in terms of A and B. In addition, we know B = 0
from the discussion preceding . For notational ease, let - = n(sy), and 7= = e*/2 € (0,1).
(The latter is the square root of the original time). We shall show that 7 is exactly the 7y defined
by .

Recall that y(s-) = a = 4/3 by definition. Then, by Propositiop, (y,n) are given by
with A = (-7-)"! and B = 0. The fourth line (multiplied by e ) and the third line (multiplied

by e®) of (5.7)) yield,

At 3 _ 4 2y | 243 2\3

— = = - — 20minA (1 — A% (1 - d
67) 3 y(sp)me 3 (1-72)+ 3 (1-72) an

T 2

Z}_ = QFTF = T’(SF)TE = Qmm — A2 (1 — E) y



which, upon rearranging, imply,
1
1—7)%(2 3
(6.8) A= (U= - USAN
2(1—72)3
We point out that, according to the definitions of the functions V' and £ given by (1.9)) and (6.2),

we have

[NIES

V() 1 (-7
d = - .
(1—72)1/2 o Are 1V (m) £(m)
In addition, the expression for q in (5.7)), Proposition ., which guarantees the continuity of
q, and Proposition [6.2](vi) yields

(6.9) A=

A2(1 - 72) = a(s) = Q(0).

Recalling A = (6-7-)~!, the previous line can be reformulated as:

A21-1H=Q ((Aﬂ_)_l) .
According to , the previous line is equivalent to,

V(n)? = Q(&(m)).

Applying Lemma [6.3] we deduce that 7- € (0, 1) is the unique 79 such that (6.4), and hence (L.11]),
hold.

# Computing o* in terms of 7.: With the knowledge of 6, in hand, via sy (fmin), we now
compute o using Theorem (i), which means that we need only to compute Uy/3(4/3, Omin)-
Here we use the discussion in Section and Proposition . Again, denote by (y,n) the
optimal trajectory in o/ («, Omin) associated with the costate variables (p, q). It follows from ([5.5)

and Proposition that
U4/3(4/3) Qmin) = —%(Y(O), 77(0)7 p(o)v q(O)) = _%(4/?% Omin, A, 0) =2A - Hminf42 -1

Rearranging the second line in (6.7)) yields, Omin = 7- /A + A%(1 — 7). Using this on the right-hand
side of the previous line we find,

Us/3(4/3, Omin) = 24 — A (% +A2(1 - 73)2) C1=AQ—7) - AY1— 2?1,

Next, using the expression for A given by , we obtain,

1 1\ 4
1—7m)2(2+7)\? 1—7)2(2+7))3
Uss(4/3, 0min) +1 = (2 — 71) (( H) (2 : i—)) A L )( ) (1 122
2(1-77) 23(1—72)
1 4
2 (UL} (e )
pr— —_— '_ —
2(1 —72)3 23 (1 — 72)?2
Hence, using Theorem [1.3}(i), we see,
2 , 2 i\
oot @ T)<(1—TF) (2+TF)>3 (A-n)*@+m))°
= — — T — ,
3 2(1-72)° 23 (1 — 72)2
which, upon simplifying, is equivalent to (|1.12]). (|
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7. CHARACTERIZING THE OPTIMAL TRAJECTORIES

Proposition is proved piecemeal throughout the sequel. We do not make note immediately
when any portion is proved. Instead, we compile the proof in the last Section

7.1. Uniqueness of minimizing trajectories — Lemma We switch back to the original
variables for the proof of this Lemma.

Proof of Lemma[6.1]. First, we show that U, is convex. Define the function F (v, ) = v?/(46). It is
jointly convex in (v, #), as can be seen readily from its Hessian

) 1 _ v
_ 20 2
F('U, 9) = v ’U220 .
20 263

Fix (zo,6p), (x1,61) € [a,00) x (0,00), and two optimal trajectories (xg,8p) € A(zo,0y) and
(x1,01) € A(x1,61) respectively. Let A € (0,1). According to Lemma [3.3] we have

(7.1) xo(t) > at3?, and xi(t) > at?/?,

and hence (1 — A\)xo(t) + Ax1(t) > at®/? for all t € (0,1). It is clear that (1 — N\)xg 4+ Ax; €
A((1 = XN)xg + Ax1,0). Thus, recalling the definitions of U, and L, we find

Ua((l — )\)1'0 + Axq, (1 — )\)90 + )\91)

1
< / La(t, (1 — )\)Xo + Axq, (1 — )\)00 + A6, (1 — )\)XO + Axq, (1 — )\)00 + )\Ol)dt
0

4

1 |90‘2 1 ’91|2
—(1—)\)/ F(X0,90)+ 1 —1 dt—i—)\/ F(X1,91>+ 1 —1]dt
0 0

1
=(1 —)\)/ L(t, Xo,ao,XQ,OO dt—l-/\/ X1,91,X1,01)d
0
= (1 — )\)Ua(l‘o,eo) + )\Ua(l‘l,el).

< /1 ((1 — A)F(%0,00) + AF(x1,61) + (1 — )|00|2 + A’0i|2> dt —1
(7.2) ’

In the second-to-last line, we have again used and the definitions of L, and U,. In the last
line, we used that xg and x; are minimizing. Thus, U, is convex.

Now, suppose that (x0,00) and (x1,607) have the same endpoint (x,6). Then, the series of
inequalities in are all equalities because they coincide on each side. By the strict convexity of
quadratic functlons it must be that 6y = 01, and thus @y = 0. Since F' is strictly convex in the v
variable, we also have xg = x;. We conclude that (x¢,80¢) = (x1,601). Hence, optimal trajectories
are unique.

The strict convexity of U, follows immediately from a similar argument. As such, we omit it. [

7.2. Trajectories have at most one interval of free motion. We refer to each portion of the
trajectory not intersecting the line {y = a} as “free motion.” A preliminary observation is that free
motion for all time is not permitted.

Lemma 7.1. Suppose 0 € R and (y,n) € o/ (,0) is the optimal trajectory for Us(c,8). Then
there exists a negative time so € R* such that y(so) = a.
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Proof. We proceed by contradiction. Suppose that y(s) > « for all s < 0. By (5.7)), we have, as
s — —00,

y() = ¢ (0 - 204+ 2BA+ 2 AY) 7 (204 - 4BA - 24%) + 0 (¢¥2)  and
(7.3) 3

n(s) =e * (6 — 2B — A%) + O(1).
The growth conditions in the definition (4.7)) of <7 («, 6) imply,

2
a=20A—2BA - §A3, and 0 =2B+ A%

Returning to (7.3), these conditions imply the strong asymptotic behavior y(s) = O(e®/?) — 0, as
s — —oo. This obviously violates the hypothesis that y(s) > « for all s. d

We now investigate the dynamics of a trajectory as it comes into contact with the line. If sg < 0
is a contact time, we expect that y(sg) = 0, since y(so) = « is a local minimum. To obtain this,
we need to establish sufficient regularity of the optimal trajectories. From , this allows us to
define p(sg) = @/n(sp) in a continuous way. Regularity is the purpose of the next statement.

1
Lemma 7.2 (Continuity of y). Let the assumptions of Lemma hold. Theny € Cll.f(—oo,O).
In particular, if sg € (—o00,0) is such that y(so) = «, then y(so) = 0 and p(so) = a@/n(so). In
addition, q 1s a continuous function.

The proof relies on a preliminary Lipschitz bound on 1. We state and prove this now, and then
continue with the proof of Lemma [7.2]

Lemma 7.3 (Lipschitz bounds on n). Under the assumptions of Lemma RS T/Vli’coo(—oo,O).
In addition, q is locally bounded.

Proof. We begin by smoothing the Lagrangian, in order to use classical theory. For any € € (0,1),
let

1
Xe(y) =~y — )2
It is non-negative, convex, twice differentiable, and it takes value 0 if y > «. Then define

3

1 2
Loy, m, vy, vp) = I (Uy + 22/) T (v + 1) = 1+ xe.

The Lagrangian .Z§ approximates %, 4~ with the state constraint condition that trajectories must
lie on the set {y > a}. By standard arguments, any sequence of minimizing trajectories (y¢,n)
associated to £ with endpoint («, @) converges to the minimizing trajectory (y,n) associated to
L.

Since .Z£ is smooth, we use to write the Hamiltonian system for (y¢,n, p, q°):

3
€ Y E+26€’ '6:76_’_/ e’
(7.4) y Y +20p P = 5P+ X(y)
,,:’e — _,’76 + 2(16, qe — _|p6|2'
Since Yy is regular, each of the quantities above is well-defined. Further, we obtain
7','16 + /"76 — 2q€.
First we show that q° € Wlf)cl (R*), with bounds in this space independent of e. In the sequel,

by saying that a sequence fe is “bounded uniformly in Xj,c,” we mean that for every compact set
K C (—00,0], there is a constant Ck, depending only on K, such that ||fe||xx) < Ck for all
e€(0,1).
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From ([7.4]), we get

1 ) 3
pE = 2,’75 <yE + 2y6> .

From the formula of .Z and the fact that the trajectory is minimizing, it follows that es/ 2 /m°p*
is bounded in L? uniformly in €. An argument similar to the one in the proof of Lemma shows
that 1° < 0 and, hence, n°(s) > 6 for all s. In fact, this is easier to prove since is a smooth
Hamiltonian system. From the above, we conclude that p€ is uniformly bounded in L120c' This, in
turn, implies that ¢ is uniformly bounded in Llloc'

The formula of .Z¢ allows us to deduce that ds(e*n¢) = 2e°q¢(s) is bounded uniformly in L?

loc?
and, thus, in LllOC as well. First, we conclude that q° belongs to Wﬁ)cl as claimed above. Hence it
is locally uniformly bounded, independent of €, and so is q after taking the limit ¢ — 0. Next, it
follows from differentiating (7.4)) and using the bound on ¢ that ds(e*n¢) is bounded uniformly in

Llloc' Lastly, we observe that e*n® is bounded uniformly in L{$ as a consequence:

e (s)] = 0+ [ ou(en ()as| < 0+ 1o g

Combining all three bounds, we see that e*n¢ is uniformly bounded in Wlicl

The Sobolev embedding theorem then implies that e*n¢(s) is uniformly bounded in I/Vl})fo From
this, it follows that n° and 9 + n° are bounded uniformly in L{%.. Taking a linear combination of
these two locally bounded functions, we find that 1 is uniformly bounded in L{;.. Passing to the

limit € — 0 yields the local Lipschitz bound on 7, and the proof is completed. ]
With the local L* bound on 7 from Lemma we are ready to tackle of the continuity of y.

Proof of Lemma[7.3. We follow the same lines as in the previous proof. However, we differentiate
the first equation in (7.4)) so as to get:

€

3. . .
Vo= —iyﬁ +21°p° + 2n°p°

3/ 3 L
=-Z (—2y5 + 277€p5> + 2 (—n° + 2q°) p¢ + 2n° <2p6 + xé(yf)) :

All terms on the right hand side are bounded except the last one. To handle it, we multiply by
¥¢/n on both sides to get
7€

ye 2 y .
’176‘ = fg; + 2xc(y)¥°,

where f€ is uniformly bounded in L2 (R*). As noted above, n° is non-increasing. Therefore,
dividing by 7€ on a compact sub-interval of R* is not an issue. To conclude, let multiply by a given
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n(s1)|

U(SO) ,

Y

FIGURE 8. Sketch of a right D-turn between two negative times. This trajectory
cannot be optimal.

test function ¢ € C°(R_), and integrate by parts:
0 |oe2 0 e 0
/ BT = / £Y_g ds + 2/ X(yO)y b ds

€
—00 —0o0 17 —0oQ

0 12 00 o NV g0y
S(/ (f€)2n€¢>d8> (/ |{7| ¢d8> —2/ g(xé(ye)qﬁ)yeds

0 1/2 0 |uel2
< ([_wrmoa) ([ Sen)

0 0 4 .
2 Peds—2 [ Gu)dds

0 1/2 0 €2 1/2 0 B
S(/_ (f5)2n€<zbds> (/_ |ynj¢ds> +2/_ xe(y©)pds.

We conclude by noticing that ono Xe(yﬂéﬁds is bounded uniformly in € as it appears in integral
form in the variational problem associated with Z. As a result, ¥© is in L12OC independent of e.

Passing to the limit, we get that ¥y is also in L120c- As such, y belongs to C%, locally over R*.
Now, if sgp < 0 is such that y(sg) = «, then y(sg) = 0 since sg is the location of a minimum of y.

On the other hand, since ([5.6) is satisfied whenever y(s) > «, then we find,

lim  p(s) = e,
s—50,y(s)>a 77(80)
This concludes the proof of the continuity of y and y.
The continuity of q is a consequence of this. Indeed, the local boundedness of y¢ and y¢, (7.4,

LemmalEé and the fact that ¢ is non-increasing imply that p€ is uniformly bounded in L. Since

loc*

q° = —|p|%, then §° is uniformly bounded in L{° as well. The (Lipschitz) continuity of q follows

loc

after taking the limit ¢ — 0. O

We now show that situations as in Figure [§| cannot occur. This is the last step in proving the
preliminary heuristic statement that optimal trajectories must look like those in Figure [2} they
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stick to the line {y = a} until a critical time sg € (—0o0, 0], when they possibly detach to make an
excursion in {y > a} (if sgp < 0) until reaching the endpoint (z,0).

Lemma 7.4 (The only D-turn occurs at s = 0). Assume that the conditions of Lemma hold.
Let 0 € R and (y,n) € o/ («,0) be an admissible trajectory such that y(s) > « for all s € (s1,50)
with s1 < s9 <0 and y(s9) =y(s1) = a. Then (y,n) cannot be an optimal trajectory.

Proof. We argue by contradiction. Since y(s) > «a for all s € (s1,50), it follows that (y,n) satis-
fies ([5.7)); however, it remains to determine the matching conditions for p. The fact that s1,s9 <0
enables us to use Lemma [7.2] to get that y(sp) = y(s1) = 0 and

« «
7.5 lim p(s) = —— and lim p(s) = ——.
(7.5) lim pls) = lim pls) =
Let us introduce 6y = n(sp) . Up to a translation in time, we may assume that sg = 0 and
accordingly, y(0) = 0 and p(0) = @/60p.
We shall obtain a contradiction by considering the local convexity of the the trajectory y as it
comes in contact with the line. During free motion, y is smooth. Since y(0) = « is a local minimum

and y(0) = 0, it must be that
(7.6) limsup y(s) > 0.
5,0

We note that we may not conclude that 3(0) > 0 since we have not established the global C?
regularity of y. The weaker claim does not require this extra smoothness and is sufficient for
our purposes. We now use on the free portion, s € (s1,0), to collect some identities that we
use to contradict .

We introduce 71 = €°/2, the square root of the contact time in the original variables. Then,

using ((5.7) along with ((7.5)), we see that

[}
7.7 A=p(0) = and Arm = Ae®/? = p(s1) = .
(x.) ) (50) =

In particular, we have 6y = n(s1)7;. Looking at the (y,mn) component of the trajectory (5.7) at
s = 51, we get

SR

Oo11 = 7’127’](81) =6y —2B(1— 7'12) — A2(1 — 7'12)2, and

4o 4o 2

?7'13 =y (s1) = 3~ 200A(1 — 72) + 2BA(1 — 72)? + §A3(1 —72)3.
Solving for B and using the identity A = @/6y yields

Ao A 1/a\?
?O‘Tf - ?O‘ —oa(l—r2) +a(l —m)(1—72) — 3 <O‘> (1 - 72)3.

Collecting all terms that are linear in @, the previous line becomes
a 3
(7.8) <> (11— =a(l —n)3
fo
We now compute lim sup, » ¥ (s) explicitly, using the identities above and using the trajectories

given by (5.6). Indeed, using (5.6 along with the fact that y(0) = 0, we have

imsup§(s) = imsup (~55(6) + 2(-n(s) + 2a(s)p(s) + n(s)p() )
s,0 5,0
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From above we have A = @/fy and B = (0p(1 — 1) — A%2(1 — 73)%)/(2(1 — 72)). We use these
identities, along with (7.8)), to find

lim sup () = (45 ~ o) = ( <90(1_ﬁ) LA _m) _90> <§‘0>
- (-2 (3) 0-n-al2) (3)
(w2 (@) o) () = (o =5 ()

-(i75 -t (et == (155) =

This contradicts (7.6 as 7 < 1. This closes the proof of Lemma [7.4] O

7.3. The Airy function and related ones. The goal of this subsection is to construct the function
Q involved in Proposition [6.2] that plays a key role in establishing Theorem [I.3] Figure [9] provides
an illustration of Q.

For that purpose, we need to collect some facts about the Airy function Ai, and introduce several
auxiliary functions that are useful to prove monotonicity properties of Q. First, we recall that Ai
satisfies

(7.9) AI"(€) = € Ai(6).
We know the precise asymptotics of Ai as £ — oo. Indeed, from [I, Equations 10.4.59, 10.4.61],

1 2 15 -1
Al(é.) = Wexp (_363/2> (1 _ 216 < 53/2> + 00 (53/2)>

14 2 21 =

and, for R defined by (|1.8)),
1 5 15

710 _el/2  te-1 2 p-5/2 19,4 —4y

(7.10) RO =7+ 16 = 57+ 28 T oe00(E7)

Recall that =g is the largest zero of Ai. The asymptotics of R near Zg are also known. In particular,

lim R(£) = — d  lim R/(€) = —oc.
e () =—o00 an A (§) = —o0

7.3.1. The auxiliary function € = R’. Next we introduce one more function. For £ € (Zg, 00), let
E(€) =R(&)* ~ ¢
By the definition of R in ((1.8) and by (7.9)), we have

i i7(€) — (AT (£))?

We summarize further facts in the next lemma.

=R*(§) — € =£(¢).

Lemma 7.5. We have,

(7.12) él{‘H:l E) =400 and E(&) = %5—1/2 +0(E72), as & = +oo.
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For & > Eg, we have,

(7.13) E'(€) = 2R(§E(€) — 1,
(7.14) E"(€) = 2E(8)* + 2R(§)E'(€).
Finally, for all £ € (g, 0), we have E'(§) < 0 and £(€) > 0.

Proof. The behavior at co claimed in ((7.12)) follows from the asymptotics in ((7.10)). Equation (7.13))
follows from the definition of £ and (7.11]). Finally, (7.14) is obtained by differentiating ([7.13]) and

again using (|7.11)).
Next, we prove that £'(§) < 0 for all £. For the sake of contradiction, suppose that there is a
critical point, &y, of £. Then, by (7.14), we have

" (&) = 2E(&)*

In addition, informs us that £(&p) # 0. Therefore, & is a strict local minimum.

The limiting behavior of £ at co implies that there is also a strict local maximum &p; € (&, 00).
On the other hand, the argument that showed that &; is a strict local minimum applies to &ys as
well. We conclude that £ is both a strict local maximum and a strict local minimum, which is a
contradiction. Hence, there is no critical point, and we have £& < 0, and £ > 0. O

7.3.2. The auxiliary function F.

Lemma 7.6. For £ > =, define F via

(7.15) F(&) = £(&)” +2R(£)?E(€) — R(€) -
We have F(§) > 0 for all €.
Proof. To begin, we notice that F(§) — oo as & N\, Zg. Next, we understand the behavior of F (&)
as & = o0o. Using and the definition of £, we have, as £ — oo,

1 _ 1. _ 25 _ _ 1 _ 1 _
E(€) =56 = 2672+ 8T H0eno(€777), and £(€)7 = 1671 = 167 o (6777).

Using the relationship R2(¢) = £(€) +¢ in the second term of (7.15)) gives F(€) = 3£(€)2+2£€(€) —
R(§). Then a straightforward computation yields,

F(€) = 2665/ + e l2)

Hence, F(§) is positive for all sufficiently large &.

We argue by contradiction to prove that F(£) > 0 everywhere. Suppose that F hits zero at
& > Ep. Since F(§) > 0 when £ N\, Eg or £ > 1, then there exists & > & such that F(&) = 0 and
F'(&) > 0. Evaluating at & yields that

(7.16) E(&0)” = R(&) — 2R(&)*E(%o)
. The derivative of F can be calculated unsing the relations (7.11) and (7.13)):
F'(€) = 26(8) 2R(E(E) — 1) + 4R(E(E)* + 2R(€)* (2R(E)E(E) — 1) — £(€)
= 8R(E)E(E)” +AR(E)°E(€) — 2R(€)* — 3E(¢).
Evaluating at &y, we can simplify further using :
F'(€0) = 8R(£0)E(€0)* + 2R(%0)(R(&) — E(&)°) — 2R(€0)* — 3E(&o)
= 3E()(2R(&)E (&) — 1) = 3E(&)E" (&) < 0.

This is a contradiction. O
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[1] 1 2 3 4 5 0 1 0° 2 3 4 5
FIGURE 9. Sketch of Q. Notice that both Q and Q(#)/6 are increasing in 6.

7.3.3. Definition and properties of Q. We are now ready to introduce Q.

Lemma 7.7. (i) For each 0 > 0, there is a unique solution of ¢ = R (q2 — 0*1) such that ¢* —
=1 > Zy. We define the function Q(6) as the root of this equation. Alternatively speaking,
Q(6) is defined via the following implicit relationship,

(7.17) Q) =R (Q(H)*—067").

(i) The function 6 — Q(0)/0 is strictly increasing, continuously differentiable, and it converges
to1/2 as 0 — +oo.

Proof. We begin with the proof of (i). First, from Lemma E(&) = R(€)? — £ is a bijective
function from (=g, 00) to (0,00). Therefore, for each 6, there is a unique &, € (Zp, 00) such that
R(&0)* =& =071

If R(&) > 0, we let go = (50 +0_1)1/2. It is clear that gg is a root of ¢ = R (q2 — 9_1). In
order to see that qg is unique, suppose that ¢ = R(q% — 671 and q% — 671 > =Zy. Then, letting
& =¢ — 071, we find R(£1)? — & = 071 The fact that R(£)? — € is bijective implies that &; = &.
It then follows that ¢; = R(&1) = R(&0) = qo- If, on the other hand, R(£p) < 0, then the proof is

similar, after choosing g = \/50 +6-1.
We now present the proof of (jii). The fact that Q is differentiable is a simple result of the implicit

function theorem and Lemma |7 5 in which we prove that 2RR’ = 2RE < 1 everywhere.
We now establish that 6 — Q(6)/6 is strictly increasing. It IS equivalent to the positivity of

0Q’'(0) — Q(h). Letting & = Q(0)? — 6! and differentiating (7.17) yields,
Qw>=Rx&>@wayww+;),

which, upon rearranging becomes,

R'(%0)
0 (1-2Q(0)R/ (&)

Now, recall the following relationships previously established:

Q) = R(&), 5= QU & =R(@) ~ & =E(E), and R(&) = E(E).
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Using these, we find,

E(&)”
1 — 2R (&0)€ (&)
Recall, from Lemma [7.5)and (7.13)), that 0 > £’(£) = 2R(£)E(€) — 1 holds for all £ € (2o, 00). Thus,
together with the definition of F in (7.15)) we find the equivalence,
0Q'(0) —Q(#) >0 if and only if F(&) > 0.
The result follows from Lemma [7.6l
Finally, we need to check that Q(6)/6 converges to 1/2 as § — +o0. First, we establish,
(7.18) Q(#) > 0 for 0 large enough.

We recall that Ai’ has a largest zero, which we denote = (21 = —1.02), such that 2y < =1 < 0.
We have R(£) > 0 for ¢ > Z;. Therefore, for § > |Z1|7!, we have ¢> — 6! > =, and hence
R(q? —6~1) > 0 for all ¢. Recalling the definition of Q concludes the proof of .

Since Q(6)/6 is increasing, it follows that Q(6) tends to infinity with §. We are then justified in

using the asymptotic expansion in :
, I1\Y? 1 , 1\7! , 1\!
)= (@o?- ;) +3(Qer-5) o (Qo2-g)

Dividing by 6 and expanding the first and second terms on the right hand side, we see that
Q) Q) 1 1 1 1 1
—— =" 1-—5+0oo | 5—=—— - o | =5 1.
o0 20Q) = \pqeey)) Taequr T \sqey
Since Q(#) — +o0 as 8 — +00, it follows that

0Q’(0) —Q(#) >0 if and only if —R(&) > 0.

1 1 1
"= "32qe) T aeqe T (0Q<9>2) ’
from which we obtain, after multiplying this by 20Q()?,

0 1
(Qé) = 5 + 09—)00(1)7

which concludes the proof. ]
We next prove Lemma which crucially relies on the monotonicity of Q(0)/6.

Proof of Lemma (6.3 We recall that, according to Lemma .(ii), Q) = R(Q(6)2 — 0~1). The
equivalence of (6.3) and (6.4)) follows directly from this after taking § = £(7) as long as V(7)* —

5_1 (T) > =.
Next, elementary calculations yield

én=(1+2) <1(1+_/)2>

and, hence, £ is strictly decreasing in 7.
We now claim that V' (7)2/&(7) is strictly increasing in 7. Indeed, a short computation implies

V(r)? Tl +T7/2) 1 1 1
&)y (Q+71)2 2 (14+7)2)°

This, combined with the fact that £ is strictly decreasing, and Lemma implies that Q(&(71))/&(T)—

V(7)2/&(7) is strictly decreasing in 7. This implies that there is at most one 7 such that (6.3 holds.

See Figure [0] O
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7.4. The dynamics on the line. With Lemma [7-4] at hand, we know that trajectories make at
most one excursion to the right of the line {y = a}. In the sequel, we show that this excursion
occurs if and only if the endpoint («, @) is such that 6 € (0, 6°), where we refer to the threshold 6°
given in , which, according to Lemma , is uniquely defined. One key step to understanding
this is the dynamics on the line. It should be noted, however, that the results in this section are
used for more than this one consequence.

In order to prepare the computation of the trajectory off the line (Section [7.5)), two constants
of integration are needed: A and B, see e.g. . In the sequel, we gather enough additional
equations at the junction with the line in order to resolve the problem. The cornerstone is the
relation between q(sr) and m(sy), which is established in Lemma below. This enables us to
bring the condition at s = —oo in the definition of & («,6) in down to a condition at the
contact time s = s. Note that the latter is well defined by Lemma and Lemma

Definition 7.8 (Contact time). Suppose 6 > 0, and let (y,n) € </ («,0) be the optimal trajectory.
There exists a unique s = si-(0) < 0 such that y(s) = « if and only if s < s..

Lemma 7.9. Suppose 6 > 0, and let (y,n) € o/ («, @) be the optimal trajectory. Let s € R_ be the
contact time. Then q, defined by (5.10)), satisfies, for s < sp,

(7.19) q(s) = Qa (n(s)) -
Proof. In this proof, we assume that @ = 1 without loss of generality. The appropriate relationship
(7.19) can be recovered afterwards from the scaling n(s) = 62/3774/3(5), see Remark

As above, we may also assume without loss of generality that s = 0 up to a time shift of the
trajectory. First, we recall that (y,n) € </(«, 0) implies
(7.20) lim e’n(s) =0.

S——00

Second, due to Lemma we recall that 7 is non-increasing. In view of ([5.10]), this implies n > 2q.

The first conclusion we make from these two facts is that q and 1 both tend to infinity. Indeed,

first suppose that 7 is bounded. Since 1 is monotonic, then there exists 1., such that n(s) € (6, 7)
for all s < 0. It follows that q(s) remains bounded from above as well. From ([5.10]), we find

(s) = (0)+/0 L gvsqos [ Lay
= =a TEIER s 5

After taking s — —oo, we see that q(s) — oo, which contradicts the boundedness of .

Similarly, if q is bounded, there exists ¢ such that q(s) < g for s < 0. Since 1 tends to infinity,
choose S > 0 large enough that 1(—S) > 2¢o.. Then, using this as well as (5.10)), we obtain, for
s <0,

S -5
n(s — 8)e* ™% = n(=S)e ™’ —/ . % (n(s')esl> ds' =n(—S8)e™? —/ 2q(s")e* ds’

-5

> n(—S)e ™ — 2qoo/ e ds' =n(=8)e % — 200 (e_S - eS_S) .
s—S

By taking the asymptotic limit, we find:
liminf e*~5n(s — S) > (n(—S) — 2gu0) €™ > 0,
S——00

where the second inequality follows from our choice of S. However, this is impossible due to ([7.20)).
Thus, q cannot be uniformly bounded.

In addition, the first equation in (5.10) implies that q is monotonic. We conclude that the
following limits hold true,
(7.21) lim n(s) = lim q(s)= +oo.

5§—+—00 §——00
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Now, consider the combination of 1 and q given by
7.22 £(s) =q(s)? — —.
(7.22) () =als) ~ o
It follows from (5.10) that & = —1/n. Let ¢(s) = R(&(s)) — q(s). First notice that, using (7.22),
along with (7.10)), it follows that ¢(s) — 0 as s — —oo. Second, we find,
d 1 R(€)?* o> 1

I S @ 1
HREE) =R©E=—(RE)" &) [ == =+ -~ 5

where we have used ([7.11)) to obtain the second equality. Thus, we obtain,

e (R(g)?—of) _ _¢<R<s>+q>_

n n
For any s < 0, integrating this from s to 0 yields the identity
0 / /
R
(7.23) 6(5) = 6(0) exp < / ( (5(3n)(>$ als )> ds’) .

The definition of £ in (7.22)) and ([7.21]) imply that lims, o, €(s) = +o00. This, together with the
asymptotics for R in (7.10), and (7.21)), imply that @*/3R(&(s")) + q(s) is positive for s < S
negative enough (it even tends to infinity). We deduce that

(7.24)  liminfexp ( / ’ <R(£(s1’7)();; q(S’)> d8,> > exp < /SO (R(E(sq;)();)r q(s’)) ds,> S 0.

The fact that ¢(s) — 0 as s — —oo, along with (7.23)) and (7.24]), imply ¢#(0) = 0. Using this
information, with ([7.23]) again, shows that ¢(s) = 0 for all s < 0. Thus, according to the definition
of ¢, we have,

_ _ 2_ 1
als) = Rig(s) =R (s - 15 ).
which is equivalent to q(s) = Q (n(s)). This concludes the proof. O

We conclude this section with a relatively precise description of the behavior as s — —oo (or,
equivalently, ¢ — 0).

Lemma 7.10 (Anomalous behavior as s — —o0). The following asymptotics hold for optimal
trajectories:

y(s)=a

3 as s — —0oQ.
n(s) ~ Sa2/%s[!/3

Note that (3.1)), the anomalous scaling in the original variables, follows from Lemma

Proof. We may assume @ = 1 up to a scaling argument (6.5)), as in the previous proof.
The first item is obvious by definition of s > —oo. The second one can be deduced from a
combination of Lemma , (7.22)), and (5.10]). Indeed, we have the following asymptotics:

1

1 2 1
= 5=—(a'~§ =—(RE’-¢ =~ (251/2 +0s oo (51/2)) ~ 1

Hence, we see that



Similarly, we deduce that
3\ /3
n(s)~2<4) 5|3 as s — —o0.
O

7.5. The dynamics off the line. In this subsection, we fix # > 0 and the associated optimal
trajectory (y,m) € #/(a,0). Recall (6.1), the definition of the threshold value §° such that 6° =
4Q.(6°).

The first step is to show that the contact time is non zero (s- < 0) if 8 < 6°. Alternatively
speaking, for endpoints below the threshold, the trajectory makes a free motion excursion in {y > a}.

Lemma 7.11. There cannot exist s1 < so < 0 such that y(s) = o and n(s) < 0° for all s € (s1,50).

Proof. We argue by contradiction. Suppose there exist such times s; < sg. Then, we test the
optimality (y,n) against a perturbation (y + €,7m) compactly supported in (s1, sg), and such that
€ > 0 in order to preserve the condition y + € > «. Then, by the optimality of the trajectory with

respect to the Lagrangian (4.6)),

0< / OOO n(ls) <é(s) + ge(s)) e ds.

o= [ (38 o

Since € is compactly supported in (sg, s1) and since (y,n) satisfies (5.6) on (s1, s¢), it follows that
1+ 1 = 2q. Hence,

Integration by parts yields

0 ElS
0< [ tals) - n(e) o e ds,

By the arbitrariness of € > 0, it follows that 4q(s) > n(s) for all s € (sp,s1). However, using
Lemma this implies that 4Q.(n(s)) > n(s), which cannot hold if n(s) < 6° by the definition
of 6° in (|6.1) and the monotonicity established in Lemma O

We set some notation. Given 6 > 0, let 6-(0) = n(s-(0)), where (y,n) is the optimal trajectory
associated to (a,#). We had used this notation already in the proof of Theorem [1.3] (ii).

We continue with a characterization of 6 at the contact time. We remark that the map 6 — 6,
defined on the line {y = a}, connects the two values 1n(0) and n(sy) at the two extremities of the
free excursion.

Lemma 7.12. The maps 0 — si-(0) and 0 — 0 = n(s-(0)) are continuous.

Proof. We begin with the continuity properties. Let (a,6,) — («, ) be a sequence of endpoints,
with the associated sequence of optimal trajectories (yn,n,,). Examining the proof of Lemma
we find a locally uniform H}!_ bound on both (y,) and (n,). By a diagonal extraction argument,
we can extract a subsequence such that (ynk,nnk) converges to some trajectory (y,n) weakly in
Hﬁ)c. Fatou’s lemma and the lower semi-continuity of .Z,, enables us to conclude, as in the proof of
Lemma that

0
/ ga(Y)n7Y77:’)€sd5 < hrglnf Ua(a,ﬂn).

Since (y,m) € </(x,0), then the left hand side is no smaller than U,(«,#). On the other hand,
the convexity of U, implies its continuity and, hence, that liminf,,_, Us (v, 0,) = Uy(a, 0). Taken
together, this implies that (y,n) is the minimizing trajectory associated to (c,8).
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Next, for the sake of contradiction, consider a subsequence (si(6y,)) converging to some so #
s-(#). For any § > 0, we have y,, (s) = a on (—o0,s9 — d) for all k sufficiently large. Passing to
the limit & — oo, and then 6 — 0, we get that y(s) = a on (—o00, s), and therefore sy < sp-(0).

We use the rigidity of the expression of the optimal trajectories from in order to rule out
possible jumps. Indeed, suppose that sy < sp(f). Then, passing to the limit on the parameters
A,, and B,, (up to another extraction), we get a polynomial function (in the variable 7 = e%/2)
which coincides with o on (s, s-), due to the convergence of y,, to y. This can only happen if
A = B = 0. In this case, s-(0) = 0. On the other hand, we find that A,,, B,, — 0, and, thus,
$-(6n, ) — 0. This implies that sp = 0 = s1-(6), which is a contradiction. We conclude that the
whole sequence (si-(6,,)) converges to s-(6). Therefore, § — s-(6) is continuous.

The same conclusion holds for 6 — n(s-(0)) because (n,,) converges locally uniformly thanks to
the H{ estimate. 0

loc

As already discussed to motivate the statement in Lemma [7.11] we have s < 0 if the endpoint
is such that 6 < 6°. In fact, the converse is true.

Lemma 7.13. If 0 > 6°, then s~ = 0.

Proof. We consider @ = 1 without loss of generality. To begin with, we collect some useful identities
at the time of contact. By definition, we have y(sp) = a and n(s-) = 6-. By (5.7)), Lemma
and Lemma [7.9] we have,

1
A2 = ps) = o
'_

which, with the usual notation 7. = e*+/2, yields,

and B+ A*(1—¢™) = q(s-) = Q(6-),

1

1
7.25 A= — d B=Q(0)— —(1—172).
(7.25) el 5= Q) — (=)
On the one hand, since y(s-) = 4/3, the expression for y in (5.7)) implies,
4 4 2
gTE = y(s.)7° = 3+ 20A(1% — 1) + 2BA(1 — 72)% + §A3(1 —72)3
4 1 1 1 2/ 1Y°
— o2 (1) +2(QO) - (1 -1 —— (1 -2+ 2 (— ) -7
2 =142 (Q) - (=) ) = () =)
Multiplying both sides by 7-/(2(1 — 7?)) and re-arranging the terms implies,
7.26 R 1—72) = 2 (1—2)2.
( ) 9'_ 3(1_7_3) 9!— ( TI—) 37_39&( TI—)

On the other hand, since n(s-) = 6, we have, from the expression for n in (5.7)) and (7.25)),

26 = tn(sr) =0 =201~ 72) (Q) ~ (1= )y ) = a1 - 72
R

0272
Re-arranging this to obtain an expression for the ratio 6/6,-, and then plugging it into (7.26)) yields
Q) 1 2y, TH(+2)
7.27 3 = —=(1— _—.
( ) 0'_ TEQE( TI—) + (1 + 7_'_)2

We have 6-(0) > ¢° by Lemma [7.11]] We deduce from the dynamic programming principle
that 6-(6-(0)) = 6-(0). From this observation, we can define §y = inf {6|6-(0) = 0}. We have
0o € [6°,60-(0)], and also 6-(6p) = Oy by continuity of the map 6 — 6O established in Lemma .
Our goal is to show that 6y = 6°.

First, we notice that, as a simple consequence of the dynamic programming principle and the
uniqueness of optimal trajectories, si-(6p) = 0.
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Next, consider a sequence of points 6, ,* 6y. Note from the choice of 6y that s-(6,) < 0, for all

n. Then, ([7.27)) implies that

3Q(‘9F(9n)) _ 1 (1- Tg(en)) + T (6n) (71-(0n) + 2).

0-(60r) 72(0n)0-(05)3 (14 7-(6,))?
We then let n — oo and use the continuity of 7, 6 and Q to obtain that

,Q0) _10+2) _3

b  (1+1)2 4
Due to the definition of 6° in (6.1)), this implies that 8y = 6°, as claimed. Finally, it follows from
the dynamic programming principle that y(s) = « for all s € (—o0, 0] when 6§ > 6°. This concludes

the proof that s-(6) = 0 for all § > 6°. O

7.6. The complete picture of the trajectories - Proposition [6.2

Proof of Proposition[6.9 There are a number of items to check.

(i) The existence of the contact time s is a consequence of Lemma and Lemma The
continuity of the map 6 — 1 (sy(0)) is the purpose of Lemma .

(ii) The property n(s-(0)) > 6° is a consequence of Lemma

(iii) The fact that sp = 0 if and only if # > 6° is a consequence of Lemma and Lemma

(iv) We can separate the dynamics on and off the line, respectively for s € (—oo, si-) and (s-,0).
On each interval, the Lagrangian is continuous and so the classical theory can be applied.
Moreover, (y,n,p,q) is globally continuous provided we define p(s) = @/n(s) for s < s, as
shown in Lemma As a by-product of the classical theory, we have in particular U, (v, 0) =
—%(O{, 95 p(O), q(O))

(v) The derivation of the first integral of motion q(s) = Qu(m(s)) is the purpose of Lemma

(vi) The formula for A at the contact time is clear (see, e.g., (7.7)). The formula for B follows from
the continuity of q along with the matching condition at s = s coming from the combination

of (5.7) and Lemmal7.7]
U

8. CONCLUSION AND PERSPECTIVES

We have shown a weak propagation result for the cane toad equation . More precisely, we
have proven that the front spreads slower than the linear problem without saturation. In fact, the
linear problem was previously shown to spread as (4/ 3)t3/ 2 in contrast to the rate a*t3/2, where
o =~ 1.315, obtained here. However, our spreading result is quite weak, and oscillatory behavior
could not be ruled out.

Dumont performed intensive numerical computations on a large domain to investigate the long
time asymptotics of . The methods and the results are described in the following appendix.
He does not report any oscillatory behavior. The spatial density appears to be monotonic non-
increasing with respect to the space variable. In addition, all level lines propagate at the same
rate O(t3/ 2) with the same prefactor. Furthermore, the numerical spatial density converges to a
Heaviside function with unit saturated value 1 {e<ant?/2} in the self-similar spatial variable z/t%/2,

for some numerical critical value ay,.

This suggests that Theorem could be strengthened towards a strong spreading result stating
that all level lines propagate as a*t3/2. Accordingly, we conjecture that the value function Uan
is a good candidate to describe the asymptotic behavior associated with the exponential ansatz
discussed in Section [2] as ¢ — co. An alternative would be to seek a stationary profile adapted to
the various scales of the problem, as discussed in Figure [11}
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We are not aware of any other reaction-diffusion problem related to the Fisher-KPP equation
where the saturation term hinders the propagation at first order. Usually, the non-linear term acts
on the next order correction of the front location, as in the Bramson logarithmic delay [23, [44] 20, 58].
Our analysis unravels the interplay between unbounded diffusion, curved trajectories due to the
twisted Laplacian 092 + 92, and non-local competition among individuals at the same location,
but having different dispersal abilities, as shown in Figure [3] We believe that the methodology
developed here could be extended to other related problems.
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FIGURE 10. One level line of the function U = —tlog f is plotted for successive
times ¢ = 100, 200, 300, 400, 500, 600, 700 with respect to the original variables (x,0)
in (A) or with respect to the self-similar variables (z/t3/2,6/t) in (B). One clearly
sees the joint propagation in (z,6) towards larger x and higher . Moreover, the
function U seems to converge to a stationary profile in the self-similar variables, in
agreement with the heuristic argument of Section [2| that up, — u where wuy, is given
by , u solves , and v and U are connected by a change of variables as in

Section

APPENDIX A. NUMERICAL COMPUTATIONS OF THE LONG TIME ASYMPTOTICS

The numerical approximation of the Cauchy problem (1.3 raises several challenges:

(1) Handling the non local reaction term with an implicit scheme would result in full non linear
systems to be solved at each time step.

(2) But as time ¢ increases, diffusion triggers faster and faster time scales as the solution prop-
agates in x. Therefore, an implicit stable discretization seems necessary [43].

(3) Experience shows that a large domain and a thin discretization is necessary to achieve good
spreading numerical results. Thus, the numerical simulation, whatever the method opted
for, requires a large amount of computing time, even with a parallel procedure. A strategy
for reducing the computing time appears to be necessary.

A.1. Methods. I opted for standard operator splitting techniques. These techniques date back
to the 1950’s. However, it as been shown recently that they are well adapted to difficult and
even very stiff problems [31, 32]. Being given an initial value and a time step h for the problem
df /dt = Lf + R(f), decomposed into the linear (diffusion) part and the non-linear (reaction part),
I advance from time nh to time (n 4 1)h by solving only partial problems: Ly : df /dt = Lf and
Ry, : df /dt = R(f) during the time step h. Denoting by f, the numerical solution at time nh, the
Strang scheme [62]

ft1 = Lynja o Ry o Ly (fn)
is of order 2 provided Lj/; and R, are also approximated by numerical schemes of order 2. It
can be generalized to three operators [32], keeping order 2. Define the three partial problems as:
L¥ . df jdt = 00°f /0%, LY : df/dt = 0°f/06?, and Ry, : df /dt = R(f), and the corresponding
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FIGURE 11. Spatial propagation. (A) The numerical function p(t,z) is plotted for
successive times at regular intervals. (B) The spatial density converges to a Heaviside
function in the self-similar variable x/ t3/2, in agreement with the analysis performed
in the article. (C) The same curves are plotted, but in the frame centered at the
abscissa X /Q(t) corresponding to the value p = 1/2. Increasing times are figured by
an arrow. The front flattens as time increases. (D) By playing with scales, I found
that the typical width of the front is of order ¢'/2, as all curves are superposed in
this frame.

Strang scheme as follows

Jnr1r=1Li 50 LZ/z © R o Lz/2 ° Ly (fn).

A.1.1. Numerical computation of each sub-problem. I approximated the operators Lj and LZ using
the Crank-Nicolson method, which is of order 2 and A-stable [43]. The non-local reaction term Ry,
is non stiff and was approximated by a second order explicit Runge-Kutta method (RK2) [42].
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The spatial discretization was made via second order finite differences, on an uniform grid of size
N, x Ny. Notice that Ly and L‘Z can be decomposed further in independent sub-problems acting
respectively on the rows and on the columns of the finite difference grid. Hence, each sub-problem
boils down to solving banded tridiagonal linear systems. Hence the cost of advancing one step in
time these two discrete operators reduces to only O(N, x Np). Moreover the sub-problems of L}
and L‘Z can be computed in parallel.

The non-local reaction term Ry, involves the rate of growth 1—p(t,2) = 1— [ f(t, 2, 0)df which
does not depend on 6. Hence, it can be computed in parallel for each value of x on the grid.

A.1.2. Time step control. 1 used the first order Euler splitting scheme in order to compute

f;+1 = LIh © L9h o Ry, (fn)

I used the quantity ||f},; — fut1]|z2 = O(h?) as an error indicator to adapt the time step h, as
usually done for solving ordinary differential equations [42].

A.1.3. Implementation. The code was implemented in C-++, OPENMP parallel (in shared mem-
ory). The size of the domain was (z,0) € [0,4.5FE4] x [0, 1.6 E3]. The size of the grid was N, ~ 2800
and Ny = 1000. The time step was adapted at each iteration for small time ¢, then every 5 steps
afterwards. The total wall clock computing time of the simulation was approximately 4 days, on a
32 cores (2.2 Ghz clock frequency) computer.

A.2. Results. Starting from an initial datum as in , but restricted to the positive values of
x, the spatial propagation was observed in the long term with rate O(t?’/ 2). The numerical value
of the prefactor seems to converge to a value lying between 1.34 and 1.35. This looks misleading.
However, it is known that the numerical computation of spreading for monostable travelling waves
are challenging, even for the basic equation . In particular, the speed of the wave is difficult to
estimate accurately in the latter problem.

The analysis performed in this article suggests that accurate numerical schemes should be devel-
oped on the auxiliary function © = —tlog f, in the self-similar variables, in order to match with the
ansatz in Section [2|and Section I checked that the numerical approximation of u = —tlog f did
converge in self-similar variables to a stationary function (Figure . This stationary solution is
likely to be an approximation of the value function U,. There is indeed a good match (comparison
not shown).

To investigate further the consistency of the analysis performed in the article, I checked whether
the spatial density p(t,z) resembles a Heaviside function pully  _ .32y First, I noticed that, despite

the lack of maximum principle, the numerical spatial density p(¢, z) remains below the unit carrying
capacity: p < 1. Moreover, it is monotonic non-increasing in space, and non-decreasing in time, see
Figure The numerical results suggest that the spatial density indeed converges to the Heaviside
function 1 {e<ant?/2}: where the critical value «j depends on the numerical approximation of the

scheme.
No stationary behavior seems to be reached in the long term asymptotics (Figure [I1IC). More
precisely, the shape of the front flattens as time increases. The typical width appears to be of order

O(t'/?).
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