
Condensed Phase Water Molecular Multipole Moments from Deep
Neural Network Models Trained on Ab Initio Simulation Data
Yu Shi, Carrie C. Doyle, and Thomas L. Beck*

Cite This: J. Phys. Chem. Lett. 2021, 12, 10310−10317 Read Online

ACCESS Metrics & More Article Recommendations

ABSTRACT: Ionic solvation phenomena in liquids involve intense interactions in the
inner solvation shell. For interactions beyond the first shell, the ion−solvent interaction
energies result from the sum of many smaller-magnitude contributions that can still
include polarization effects. Deep neural network (DNN) methods have recently found
wide application in developing efficient molecular models that maintain near-quantum
accuracy. Here we extend the DeePMD-kit code to produce accurate molecular
multipole moments in the bulk and near interfaces. The new method is validated by
comparing the DNN moments with those generated by ab initio simulations. The
moments are used to compute the electrostatic potential at the center of a molecular-
sized hydrophobic cavity in water. The results show that the fields produced by the
DNN models are in quantitative agreement with the AIMD-derived values. These
efficient methods will open the door to more accurate solvation models for large solutes
such as proteins.

In a liquid electrolyte mixture, interactions between a solute
ion and first-shell solvent molecules can be of significant

magnitude. The electric fields acting on the nearby solvent
molecules can reach magnitudes as large as several V/Å.1 Such
fields are certain to create significant charge distortions in the
surrounding solvent molecules. It can thus be expected that the
inner-shell interactions will display nonlinear characteristics,
and they will be highly ion- or molecule-specific.2−8

Computations of ion hydration entropies support this point
of view: ion specificity in the entropy arises almost entirely
from near-local interactions in the first hydration shell.9

Outside of the first hydration shell, the solute−solvent
interaction energies are due to a large number of smaller-
magnitude contributions, which can often be approximated at
the Gaussian (or linear-response) level. These interactions can
include substantial contributions from electronic polarization.
In addition, a uniform shift in the free energies has been
observed in classical simulations, independent of ion size but
depending on the charge.10,11 This is a clear indication of an
electric field due to local inhomogeneous solvent distributions
near the cavity. It is the physical origin of this shift that is the
focus of the present study.
The quasi-chemical theory (QCT)12,13 provides an exact

and physically insightful spatial partitioning of the free energy
into terms involving the following processes: (1) cavity
formation, (2) long-range free energy due to inserting the
solute into the cavity, and (3) relaxation of the cavity
constraint that produces the inner-shell free energy due to
the above-discussed intense interactions.14 The above 3-step

process can be reorganized into a form for the excess chemical
potential μex that motivates the quasi-chemical appellation:13

kT K kT p n nln ln ( )n
n

X
ex (0)

W W
ex

W
ex

n
μ ρ μ μ= − + + − (1)

Here k is Boltzmann’s constant, T the temperature, Kn
(0) an

equilibrium constant for assembling a cluster consisting of the
solute and n solvent molecules in the gas phase, ρW the number
density of solvent molecules (assumed to be water), p(n) the
probability of observing n solvent molecules in the chosen
inner-shell observation volume, μXWn

ex the free energy to insert
the assembled cluster into the solvent, and μW

ex the free energy
to insert a solvent molecule into the solvent.
This partitioning of the free energy allows for helpful

approximations when modeling solvation. For example, the
first chemical-type term above can be evaluated with accurate
quantum chemical techniques. The next term is typically quite
small. The third term involves interactions of the inner-shell
solute−solvent cluster with the more distant solvent. The
resulting Gaussian behavior discussed above at longer-range is
equivalent to a dielectric continuum model such as the Born
model (with the exception of any potential shift, linear in the
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charge, due to molecular distributions at interfaces). We note
that the second peak in the radial distribution function (rdf)
corresponding to the second solvation shell (around
monatomic ions) occurs in the size range of 4−5 Å, which
indicates the relevant cavity size for inserting the inner-shell
XWn-cluster.
We have recently examined interfacial potential effects

related to determining a free energy scale for single-ion
solvation.11,15−19 These studies have included both classical
and quantum molecular dynamics simulations coupled with
the QCT.19 It has been shown that the net potential shift upon
passing from the vacuum into a large water droplet and then
into a molecular cavity provides a good measure of the longer-
ranged electrostatic effects on ion hydration.18 (There are a
significant size dependence and indications of nonlinear effects
for smaller cavities.20) The resulting potential shift due to long-
ranged interactions, here and elsewhere estimated to be about
−0.4 V, can potentially have important physical effects near
interfaces, including alterations of ion distributions, water
acid−base changes, and impacts on chemical reactions near the
interface.21−23 The results obtained in the present study are
consistent with the several alternative approaches discussed
above.
Our previous classical study18 examined the role of water

molecular dipolar and quadrupolar contributions to the
interfacial potentials near the solute and at the distant
liquid−vapor interface. The results highlighted the importance
of the molecular quadrupole in determining the potential shift.
It is important to utilize accurate solvent molecular charge
distributions that are consistent with the realistic quantum
mechanical multipole moment values, however, to make
quantitative predictions of interfacial potential shifts at
interfaces. Ab initio density functional theory simulations
satisfy this requirement but are restricted in the length and
time scales that are accessible. To overcome these limitations,
deep learning methods have recently been successfully applied
to the accurate modeling of water and other materials.24−28

The impressive results show that much larger systems can be
modeled with quantum-level accuracy but at the cost of
classical simulations.
In order to go beyond simple classical fixed-charge models,

herein we apply and extend existing deep learning techniques
(the DeePMD-kit code25) with an aim toward modeling the
molecular multipole moments for water near molecular-sized
cavities and in the bulk.29,30 We then use the predicted dipoles
and quadrupoles to provide an estimate of the net potential
that we previously obtained18 using the multipoles from the
classical SPC/E water model, and we compare the results with
our recent ab initio determination of the free energy scale for
single-ion hydration.19 This step leading to the accurate yet
efficient modeling of interfacial potential effects is crucial,
because viable models of interfacial charge transfer that include
the double layer, for example related to chemical catalysis,
require treatment of large systems beyond the capability of
direct AIMD methods. We note that, because the Wannier
functions modeled in our work in principle produce the exact
electron density, the results approximately include contribu-
tions from both polarization and charge transfer.
The excess chemical potential for an ion X is given by the

Widom formula12

kT ln eX
kTex /

0
Xμ = − ⟨ ⟩ε−

(2)

where Xε is the interaction energy of the ion with the solvent
and the subscript 0 indicates that there is no interaction
between the ion and the solvating water molecules during the
averaging process. The traditional expression for the electro-
chemical potential31,32 of the ion is

qX X X
ex

,bulk
ex

npμ μ ϕ= + (3)

where μX,bulk
ex is the free energy deep in the liquid phase with no

electrostatic contribution from interfaces. We recently
employed the quasi-chemical theory (QCT)12,19 and AIMD
simulations to compute the bulk hydration free energy of the
Na+ ion.19

If the interaction energies are computed through simulations
under periodic boundary conditions, we can view the free
energy as

qX X X
ex

,int
ex

spμ μ ϕ= + (4)

where μX,int
ex is the intrinsic chemical potential and ϕsp is the

liquid−vapor surface potential, which can be calculated from
the total charge density profile through the interface.11,33 Then
the net potential is defined as

np lp spϕ ϕ ϕ= + (5)

where ϕlp is the local potential that involves the electrostatic
potential at the center of a molecular hydrophobic cavity in
water.
In the QCT, the excess free energy is partitioned into three

physical parts11

kT kT
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ε

ε

− −

−

λ
λ

λ
(6)

Here Mλ is a repulsive potential pushing solvent molecules
away to the distance λ; the first term (packing, PK) is the free
energy change to grow a cavity of radius λ in the liquid; the
second term (long-ranged, LR) is the free energy change for
inserting the ion into the cavity center; and the last term
(inner-shell, IS) is minus the free energy change to grow the
same cavity in the liquid around the ion. The interfacial
potential contribution to the free energy resides in the second
term (LR), for which the cumulant expansion is

kT

kT kT

ln e

1
2

1
6( )

...

X
kT

M

X M X M X M

,LR
ex /

2
2

3

Xμ

ε δε δε

= − ⟨ ⟩

≈ ⟨ ⟩ − ⟨ ⟩ + ⟨ ⟩ +

ε−
λ

λ λ λ

(7)

where X X X Mδε ε ε= − ⟨ ⟩
λ
is the deviation of the interaction

energy Xε from the mean. The interaction energy can be
partitioned as εX = qϕ + εind + εdisp, where ϕ is the net
potential from the molecular charge distributions unperturbed
by the ion, indε the ion-induced-dipole induction interaction,
and dispε the ion−water dispersion interaction. The dispersion
term is expected to be small for large cavities, especially for the
case of cations. The induction energy term is not included in
the interfacial potential contribution because it is proportional
to q2.
In simulations during which the electrostatic interactions are

evaluated using Ewald summation with conducting boundary
conditions, the integral of the electrostatic potential over the
periodic box is zero.34 We account below for the resulting shift
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of the average potential on the cell boundary relative to an
expected value of zero outside of the liquid sample at infinity
(herein termed the Ewald-shift).
Previous studies have investigated multipolar contributions

to interfacial potentials.18,29,33 In the study of Horvat́h et al.,29

the cavity potential ⟨ϕ⟩M(λ) is constructed as

r r r( 1) ( ) ( ) ( )M D Q1 Q2ϕ δϕ δϕ δϕ⟨ ⟩ = − [ + + ]
λ (8)

The dipole moment contribution to the cavity potential δϕD is
determined from the dipole moment density Pr(r)

r
r P r

r
r( )

1
4

4 ( )
d

r
r

D
0 0

2

2∫δϕ
π

π
=

ϵ
′ ′

′
′

(9)

The quadrupole moment contribution to the cavity potential
δϕQ1(r) is accessible from the simulation data via the radial
dependence of the quadrupole moment density written in
spherical coordinates

r
r Q r

r
( )

1
4

4 ( )
Q

rr
1

0

2 s

2δϕ
π

π
= −

ϵ (10)

where Qrr
s (r) is the radial element. In the bulk liquid water

phase, it is equal to the Bethe potential:35

Q
1

3
TrB

0
Wϕ ρ= −

ϵ (11)

where the bulk water number density is ρW and Q is the water
molecular primitive quadrupole moment as shown below. The
second quadrupole contribution δϕQ2(r) is due to symmetry
breaking of the quadrupole diagonal elements of the water in
the vicinity of the cavity interface:

r
r TrQ r Q r

r
r( )

1
4

4 ( ) 3 ( )
dQ

r
rr

2
0 0

2 s

3∫δϕ
π

π
=

ϵ
′ [ ′ − ′ ]

′
′

(12)

We regard each water molecule as a neutral entity and use
the following expression36 to calculate the mth water molecular
dipole moment

r ZP r r Rd ( )( 2)m
i

i i
cell e∫ ∑ρ= − +

(13)

where ρe(r) is the valence electron density function, Zi is the
ith atom charge, and Ri is the ith atom position of the
molecule. The mth water molecular primitive quadrupole
moment is given by36

Q r r r Zr R R
1
2

d ( )( 2)( )
1
2m e

i
i i i, cell

, ,∫ ∑ρ= − +μν μ ν μ ν

(14)

and the mth water molecular traceless quadrupole moment36 is
given by

Q r r r r
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R R R
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2
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+ −

μν μ ν μν

μ ν μν
(15)

The Wannier center of the nth MLWF, rn, is given by

r
L

2
Im(ln e )n n

Lr
n,

i2 /

π
ϕ ϕ⟨ ⟩ = ⟨ | | ⟩μ

π μ

(16)

The electron quadrupole moment elements are then given by37

r r r r
L
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n
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π π
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(17)

To maintain consistency with our previous classical study,18 we
take the oxygen atom as the water molecule center. Then the
quadrupole elements with respect to the oxygen position Ro
are

r r r r R r R r R Rn n n n
o o

o, o, o, o,⟨ ⟩ = ⟨ ⟩ − ⟨ ⟩ − ⟨ ⟩ +μ ν μ ν μ ν ν μ μ ν (18)

In reference to the point infinitely far away in the vacuum
region, the potential at the cavity center can be expressed as18

q
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∑ϕ⟨ ⟩ = − ∇ + ′ ∇ ∇ + ···μ μ μν μ νλ

(19)

where the summation is over all the water molecules; rm is the
mth water molecule’s origin distance to the cavity center, and
qm is 0 because each water molecule is charge neutral.
Below, we first investigate the dipole and quadrupole

moments from AIMD simulations to compare with exper-
imental values and previous reports. Next, we show that the
DNN-MD simulations accurately reproduce the distributions
of the moment elements determined by AIMD. Finally, we
show that the local potential from DNN-MD simulations is in
reasonable agreement with that from AIMD simulations. The
computational methodology is discussed at the end of the
Letter.
Previous ground-breaking DNN modeling of the dielectric

properties of water has shown that, for physical quantities
requiring only the dipolar contribution, the Wannier center is
the appropriate target of the deep learning algorithm.38,39

Those simulations have produced accurate models of the IR
and Raman spectra of water. Equation 17 shows, however, that
information beyond the Wannier centers is required for
modeling the quadrupole moments. Thus, in the following we
develop DNN methods to treat both the dipoles and
quadrupoles.
Listed in Table 1 are the multipole-moments for the water

monomer, water molecules near the cavity of 4.1 Å in the
condensed phase, and water molecules in the neat liquid phase.
For the water monomer in the simulation box of size L =
12.4295 Å, the oxygen atom position is (2.9340, 2.0000,
3.0000); the first hydrogen’s position is (H1, 3.5292, 1.2320,
3.0000), and the second hydrogen’s position is (H2, 3.5292,
2.7680, 3.0000). With the water oxygen atom as the origin, the
water molecular local coordinate system is defined by ex, the
interior bisector of the angle H1−O−H2, the norm direction of
the water molecular plane ez = OH1 × OH2, and ey = ez × ex.
In the local frame, the water atomic dipole moment is 5.72 D
and the water valence electronic dipole moment is −3.88 D,
resulting in the dipole moment 1.84 D for the water monomer,
which is in good agreement with the value 1.86 D from MP2
calculations40 and experimental observation.41 In the work by
Silvestrelli and Parrinello,42 using DFT theory with the BLYP
functional in a box of size L = 10.6 Å, the dipole moment is
computed as 1.87 D. Finite-size effects have been observed in
previous work,43 where the dipole moment decreases from
1.87 to 1.81 D as the box size L increases from 10.58 Å toward
infinity. We indeed observe a reduced dipole moment of 1.82
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D when we calculate the dipole moment in a larger box of L =
16.00 Å.
In the neat liquid phase, we find that the average water

atomic dipole moment is 5.77 D and the average water valence
electronic dipole moment is −3.03 D, leading to the average
water molecular dipole moment of 2.74 D. The increment of
the water atomic dipole moment is 0.05 D, consistent with the
observations42 that in the condensed phase, the average length
of the O−H bond increases only slightly by 2.0% (0.02 Å) and
the average H1−O−H2 angle increases slightly by 0.8%. This
indicates that electronic polarization of water molecules in the
liquid phase is primarily due to the decrease of the water
valence electronic dipole moment in the interior bisector
direction. The average dipole moment of water molecules
within the cavity surface region is 2.72 D. In both calculations,
our water molecular dipole moment calculations are in good
agreement with the value of 2.70 D estimated by combining
far-IR vibration−rotation−tunneling spectroscopy and ab initio
calculations up to the large-cluster limit.44

To compare with previous calculations for quadrupole
moments, where the center of mass (COM) of the water
molecule was chosen as the origin, the three eigenvalues of the
traceless quadrupole moment for the water monomer are
shown in Table 1, which agree well both with −0.13, 2.58,
−2.45 D·Å as reported from DFT calculations36 and with the
experimental measurements45 (in parentheses). For the water
molecule in the condensed phase, our average eigenvalues over
60 000 configurations are in reasonable agreement with the
previous DFT calculations36 over 12 configurations: −0.22,
3.38, −3.16 D·Å.
The primitive quadrupole moment of water shows in more

detail how the water molecules are polarized by the
neighboring molecules in the condensed phase. We calculate
these elements in the water molecular local frame and with the

oxygen atom as the origin. Relative to the water monomer in
vacuum, the less negative averages of Qxx and Qyy of water in
the liquid suggest that the electron clouds of the neighboring
molecules compress each other in these two directions. The
more negative Qzz indicates that the electron cloud gets
stretched in the normal direction. Figure 1 exhibits how the

average water molecular multipole-moments are nearly
constant as a function of the distance from the cavity center.
We see that the effect of the molecular-sized cavities on the
water polarization is small.
After confirming accurate water dipole and quadrupole

moments from the AIMD simulations, we stream the data into
the DNN to train models for the moments, from which we can
calculate the resulting electrostatic potential. In the DeepMD-
kit framework, the accuracy is quantified in terms of the root-
mean-square error. Our potential model gives an energy
accuracy of 0.3 meV and a force accuracy of 56 meV/Å. The
accuracy of the dipole moment is 0.04 D and that of the
primitive quadrupole moment is 0.01 D·Å.
As shown in Figure 2, the excellent agreement of the atomic

radial distribution functions (RDFs) between the DNN-MD
and the AIMD trajectories suggests that the DNN-MD
simulations accurately reproduce the structural properties of
the liquid. The cavity center-oxygen RDF indicates that we can
approach a bulk-like region at a distance of roughly 9.9 Å from
the cavity center (with a cavity radius of 4.1 Å). Consequently,
these results suggest that at least 256 waters are needed to
provide a good bulk zero-reference for electrostatic potential
calculations.
To assess the agreement between the computed DNN-MD

moments and the AIMD-generated moments, we plot the
distributions of dipole and quadrupole moments distributions
in Figure 3. Note that, because the moment distributions in the
lab frame should display no significant differences, we display
the distributions of moment elements in the local coordinate
system established as discussed above for the water monomer.
The overlaps between the AIMD and DNN-MD distributions
and the agreement of the average moment elements over a
range of distances from the cavity center (as exhibited in
Figure 1) allow us to explore the local potential contribution to

Table 1. AIMD Calculation Results for the Multipole
Moments in the Local Frame on the Water Moleculea

ex ey ez

monomer P 1.84 (1.86) 0.00 0.00
cavity P 2.70 0.00 0.00
neat P 2.72 0.00 0.00

monomer Q′ −0.13 (−0.13) 2.56 (2.63) −2.43 (−2.50)
cavity Q′ −0.15 3.13 −2.98
neat Q′ −0.20 3.17 −2.97

monomer Q −3.00 −3.76 −2.10
cavity Q −2.83 −1.92 −3.95
neat Q −2.81 −1.90 −3.94

a“Monomer” indicates that there is a single water molecule in the
simulation box. “Cavity” indicates that the moments are calculated in
the liquid phase with a cavity of radius 4.1 Å at the simulation box
center. “Neat” indicates that the calculations are performed for the
pure water liquid phase. With the water oxygen atom as origin, the
average values of the water molecular dipole moment P elements are
in Debye (D) and the three average values of the diagonal elements of
the water molecular primitive quadrupole moment Q are in D·Å. The
average values of the off-diagonal elements are zero. Note that the
average values of the magnitude of the dipole moment are 2.72 D for
the cavity and 2.74 D for the neat liquid. With the center of mass of
the water molecule as the origin, the three eigenvalues of the traceless
quadrupole moment Q′ are calculated in units of D·Å. The
experimental values are shown in parentheses.

Figure 1. Average values of water multipole moments as a function of
the distance from the cavity center. The average is over all the waters
with the oxygen atom being located in a shell of size 1 Å. The open
circles are for the DNN-MD calculation results, and the solid circles
are the AIMD calculation results. The dashed lines are the average
values over all of the waters in the whole cavity surface region. The
DNN-MD and AIMD results are seen to be nearly identical.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://doi.org/10.1021/acs.jpclett.1c02328
J. Phys. Chem. Lett. 2021, 12, 10310−10317

10313

https://pubs.acs.org/doi/10.1021/acs.jpclett.1c02328?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c02328?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c02328?fig=fig1&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.jpclett.1c02328?fig=fig1&ref=pdf
pubs.acs.org/JPCL?ref=pdf
https://doi.org/10.1021/acs.jpclett.1c02328?urlappend=%3Fref%3DPDF&jav=VoR&rel=cite-as


the ion hydration free energy as carried out previously for the
SPC/E classical model.18

Table 2 presents results related to the various multipolar
contributions to the local interfacial potential arising from
nonuniform water molecule distributions near the cavity. We
list the dipole moment contribution δϕD, the nonsymmetrical
primitive moment contribution δϕQ2, and the symmetrical
primitive moment contribution δϕQ1 for different systems. In
the parentheses are the dipole and traceless quadrupole
moment contributions using eq 19. Comparison of the results
from the AIMD and DNN-MD simulations suggests that the
DNN-MD model accurately reproduces the δϕD and δϕQ2
contributions. Also, it is apparent that these two contributions
obtain convergence within the first hydration shell (r ≤ 6.5 Å).
Referenced to the bulk phase of 256 waters, the simulation
over 7.5 ns results in ϕlp = −3.96 V (see Figure 4).
Finally, we utilize the above results and our previous study19

to compute the effective surface potential of water experienced
by ions as they approach the interface. From data presented in

ref 19, the local potential in eq 5 can be obtained as an average
of the difference between the interaction energies of the Na+

and F− ions with the surrounding waters (Table 1 of ref 19.).
For this calculation the water system is sampled with periodic
boundary conditions (with the cavity present) but in the
absence of interactions with the ions. Based on that average,
the local potential is estimated to be −3.55 V. As a result of
simulations for the ion−water interaction under the periodic
boundary conditions, the Ewald-shift discussed above is thus
estimated as −3.96 + 3.55 = −0.41 V. Considering the bulk
solvation free energy of the Na+ ion reported as −92.8 kcal/
mol,19 we estimate the intrinsic solvation free energy (all
contributions except the surface potential in eq 5) as −184.0
kcal/mol. The real solvation free energy of the Na+ ion
(−101.5 kcal/mol) then implies a water liquid−vapor surface
potential of 3.58 V. Therefore, the net potential is, as the sum
of surface potential and local potential, ϕlp + ϕsp = −3.96 +
3.58 = −0.38 V, which is very close to our previous estimate.19

Note that there is a slight downward shift (of −0.07 to −0.08
V) in the net potential for larger cavities (with radii of roughly
6 Å). See Table 2 and ref 18.
We make the following observations from the results

presented above. First, the condensed phase water molecular
dipole and quadrupole moments in the water local coordinate
system are calculated, unraveling how the water molecule is
polarized in the liquid phase. The physical effect is that the
valence electron cloud is stretched along the normal direction
to the water molecular plane, while the electron distribution is
compressed in the other two orthogonal directions. Second,
the deep neural network models reproduce the moments with
good accuracy, indicating that this is a powerful tool to
approach the environmental dependence of the multipole
moments. This allows us to compute electrostatic potentials
that play an important role in interfacial chemical phenomena.
These calculations can be performed at low cost and with
AIMD accuracy. This in turn allows for quantum-level
modeling of interfacial processes that exceeds the previous
AIMD limits in both size and time scales. Third, the surface
potential is estimated as 3.58 V and the net potential as −0.38
V, in agreement with previous AIMD results.19 The results
indicate the significant impact of periodic boundary conditions

Figure 2. Radial distribution functions (RDFs) from AIMD and
DNN-MD simulations. The circle symbols are for the RDF of the
water oxygen atoms referenced to the cavity center from a 30 ps DFT
simulation of 64 waters. The squares are for the DFT water oxygen−
oxygen RDF; up-triangles are for the DFT hydrogen−hydrogen RDF,
and the left-triangles are for the DFT oxygen−hydrogen RDF. The
solid lines are from the DNN-MD (1000 ps) simulation of 256 waters.

Figure 3. Distributions of water molecular dipole and quadrupole moments in the water molecular local frame. The solid lines are from 30 ps
AIMD DFT simulations of 64 waters; the dashed lines are from 1000 ps DNN-MD simulations of 256 waters. The mean value (vertical dashed
lines) and standard deviation (in the parentheses below) are from the AIMD DFT simulations. The dipole magnitudes are pmag 2.72(0.26) D, px
2.70(0.26) D; py 0.00(0.20) D; pz 0.00(0.23) D. The computed quadrupole moment tensor components are Qxx −2.83 (0.14) D·Å, Qyy
−1.92(0.14) D·Å, Qzz −3.95(0.09) D·Å, Qxy −0.00(0.10) D·Å, Qxz 0.00(0.05) D·Å, and Qyz 0.00(0.04) D·Å. The red dotted line is the Gaussian
distribution with the same mean and variance as obtained from the AIMD simulations.
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on the computed ion solvation free energy calculation (the
Ewald-shift discussed here). These effects should be included
in simulation studies of the solvation of charged species using
quantum mechanical methods.

■ COMPUTATIONAL METHODS
In the following section, we discuss the computational
methods used to calculate the ab initio water molecular
dipoles and primitive quadrupole moments in the liquid phase
via AIMD simulations and DNN modeling. The DNN models
allow for classical simulations on the nanosecond time scale.
Both the neat-water and cavity-water systems contain 64

waters at a water number density of 33.3285/nm3. Thus, the
cubic simulation boxes are of size L = 12.4295 Å and L =
13.0236 Å (cavity size λ = 4.1 Å), respectively. The cavity
potential, Mλ(r), is a half harmonic potential

M r
k r r

r
( )
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oo
n
oo

λ λ

λ
=

− <

≥
λ

(20)

where k = 40 kcal/mol/Å2.
For the two systems we perform DFT simulations by

employing the Gaussian-type basis sets (DZVP-MOLOPT-SR-
GTH) and plane wave (with 400 Ry cutoff)46 and the
Goedecker−Teter−Hutter (GTH)47 pseudopotentials with
the QuickStep module in the CP2K 2.6.1 package.48 We use
the revised Perdew, Burke, and Ernzerhof (revPBE) func-
tional49,50 together with the Grimme D3 dispersion correc-
tion.51,52 A Nose−́Hoover thermostat53 chain of length 3 is
used to maintain a temperature of 330 K to increase the

fluidity and produce an oxygen−oxygen radial distribution
function that agrees better with experiment.54 Recent work has
pointed out limitations in the usage of the higher temperatures
alone in AIMD classical simulations aimed at modeling the
detailed impact of nuclear quantum effects.55,56

Electrostatic interactions under periodic boundary con-
ditions are treated with the Ewald method. The simulations are
run for 30 ps with a time step of 0.5 fs in the NVT ensemble,
generating 60 000 configurations along with the total potential
energy E and force on each atom Fi, where i is the atom index.
To calculate the MLWF we use the CRAZY method in the
CP2K package with a convergence parameter of 10−8.
In the DeePMD-kit framework,25 a local coordinate frame

should be constructed to preserve translational and rotational
symmetry. Permutational symmetry is preserved by ordering
neighboring atoms based on their species first and then by
ordering based on increasing inverse distance from the atom of
interest. We set up the local coordinate system (ex′, ey′, ez′)
following the protocol from previous works.24,25 That is, ex′ is
along the O−H bond, where atom H is the closest to the
oxygen atom; ez′ is perpendicular to the plane of the water
molecule, and ey′ = ez′ × ex′. Within this local coordinate
system, the descriptors are assembled for each atom, including
the full radial and angular information for the first 24 oxygen
atoms and 48 hydrogen atoms (the average number of
neighboring oxygens in the first hydration shell around the
empty cavity) and the radial information for the first 36 oxygen
atoms and 72 hydrogen atoms within the cutoff radius Rc = 6.0
Å. After the first layer, the descriptors of each atom flow into a
DNN of 5 hidden layers with decreasing number of neurons
(240, 120, 60, 30, 10). This DNN maps the descriptors into
the output layer, the ith atomic Ei.
The nonlinear activation function is taken to be the

hyperbolic tangent. The forces on each atom are computed
as the negative derivative with respect to position. The loss
function is

L p p
p

N
E

p

N
F( , )

3 i
if

2 f 2∑= Δ + |Δ |ϵ
ϵ

(21)

where ΔE and ΔFi are the root-mean-square errors of the
energy and forces; N is the number of atoms, and pϵ and pf are
the adjustable prefactors. As the training proceeds, pϵ begins at
0.02 and ends at 8, and pf changes from 1000 to 1. The initial
learning rate is 0.001 with a decay rate of 0.95 for 20 000 total
decay steps. Loss function optimization is done using the
Adam stochastic gradient descent method.57 The training data
consists of energies and forces from AIMD simulations for
both the neat-water and cavity-water systems. The batch-size is
4, and the training process goes for 4 000 000 steps. The
AIMD simulations generate 120 000 frames, and from these we

Table 2. Moment Contributions to the Center Potential of a Cavity of Radius λa

system λ (Å) running time (ps) rmax (Å) δϕD (V) δϕQ2 (V) δϕQ1 (V)

AIMD 64 4.10 30 6.50 0.22 (0.22) 0.14 (0.11)
DNN-MD 64 4.10 1000 6.50 0.24 (0.23) 0.15 (0.12)
DNN-MD 128 4.10 1000 8.00 0.23 (0.23) 0.15 (0.12)
DNN-MD 256 4.10 1000 9.90 0.23 (0.22) 0.16 (0.13) 3.60
DNN-MD 256 4.10 7500 9.90 0.22 (0.22) 0.16 (0.13) 3.58
DNN-MD 512 5.70 1000 12.60 0.30 (0.30) 0.15 (0.12)

aDipole moment contribution δϕD, non-symmetric quadrupole moment contribution δϕQ2, and Bethe potential contribution δϕQ1. In the
parentheses are the dipole and traceless quadrupole moment contributions calculated using eq 19. The variable rmax is the upper limit of the
cumulative summation of dipole and quadrupole contributions, for which the bin size is 0.1 Å.

Figure 4. Cavity center potential ⟨ϕ⟩Mλ
= −(δϕD + δϕQ1 + δϕQ2) as a

function of distance from the center. The open circles are from 30 ps
DFT simulations of 64 waters; the open squares are from DNN-MD
7500 ps simulations of 256 waters, for which δϕ converges to 0 V at a
distance of 9.9 Å.
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build 20 data sets to train. After the model is sufficiently
trained, model parameters are frozen. In this hybrid way, we
obtain a more accurate DNN model for the molecular behavior
near the cavity interface and in the bulk liquid phase.
In the AIMD simulations, the dipole and quadrupole

moments are calculated in the lab frame with the oxygen
atom as the origin. The fitting process is done in the local
frame as required in DeepMD to preserve the symmetries.
Then, using the rotation matrix and the oxygen atom position,
we convert the fitting results back to the lab frame.
Accordingly, modules were developed to fit the dipole vector
and quadrupole tensor. The codes will be made freely available
upon request to the authors following publication.
Recent developments of the DeePMD-kit package provide a

module to train a DNN for the 12 coordinates of 4 Wannier
centers (WC).27 Inspired by this work, we have developed
modules to train a DNN for the 3 dipole components Px, Py,
and Pz and a DNN for the 6 primitive quadrupole components,
Qxx, Qxy, Qxz, Qyy, Qyz, and Qzz. The training process for each
moment consists of 2 000 000 steps with a batch step of 5 and
with all the other parameters kept the same as for the DNN for
the potential energy.
The DeePMD-kit code provides LAMMPS58 support

through a third-party package in order to produce classical
MD simulations that use the frozen DNN models to compute
the atomic interactions. In this way, large time-scale classical
simulations are accessible with quantum accuracy. We run
NVT simulations in LAMMPS for systems of 64, 128, 256, and
512 waters with a cavity of radius 4.1 Å at the center. We apply
the Nose−́Hoover thermostat with a chain of length 3 to
maintain a temperature of 330 K. The system size is L =

( )rN
c

4
3

3
1/3

+
ρ

π , where N is the water number, the number

density is ρW = 33.3285 (nm)−3 (or 0.997 g/cm3), and rc = 4.1
Å. The DNN-MD simulations are run for 1500 ps with the first
500 ps for equilibration and the subsequent 1000 ps for data
production. The time step is 0.5 fs, and the trajectory is
recorded every 0.01 ps (20 steps).
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