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Abstract

We consider the problem of a decision-maker searching for information on multi-
ple alternatives when information is learned on all alternatives simultaneously. The
decision-maker has a running cost of searching for information, and has to decide
when to stop searching for information and choose one alternative. The expected
payoff of each alternative evolves as a diffusion process when information is being
learned. After establishing the well-posedness of the equation, we show that the opti-
mal boundary where search is stopped (free boundary) is star-shaped, and present an
asymptotic characterization of the value function and the free boundary. We prove that
the distance between the free boundary and each point on the diagonal is logarithmic
in the number of alternatives.
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1 Introduction

In this paper we study the problem of parallel search in continuous time, which relies
on the analysis of a partial differential equation (PDE) in the unbounded domain R?. In
several situations a decision-maker (DM) has to decide how long to gain information
on several alternatives simultaneously at a cost before stopping to make an adoption
decision. An important aspect considered here, is that the DM gains information on all
alternatives at the same time and cannot choose which alternative to gain information
on—which we call parallel search. This can be, for instance, the case of a consumer
trying to decide among several products in a product category and passively learning
about the product category, or browsing through a web site that compares several
products side by side. Another interesting application is a financial option based on
several assets, where at the time of exercising the option, the investor decides which
asset to take.

The idea goes as follows. If all the alternatives have a relatively low expected
payoff, the DM may decide to stop the search, and not choose any of the alter-
natives. If two or more alternatives have a similar and sufficiently high expected
payoff, the DM may decide to continue to search for information until finding out
which alternative may be the best. If the expected payoff of the best alternative is
clearly higher than that of the second best alternative, the DM may decide to stop
the search process and choose the best alternative. To implement the preceding idea,
consider B = (Bf] ®,..., B;d (t))r>0, a d-dimensional Brownian motion starting
at x = (xy,...,xq). Each component of this Brownian motion could be the value
of the alternative if the process is stopped. In the consumer learning application, this
would be the value of that product at the time when the consumer makes the purchase
decision. In the financial option application, this would be the value of the asset when
the option is exercised. Let 7 be a suitable set of stopping times with respect to the
natural filtration of B*. Our goal is to study the following optimal stopping problem:

u(x) == sup E [max {B}' (1), ..., B;* (1), 0} — c7], )
el

where ¢ > 0 is the cost per unit time, considered as the cost of processing information
when learning about different alternatives. We refer to Peskir and Shiryaev [37] for
general background on optimal stopping problems.

Traditional research of optimal stopping problems generally fits into two cate-
gories: (i) Find the closed-form solution to the optimal stopping problem, see e.g. [1,
20, 22, 23, 37] and [44, Chap. 8]. These exactly solvable optimal stopping problems
are often in low dimensions, namely for d = 1 or 2. (ii) Characterize the optimal
stopping problem as a certain solution to a PDE, and study the regularity and convex-
ity of the solution, see e.g. [3, 4, 13, 14, 36, 39]. The optimal stopping problem (1)
does not have a closed-form solution. But it can be shown that it is the unique viscosity
solution to the corresponding Bellman PDE. Now the question is: what can we say
about this optimal stopping problem other than it is the solution to some PDE? The
purpose of this paper is to explore the geometric properties of the particular optimal
stopping problem (1), especially in the high dimensional regime as d — oo.
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The analysis includes two parts: identifying the optimal stopping problem as the
unique viscosity solution to the Bellman PDE (stochastic analysis), and studying the
geometric properties of this PDE (analysis of PDE).

e Stochastic analysis: the approach to identify the optimal stopping problem (1)
as the unique solution to the Bellman PDE (Theorem 2) is standard. Roughly
speaking, we first show that the value function u is a viscosity solution to the
corresponding Bellman PDE, and then we complete the argument by proving
that this PDE has only one solution. But even in this routine part, there are some
subtleties. In most existing literature, optimal stopping problems are considered for
a fixed finite time horizon, or with an exponential discount factor (see e.g. [4,21, 39,
40]). Our problem (1) is slightly different from these standard setups. In particular,
the set 7 of stopping times should be properly defined so that the resulting value
function u is indeed a viscosity solution to the Bellman PDE (Proposition 1).
Moreover, a large volume of literature deals with bounded solutions to Bellman
PDE:s (see e.g. [16, 37]), and unbounded solutions are only considered for optimal
stopping problems with an exponential discount factor (see e.g. [21, 39]). We
prove by a comparison principle that under some assumptions, the Bellman PDE
of a general optimal stopping problem without any discount factor has a unique
viscosity solution that has sub-quadratic growth (Theorem 1). This result seems
to be novel, see Remark 3.

e Analysis of PDE: the main contribution of this paper is to explore geometric prop-
erties of the optimal stopping problem (1) using the Bellman PDE. One important
ingredient of the problem is that there is a free boundary where the process is opti-
mal to stop, and this boundary is determined by the solution to the PDE. We prove
some geometric properties of the free boundary: it is star-shaped with respect to
the origin (Theorem 3); it is close to a columnal surface when all x;’s are large
positive (Proposition 3). Though it is not possible to derive a closed-form expres-
sion for the value function or the free boundary, we study the asymptotics of the
value function as well as the free boundary when all x;’s are large positive. For
d = 2, we provide fine estimates of the distance from the free boundary to the
line x; = x3 as x1, x, — 00. More interestingly, in the high dimensional setting
where d is large, we show that

C+Ind < distance from the free boundary to {x; = --- = x4} < Cs(In d)‘S

as x1,...,xq — oo forany § > 1 (Theorems 4 and 5). The logarithmic scale is
highly non-trivial, and relies on fine analysis of the Bellman PDE. Note that there
is a gap between the lower bound and the upper bound. The question of the precise
asymptotic distance as the dimension d — 0o remains open.

To the best of our knowledge, this is one of the few results concerning the asymp-
totic geometry of the optimal stopping problem in dimension d > 2. To prove the
results, we rely heavily on the PDE machinery: viscosity solutions and the compar-
ison principle. The Bellman PDE, also known as the obstacle problem, is widely
studied (see e.g. [8, 9, 18, 38]). While previous works focused mostly on the local
regularity of the free boundary, we study asymptotic properties of the free boundary
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as the dimension d increases to infinity with unbounded solutions and unbounded
free boundaries. Since for many decision making problems the state process is high
dimensional in the real-world application (see Sect. 2.1), we hope that this work may
trigger further developments of optimal stopping problems in unbounded domains and
in high dimensions.

To conclude the introduction, we provide a few references on the search theory.
There is some literature on the case of learning about a single alternative in comparison
to an outside option, see [6, 19, 34, 42]. The case with a single alternative can be traced
back to the discrete costly sequential sampling in [47]. When there is more than one
uncertain alternative the problem becomes more complex, as choosing one alternative
means giving up potential high payoffs from other alternatives about which the decision
maker could also learn more. This paper can then be seen as extending this literature
to allow for more than one alternative, which requires the solution to a PDE. Another
possibility, considered in [29], is that the DM can choose to search for information on
one alternative at a time with alternatives having independent values. That simplifies
the analysis because in each region in which one alternative is searched, the value
function satisfies an ordinary differential equation on the state of that alternative,
keeping the states of the other alternatives fixed. Here, the value function does not
satisfy that property as the states of all alternatives move simultaneously. Consequently,
the value function is determined by a partial differential equation (with free boundaries)
on the state of any alternative. Che and Mierendorff [10] considers which type of
information to collect in a Poisson-type model, when the decision maker has to choose
between two alternatives, with one and only one alternative having a high payoff. See
also [24, 30, 35]. For problems where the DM gets rewards while learning, see [5, 31].
The literature on financial options based on multiple assets (rainbow options) is also
related to this paper, see e.g. [7, 27, 43, 46].

Organization of the Paper We present the problem in Sect. 2, and characterize the
optimal strategy by establishing the existence and uniqueness of the solution to the
corresponding PDE. Section 3 shows that the optimal solution is star-shaped. Section
4 considers asymptotic results of the solution. We show that in general dimensions
and in the region where all x; are large, the free boundary is close to a columnal
surface, and the distance from the free boundary to each pointof x; = --- = x4 > 0
is logarithmic in d.

2 The Problem Setup and the PDE
2.1 Motivating Examples

Consider a consumer and d products. Foreachi =1, ..., d, the utility U; of product
i is the sum of the utility derived from each attribute of the product

T
Ui=xi + Zam
t=1
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with x; the consumer’s initial expected utility, and a;; the utility of attribute ¢ of product
i which is uncertain to the consumer before search. It is also assumed that a;; are i.i.d.
across t and i, and without loss of generality, Ea;; = 0. There is an outside option which
is worth zero. Each time by paying a search cost ¢, the consumer checks one attribute
aj; for all products i = 1, ..., d. The consumer decides when to stop searching and
upon stopping which product to buy so as to maximize the expected utility. After
checking ¢ attributes, the consumer’s conditional expected utility of product i is

t
Xi(t) =B Ui =xi + ) _ ais.
s=1

Itis easily seen that (X;(¢), t =0, 1, ...) is arandom walk which scales to Brownian
motion (B;C (t), t > 0) in the limit. The problem of the consumer is to decide when
to stop the process, and then choose the best alternative.

Another example is concerned with Bayesian learning. Assume that the true value
of the alternatives X () follows the dynamics d X (t) = dB(t), where (B(t), t > 0) is
a d-dimensional Brownian motion, and that the signal S(¢) of X (t) is a d-dimension
vector governed by

dS@t) = X(t)dt + ydB(@),

where (E (t), t = 0) is a d-dimensional Brownian motion independent of (B(¢), t >
0), and y is a diagonal matrix, with general element on the diagonal y;;. Also assume
that the prior of X (0) is a normal with mean X (0) and variance-covariance p(0)2,
with p(0) being a diagonal matrix, with general element in the diagonal p;; (0). Then
the posterior mean X (¢) of X (1) follows

Xi(t) = pii (1) /yii dBi (1) forl <i<d,
where (B(r), t > 0) is a d-dimensional Brownian motion, and d,?)\i,-(z‘)2 /dt =1 —
Z)};(t)4/yi2i forl <i <d.Ast — oo, we get p(1)> — y. Soif p(0)> = y, we have
dX;;(t) =dB;(t) for 1 <i <d,and the analysis that follows would be done on the

process (X (), t > 0). In both problems, it boils down to solving the optimal stopping
problem (1).

2.2 General Framework and Viscosity Solutions
We start with the general framework of the optimal stopping problem (1). Let @ ¢ R?

be an open domain, and 2 be its boundary (then dQ = @if @ = R?)and Q := QUIL.
Consider the following stochastic differential equation (SDE):

dX* (1) = b(X*(0))dt + o (X*(t))dB(r), X*(0)=x € Q, 2)

where (B(t), t > 0) is a standard d-dimensional Brownian motion starting from 0,
and b : R? — R and o : RY — R?*9 satisfy the Lipschitz condition. That is, there
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exists C > 0 such that
Ib(x) — b +lo(x) —a (M < Clx —yl, x,y R xR )

It is well known that under this condition, the SDE (2) has a strong solution which
is pathwise unique. See e.g. [28, Sect. 5.2] for background and further developments
of the strong solution to SDEs. In the context of parallel search, the vector X*(¢) has
as each element i the expected utility obtained if the DM were to decide to stop the
search process at time ¢ and choose alternative i. Moreover, let £ be the infinitesimal
generator of the SDE (2). That is,

2

d ah 1 <
Lh(x) =Y bi0) =)+ 5 D (@@ (x),

i—1 =1 0x;0x;
for any suitably smooth test function /2 : R” — R.

Let Tq := inf{r > 0 : X*(r) ¢ Q} be the exit time of (X*(¢), t > 0) from €2, and
let

AT
Je(r) =E [/O FXF(s)ds + g(X* (T A Tsz))} , (4)

where 7 is a stopping time, and f, g are suitably smooth reward functions, e.g. con-
tinuous functions with polynomial growth, or simply Lipschitz continuous functions.
We are interested in the value function

u(x) = sup Jy (1), (5)
teT

where 7 is a suitable set of stopping times. Heuristics from dynamic programming
suggest that the value function u “solve” the following Bellman PDE:

min{—Lu — f,u—g} =0, xe€Q, (6)

with the boundary condition
u=g, xe€df. 7

Equations (6)—(7) are known as an obstacle problem, or a variational inequality, see
e.g. [17, 32]. There are two regimes:

—Lu = fwhenu >g, and —Lu > f whenu = g.

The set {x € Q : u(x) = g(x)} is called the contact set, or coincidence set, and the
set {x € Q: u(x) > g(x)}is called the continuation set.

It was shown in [4, Chap. 3] that if the value function u defined by (5) is sufficiently
smooth (e.g. of class C?) and some additional conditions on b(-), o (-), f(-), g(-) are
satisfied, then u is characterized as the unique solution to the variational inequality (6)—
(7). However, the value function  is not necessarily smooth enough for the variational
inequality to be defined in the classical sense, see e.g. [14,45]. Hence, we need a weaker
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notion of viscosity solutions to characterize the value function u. Below we state the
definition of viscosity solutions, and we refer to [11, 12, 25, 26] for this notion.

Definition 1 Let u be a continuous function on € and x° € Q.

(1) We say that —Lu < f at x¥ in the viscosity sense if for any ¢ € C?(S2) which
touches u at x° from above, we have —(Lyp) x9 < f (x9). We call u a subsolution
to (6) if —Lu < f in the viscosity sense at all points of 2 where u — g > 0.

(2) We say that —Lu > f at x° in the viscosity sense if for any ¢ € C>(2) which
touches u at x° from below, we have —(L'go)(xo) > f(xo). We call u a supersolu-
tion to (6) if u — g > 0in ©, and —Lu > f in the viscosity sense in 2.

(3) We call u a viscosity solution to (6) if and only if u is both a subsolution and a
supersolution to (6). We call u a viscosity solution to (6)—(7) if and only if u is a
viscosity solution to (6), and u satisfies (7) at all boundary points.

The connection between the value function of the optimal stopping problem (5) and
viscosity solutions to the variational inequality (6)—(7) was established by @ksendal
and Reikvam [36]. Their result is recorded in the following lemma.

Lemma 1 Assume that b(-) and o (-) satisfy the Lipschitz condition (3). Also assume
that

(i) The boundary 02 is regular for the process (X*(t), t > 0) in the sense that
To =inf{t > 0: X*(¢t) ¢ Q} = 0 almost surely for each x € 9S2.

(i) f(-) is a continuous function on 2, and IEfOMTQ | f(X¥(s))|ds < oo for all

x € Q and T stopping times.

(iii) g(-) is a continuous function on Q, and the family {g(X* (1)), T stopping time and T <
Tq) is uniformly integrable for all x € Q.

(iv) The value function u is continuous on Q.

Then u is a viscosity solution to the variational inequality (6)—(7).

Note that Lemma 1 holds for both bounded and unbounded domains. For our pur-
poses, we take Q@ = RY. As mentioned in the introduction, the optimal stopping
problem in an unbounded domain has been considered either for a fixed finite time
horizon, or/and with an exponential discount factor [4, 21]. Here we treat this prob-
lem in a slightly different manner by letting 7 := {t stopping time : Ee3C°T < oo},
where C is given by (3) so that the value function may well be defined. The following
proposition gives simple sufficient conditions on b(-), o (-), f(-), g(-) for Lemma 1 to
hold, and provides an estimate of the value function u.

Proposition 1 Assume that b(-), o () satisfy the Lipschitz condition (3), and are
bounded so there exist K1, K> > 0 such that

d
Z sup |b;(x)] < K1 and max sup |oj;(x)| < K».

i=1 xeRd LI xeRd
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Also assume that f(-) is bounded and Lipschitz continuous, and g(-) is nonnegative
and Lipschitz continuous so there exists a > 0 such that

d
0<gx)<a (1 +Z|xi|) forall x € RY.

i=1

Let u be the value function defined by (5), with @ = R and T := {t stopping time :
Ee3C°T < oo}, where C is the Lipschitz constant given by (3). Then u is a viscosity
solution to the Bellman PDE (6). Furthermore, if there exists ¢ > K such that

sup,crd f(x) < —c, then we have for some y > 0 (independent of d),

d
g) <u(x) <a ) |xi|+yd* forallx e R, 8)
i=1

Proof The first part of the proposition is a consequence of Lemma 1, and we need
to check all the conditions therein. For = RY, the condition (i) is automatically
satisfied. Since f is bounded and Et < oo, we have

TAT,
E/ ’ | f(X*(s)|ds < sup |f(x)|-Et < oo.
0

xeRd

Combined with the fact that f is Lipschitz continuous, we verify the condition (i7).
For the condition (iii), note that

d
gX (1) <a (1 + Y IX) (r>|)

i=1

d d
Sa(l—kZIX[H—Z
i=1

i=1

T d T
/0 b (X (s)ds + /0 015 (X*(s))dB; (5)
=1

|

/0 0 (X*($))dB;(s)

|

d d d d
§a(1+2|xi|+2/0 |bi(Xx(S))|dS+ZZ
i=1 i=1

i=1 j=1
©)

Therefore, we have

d 2 d d d
gZ(X"(r)) <A |:(1 +Z|xi|) +‘[Z sup biz(x) + ZZ
i=1

i=1 xR i=1 j=1

/0 0 (X*(5))dBj(s)
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}

This proves the uniform integrability of the family {g(X* (7)), 7 stopping time and Ee
< oo}. Finally, by the Lipschitz continuity of f, g, there exists M > 0 such that for
x,y e R4,

for some A > 0, which implies that

d 2 d
Eg2(X* (1)) < A {(1 +Z|xi) +Er ) sup bz(x)+ZZE‘/ 01j (X (s))d B (s)
i=1

i=1xeRd i=1j=1

i—1 xeRd i=1 j=1xeRd

d 2
A |:(1 +Z|xi) +ETZ sup bz(x) +]ErZZ sup (r[-zj(x):| < 0.
i=1

3C2t

So(@) = Jy(t) =M (E/r |X*(s) = XV (s)|ds + E[X*(7) — Xy(f)l) :
0

By a classical Gronwall argument, we have E|X*(s) — XY (s)| < e3c25|x — y| (see
e.g. [33] or [16, Chap. II, Theorem 10.1]). Since Ee3c27 < 00, the value function u is
Lipschitz continuous, and hence the condition (iv).

Now we prove the second part of the proposition. By taking t = 0, we get u(x) >
g(x). By (9), we have

Eg(X* (1)) < a [1 +) Ixil+E (Z/ Ib; (X* (v))lds) +ZZE'/ 0i; (X* (s))dB; (s)

i=1 i=1j=I
Note that

d T
E (Z NG <XX<s>>|ds> < KiEr,
i=1

and according to the Burkholder-Davis—Gundy inequality (see [41, Chap. IV]), there
exists L > 0 such that forany 1 <i, j <n,

1
E‘/ i} (X*(5)dB;(s)| < LE [(/ ol%-(Xx(s))ds)z:| < LK>vEr.
0 0

Since sup, cga f(x) < —c with ¢ > K1, we get

2441(
u(x) <a {1 + le,l + sup {(Kl — OFz +Ld2K2\/IE}i| (1 +Z il + 2 )

= - Ky)

which yields (8). O

Remark 1 Proposition 1 shows that under suitable conditions on b(-), o (+), f(-), g(-),
the value function u is a viscosity solution to the variational inequality (6), and grows
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at most linearly as |[x| — oo. The condition Ee3C*t < oo for stopping times is to
assure the (Lipschitz) continuity of the value function. This is reminiscent of the opti-
mal stopping problem with an exponential discount factor whose exponent is assumed
to be sufficiently large, see e.g. [21]. Also note that neither Lemma 1 nor Proposition 1
is meant to be optimal, and it is possible that the value function « is a viscosity solution
to the variational inequality under weaker conditions on b(-), o (+), f(-), g(-). Our ulti-
mate goal is to study the geometry properties of the optimal stopping problem (1), and
Proposition 1 is adequate for this purpose. Finding minimal conditions to characterize
a general optimal stopping problem by the variational inequality is interesting on its
own, but we will not pursue this direction.

Lemma 1 or Proposition 1 gives one direction of the program: the value function is a
viscosity solution to the variational inequality. To fully characterize the value function,
itrequires to prove the converse; that is, the variational inequality has a unique viscosity
solution which is at most of linear growth. Under the assumptions of Proposition 1,
it is well known [21, 39] that for the optimal stopping problem with an exponential
discount factor, the associated variational inequality has a unique viscosity solution
which is uniformly continuous, or at most of linear growth. However, these results do
not imply directly the uniqueness of the solution to the variational inequality (6). In the
next subsection, we will show that under fairly general assumptions, the variational
inequality of the optimal stopping problem (5) has a unique viscosity solution which
has sub-quadratic growth.

2.3 Uniqueness of the PDE Solution

In this subsection, we prove that the PDE (6)—(7) has a unique viscosity solution
among all functions that have sub-quadratic growth, i.e. lim|y|_ o0 [u(x)|/ Ix|> = 0,
under the assumption that sup, .o |b(x)||x| < oo. This is stronger than the required
uniqueness of the viscosity solution that has at most linear growth. We employ the
viscosity solution approach.

Theorem 1 (Comparison principle) Let Q@ C R? be open. Let the assumptions in
Proposition 1 except ¢ > Ky hold, and further assume that sup,.q |b(x)||x]| < oo.
Let uy and uy be respectively a subsolution and a supersolution to (6) in Q. If

max{u;(x), —uz(x)}

lim sup 3 <0, (10)
|x]—00,x€R |)C|
(with the convention supy = —o0), and uy > uy on 02, then we have up > uy in .

Proof Assume by contradiction that for some x” € Q, we have 8’ := u;(x") —up(x’) >
0. For any ¢ € (0, 1), (10) yields that u(x) — 8|x|2 and —uy(x) — %|x|2 converge to
—o00 as (2 2)x — oo. Therefore, we can take ¢ > 0 to be small enough such that for
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any k € (% 1),

§:=supui(x) — (1 — up(x) — 2¢|x> = uy(x') — (1 — €)ur(x’) — 2¢ [x'|?
xeR
/

> l(ul(x/) —uz(x)) = 8—
-2 2
(11)
Write ug = (1 — e“uy. By the assumption that f < —c in RY, and that U is a
supersolution to (6), we obtain

—Lu5>(1—e)f>f+ce® and u5>(1—-¢6%g inQ (12)

(in the viscosity sense).
Now for a fixed ¢ and for any o > 1, define &, : 2 x @ — R by
Dy (x, y) = w1 (x) —u5(y) — &(lx* + |y — alx — yI°.

Using (10), u1 and u; are continuous, and u» > uj on 92, we can find x,, yy € Q2
such that

/

)
Do (Xa, Vo) = sup  Pglx,y) = supui(x) —us(x) —2elx* > =, (13)
(x.y)eR? xeQ 2

where the last inequality is due to (11). Since (10) yields that x4, y, are uniformly
bounded for all @ > 1, itis clear that [x, — yo| — 0 as @ — 00. Moreover, it follows
that

|2

[X¢ — Yol +at|xqg — Yo|” — 0 asa — oo. (14)

Now, due to (12) and that « is a subsolution to (6), the Crandall-Ishii lemma [11,
Theorem 3.2] yields that there are symmetric d X d-matrices Xy, Yy satisfying the

following:
10 Xy O I -1
_6"‘<01>5(0 —Ya)56°‘<—1 1)’ (15)

1
min {*ETT(U(xa)U(xa)TXa) —b(xa) * pa — f(xa), uy(xa) — g(xoz)} <0

and

(16)
1
< min {—ETr(cr(ya)a(ya)TYa) —b(ya) - qa — f(Ya) — €, u5(ye) — (1 — ak)g(ya)} )

where
Do =20 (Xg — Vo) +26Xq, Qo = 20(Xg — Vo) — 2€Vq. (17

First if u1(xy) < g(xq), then (12), (13), the definition of &, and ui(ya) > -
€)8(yy) yield

/

)
g(xg) — (1 — £98(va) — e(Ixg|* + 1yal?) = Po (g, Ya) = > (18)
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Using (14), g(x) < a(l + Z?:l |xi]), and g is Lipschitz continuous, we get the
right-hand side of the above is no more than

d

Lip(g)|xg — yal + £<a (1 +y |<ya>,-|) — elyal® < Lip(g)xe — yul + Cag™ ",
i=1

due to s — es% < %82'{_1 for all s > 0. However notice that §' > 0 is independent

of &, a. Therefore, if taking & > 0 such that C,e~! < %/ (since k € (%, 1)) and then
« to be sufficiently large, we get a contradiction from (18).
Next if u1(xy) > g(xq), by (16), we have

- %Tr(d(xa)o(xa)TXa) —b(xe) - pa — f(xa) = 0. 19)

Multiplying the rightmost inequality in (15) by the following nonnegative symmetric
matrix

(a(xa)o(xa)T o(ym(xa)T)
a(xa)U(YQ)T G(ya)G(ya)T

and taking traces yields

Tr(0 (xa)0 (¥a) " Xa) — Tr(0 (y0)o (Vo) " Ya) < 60 Tr((0 (xa) — 0 (ya)) (0 ()T — 0 (va) ).
Recall that o is Lipschitz continuous, and so we get for some C > 0,
Tr (0 (xa)0 (xa) T Xo) — Tr(0 (va)o (va) Ya) < Calxg — yal*. (20)

Using |b(x)||x| < Co for some Cp > 0 by the assumption, the Lipschitz continuity of
b and f, and (17) yield for some C > 0 (independent of ¢, ) that

fxa) = f(Ya) < Clxg = Yal,
b(xe) - pa —b(Ya) - qa < 2a(b(xg) — b(Ya)) - (xa — Ya) + 26b(xq) - Xo + 2b(Yar) - Yo
< Calxg — yol* +42Co.

1)
It then follows from (16), (19), (20), and (21) that
1
ce’ < 5Tr(o(xa)o-<xa>TXa) + b(xa)  pa + f(xa)
1
- 5Tr(o<ya>a(ya>TYa> —b(Ya) Ga — f (Va) (22)

IA

C (lxa = yal® + Ia = yal ) +4Coe.
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However, if we take ¢ > 0 such that s} ¢ < % (which can be done since k < 1),
and then « to be large enough, we get a contradiction by (14). The conclusion follows.
O

Remark 2 1f the condition (10) and sup,.q |b(x)||x| < oo are replaced by

limsup DLW T2} sup @l <00 (23)
|x|—o00,xeQ |x|ﬁ xeQ

forsome g € [1,2)and y € (g, 1), then the conclusion of the theorem still holds. To
see this, we need to modify the proof after (20). We use (23) and (13) to get for some
C >0,

e(xal? + 1yel?) < u1(xe) — us(ye) < CUxal? + |yal? + 1),

and so there exists a possibly different C > 0 such that for all ¢ € (0, 1) and o > 0,

1-p+y

(Xl + |yal"7) < Ce F + Ce < Ce 25

where we used ]_25% < 1 by y < 1. Then (23) and the Lipschitz continuity of b
yield

b(xq) - po —b(Ya) - g < 2a Lip(b)|xy — )’a|2 + 2e(|b(xe) [|xe | + [6(Ya)llYal)

1—p+y

< Calxqg — yoz| +Ce 5

Using this in place of the second estimate in (21), (22) can be replaced by

K 2 Ly
ce §C<a|xa_)’a| +|x01_y01|>+C8 =k

Since IEEZ}' > % by y > g, if taking « € (%, 1_25%), then we get a contradiction

as before by taking ¢ to be sufficiently small and then « to be large.

Remark 3 Consider the optimal stopping problem with an exponential discount factor.
If the operator is given by

Lu(x) = —p(x)u(x>+Zb(x) () + 3 Z(a(x)o(x) )ij (x),

0x;0x
i=1 ljl Xj

with p(-) Lipschitz continuous and inf , cgs 0 (x) > 0, then the comparison principle
holds without the condition that sup, .o [b(x)[|x| < oco. See e.g. [39] for details.

With this theorem, we are able to compare sub and supersolutions in R¢. The fol-
lowing theorem provides a complete characterization of the optimal stopping problem
(5) under gerenal conditions.
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Theorem 2 Let the assumptions in Proposition 1 hold, and assume that sup, . |b(x)||x| <
o0. Then the value function u from Proposition 1 is the the unique viscosity solution

to the Bellman PDE (6) with Q@ = R among all functions that have sub-quadratic
growth at infinity. Moreover, there exists y > 0 independent of d such that g(x) <
u(x) < g(x) + yd* forall x € R4.

Proof Proposition 1 implies that the value function u is a viscosity solution to the
PDE (6) which has at most linear growth. Then Theorem 1 yields that « is the unique
viscosity solution to (6) among all functions satisfying lim|y|— oo [#(x)| /Ix|*=0. O

Once the value function u is determined, then we construct an optimal strategy t*
by Jx(t*) = u(x). To be more precise, starting at a position x € {u# > g}, the process
will continue until it enters the contact set:

™= inf{r >0:X"(t) € {u= g} =: Tcontact,

provided that an optimal strategy ™ exists.

3 Star-Shapedness of the Free Boundary

From now on, we specialize to the optimal stopping problem (1) with Q@ = R?, b = 0,
o =14, and

f(x) =—c and g(x) = max{xy,...,xq,0}.
We also relax 7 := {r stopping time : Et < oo}. The corresponding variational
inequality is
1
min{—EAu+c,u—g}=0, (24)

where A is the Laplacian operator Z?:l 82/ 8xl.2. By the proof of Theorem 2, the value
function u of the problem (1) is the unique viscosity solution to the Bellman PDE (6)
among all functions that have at most linear growth at infinity. As we will see, the
continuation set {# > g} is star-shaped (Theorem 3), and its inradius—the radius of
the largest inscribed circle is finite (Theorem 4). By [2, Theorem 2.1], we have

sup  Eteontact < 00,
xefu>g}

where Teontact := inf{t > 0 : B*(t) € {u = g}}. Hence, the optimal strategy t* =
Teontact- The Eq. (24) is the focus of analysis in the remaining of the paper.

The free boundary of u is defined as I' (1) := d{x | u(x) > g(x)}. Several regularity
results of I'(#) can be found in [9]. In this paper, we are interested in the global
geometric property of I"(u). In this section we prove the star-shapedness.

Let S € RY. We say that S is star-shaped if there exists a point z € § such that for
each point s € S the line segment connecting s and z lies entirely within S. We say
that the free boundary I' () is star-shaped with respect to the origin if the set {u > g}
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is star-shaped with z = 0. The star-shapedness property of a set rules out holes in the
set.

Theorem 3 Let u be a solution to (24) in R%. The free boundary T (u) is star-shaped
with respect to the origin.

Proof To prove that the set {# > g} is star-shaped with respect to the origin, we only
need to show that if u(x) = g(x) for some x € R?, then u(rx) = g(rx) holds for all
t>1.

Let v(x) := %u(tx). We first show that v is a subsolution to (24). In fact, for any
x € R4 if v(x) > g(x) then

u(tx) > tg(x) = t max{xy, ..., xq,0} = g(tx).

Thus, using that u is a solution to (24) yields
1 . . .
— E(Au)(tx) < —c in the viscosity sense. (25)

To show that —%Av(x) < —c in the viscosity sense, take any ¢ € C? that touches
v at x from above. Then ¢’ () := r¢(-/t) touches u at zx from above. It follows from
(25) that

—%(Afpl)(tx) = —%Aw(x) < —c,

which implies —%A(p(x) < —tc < —c. Therefore —%Av(x) < —c in the viscosity
sense. So we conclude that v is a subsolution, and it follows from the comparison
principle that v < u. Now take x € R4 such that u(x) = g(x). From the order of u
and v, we get

u(tx) < tu(x) =1g(x) = g(tx).
On the other hand, u(tx) > g(tx) by definition, so we must have u(tx) = g(tx). O

Figure 1 shows the continuation and stopping regions, as well as the free boundary
separating them in the case of d = 2. The figure illustrates the star-shapedness of the
free boundaries.

As shown by Fig. 1, the optimal search strategy is quite intuitive—roughly speaking,
the DM should stop searching and adopt alternative i if and only if x; is relatively high
compared with x; and the outside option of 0, and she should stop searching and adopt
the outside option when both x; and x; are relatively low. When x; is relatively low,
the DM will continue to search on the two alternatives if and only if x; is near 0, so as
to make a clear distinction between alternative i and the outside option. When both x
and x, are relatively high, the DM will continue to search if and only if x| and x; are
close to each other, so as to to make a clear distinction between the two alternatives 1
and 2.
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Fig. 1 Optimal parallel search X2
strategy in two dimensions A

Adopt 2

R

Parallel{Search

> X4

Adopt 1

Take
Outside
Option

4 Asymptotics

In this section, we study the asymptotics of the free boundary. We provide a detailed
analysis for the case with d = 2. For general d > 2, we show that the distance from
the free boundary to each point of x; = - - - = x4 > 0 is logarithmic in d, and the free
boundary is close to a columnal surface in the region where all x; are equally large.

4.1 Dimensionofd = 2

Writing x = (x1, x2), the PDE (24) specializes to
. 1
min _EAM + ¢, u — max{xy, x, 0}y = 0. (26)

The PDE (26) does not have an explicit solution, so it is natural to ask about
the properties of the solution, in particular those of free boundaries. There are three
interesting regimes of asymptotic behavior:

(1) x; = 0and x, - —o0,
2) xy > —ocoand x — 0,
(3) X] = X2 —> OQ.

The cases (1) and (2) boil down to the search problem of one alternative, since
the other alternative has large negative value and thus loses the competition to its
counterpart. A classical smooth-pasting technique [29] shows that the distance of the
free boundaries to x-axis (resp. y-axis) at —oo is %, as illustrated in Fig. 1. The case
(3) is subtle, since the values of two products are close so there is a competitive search.
One interesting question is to determine the distance from the free boundary to the
line x| = x7 at infinity.
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We first prove a lower bound on the free boundary I" () in the region x1 + x2 > 0
by the following lemma.

Lemma 2 (Lower bound of the free boundary) Let

x1+x2  clxp —xof?

+ — forlx —x2| < o
Ne (X], Xz) = X1 _%_xZ |x1 —2.X2| 8¢ lc (27)
5 5 Jor |xi —xa > 5.

Then 1. is a subsolution to (26), and so u > n, in R2. In particular, we have

1
Fw) N{x;i+x2>0}C {le—lezz—}.
C

Proof 1t is direct to check that . satisfies (in the sense of viscosity)
. 1 L2
min _EAnC+C’ ne — max{xy, x2}t =0 inR~“.

Thus 7. is a subsolution to (26) and the comparison principle yields u > 7. in R2.
Notice that n. = max{xy, x} = g whenever |x; — x3| > 2—16 and x; + xp > 0.
Therefore, I'(u) N {x + x, > 0} lies inside {|x; — x2| > 2}. O

The last conclusion of Lemma 2 can be viewed as a “lower bound” of I"(u). To
obtain an “upper bound”, we need the following technical lemma.

Lemma3 Foranye € (0, c], let
1
@e(x1, x2) := 1o max{l — v/2ce(x1 + x2), 0% + ne— (x1, X2).

Then we have u(xy, x2) < @e(x1, x2) for all x1, xy such that x| + x > 0.
Proof For any 6 > 0, define

L

0 fort < —4;
1 2
Yo(t) == 1 0 <z+ @> fort e (= 1) 8)
t fort > 45,

which is a mollification of max{#, 0}. Then W (x1, x2) := ¥¢/2(x1) + ¢ /2(x2) satisfies
AW < 2¢ and g < W in the viscosity sense. Therefore, W is a supersolution to (26)
and so W > u. Note that .2 () < max{z, 0} + %, and so

g(x1,x2) < u(xy, x2) < max {xq, 0} + max {x2, 0} + o
C
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Now we compare ¢, with u in the half plane x; + xp > 0. On the boundary
(x1+x2=0),

1 1
Qe (X1, X2) = — + Ne—e(x1, X2) = — + g(x1, X2) > u(xy, x2).
dc 4c

It is not hard to see that ¢, € ¢! and @e(x1,x2) > g(x1,x2) for all x; +x2 > 0.
Moreover if |x; — x| < m,direct computation yields Agp, < @—i—ﬂc—e) <
2c¢, and if |x] — x| > ﬁ, we again get Agp, < 2e < 2c in the viscosity sense.
Finally, since both u and ¢, have linear growth at infinity, applying Theorem 1 with
Q= {x1 +x2 > 0} yields u < ¢, in {x] + x > O}. O

Lemmas 2 and 3 yield u(x1, x2) — nc(x1, x2) as x; + x — oo. Based on this
we can obtain a quantitative description about the convergence of I'(u) to I'(n.) =
{lxi — x| = %} as x| + xp — 00. We denote the Hausdorff distance between the
two free boundaries in the region where x; + xp > T as

dy(T) := max sup d(x,T(ne)), sup dx,Tu)}.
xel'(u) &x1+x2>T xell(ne) & x14x2>T

Proposition 2 (Upper bound of the free boundary) For the 2-dimension problem, we
have

du(T) < @N2A3TH ™ forall T > ¢!,

Proof Lemma 3 yields for all x; + xo > O that u (x1, x2) < @¢(x1, x2). Thus if
X1 +xp > \/%E’ we have u < ¢z = n._. This, combining with u > n. by Lemma 2,

shows if x| + xp > L

V2ce’
. 1
u(xy, x2) > max{xg, x2, 0} = g(x1, x2) if [x; — x2| > >
c
clxi—x22 1 x1+x _ 1
u(xg,x)) > ———— 4+ — + > g(x1,x if [x;] — x| < —;
(x1, x2) > 5 ” 5 g(x1, x2) [x1 — x2| e
u(xy, x2) < g(x1, x2) if [x; —x2| > ——.
2(c —¢)
Hence for those (x1, x2) we have
u(xy, x2) > g(xy, x2) if [x; — x2| < 20
. 1
u(xy, x2) = glxr, x2) if |x; —x2| > ——,
2(c —¢)
which implies that the coordinates of I" () satisfies |x; —x2| € (% ﬁ) whenever
T := x1+xp > \/% Now take ¢ := # Then for T > ¢! (soe < %), we
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conclude

1 1 1 e e 1
ATy < —(=— — —) = = :
() = V2 <2(C—8) 20) 22¢(c — €) = V22 22312

O

As for the limit . (x + x2, X1 — x2), the distance of the free boundary to the line of
X] = x2 18 ﬁ Note that ﬁ > 4%, which is the distance of the free boundaries to
X or y-axis at —oo. This means that the search region is larger in case of competition.
In other words, people have larger tolerance for search if two products are as good as
each other.

4.2 General Dimension

Now we study the asymptotic properties of the free boundary in the general dimension
d. We provide an “upper bound” and a “lower bound” of the distance between the free
boundary and each point on the positive diagonal x; = xp = --- = x4 > 0. The two
estimates show that such distance is logarithmic in d.

For the upper bound, we will show that the free boundary cannot be too far away
from the set where g is not smooth i.e.

N(Q) := {x eRd|x,- = x; = max{xy, ..., xqy} > 0 for some i # j,

or x; = max{xy, ..., xq} = 0 for some i}.
We denote the d-dimensional cube centered at the origin with side length 2r as
R, = {x eRY|x; € (—r, 1) foralli} .

For any x € R4, denote R, (x) := x + R,. We write N(r) := N,.(N(0)) as the
R ,-neighbourhood of N (0). It turns out that using this R,-neighbourhood is more
convenient. The following theorem presents the first main result of this section.

Theorem 4 Letd > 2, and u be the solution to (24) in RY. For any § > 1, there exists
Cs > 0 depending only on § such that u(x) = g(x) for x ¢ N(c~'Cs(Ind)®). This
implies that T (u) € N(c~'Cs(Ind)?).

Proof The proof is based on a barrier argument, and we use a mollification of g as the

barrier. Let o := ﬁ > 0. Consider a smooth symmetric modifier ¢ : R — [0, 00)
as

1
: A= f | <1
o(r) == | Ca® ! =L
{0 if [r| > 1,

N
and the numerical constant ¢, := ( fR e (=% dr)~! ensures normalization. For some
h > 0 to be determined, set ¢, (r) := ho(hr), and then &, (x) := H?:1<ph(x,-). We
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claim that
ghi=®pxg = /Rd Pp(x — y)g(y)dy 29)

is a supersolution to (24) if & is small enough. Since gj, is smooth, it suffices to show
that g5, > g and Ag;, < 2c in RY in the classical sense.

Note that @, * x; = x; for eachi € {l,...,d} (since ®; is symmetric in x;-
direction), and ¢ = max{xy, ..., x4, 0}. Therefore we have g, = &, x g > g. Next
to compute Agj, since Ag, = VO, x Vg, and |Vg| < 1, we obtain

st = [ max{gjexo| [Tonte. 1 =17 = afax
R j#i
(30
=h "(x; N, 1 <i<didx =:hA.
/[_l’l]dmaX[\w(xz)\]];[iw(x]) i ] x

Note that for any ¢ € (0, 1), if r € [-1 + &, 1 — €], direct computation yields

2a|r| -1 —
|<p/(r)| — Wcae (1-2% < Dge™@ 1(/)(;,)'

Hence, by using the symmetry of ¢ and f[fl 1 ¢(r)dr = 1, we obtain

= max | ¢/ | [T o). 1< =
[—14e,1—¢)d ki

—14e
+2df ¢/(xl)dx1/ 1_[ @(xi)dxy...dxg
-1 1 siza

d
< 207! / [Te@idx +2dp(—1+¢)
[

1_[ @ (x;)dx>...dxq
e [—1,1]4!

2<i=<d

__1
<207 4 2dcye” @7 .

Now picking ¢ := %(ln d)’é yields A < Cy(In d)% = Cq(In d)? for some C, > 0
depending only on «. It follows from (30) that Ag, < 2c if we pick i := m.
Thus, with this choice of &, we conclude that g, is a supersolution and so the compar-
ison principle yields g, > u.

Now for any x ¢ NG with h = ﬁ, we have gn(x) = g(x) because
g(y) = yj forsomei € {1,...,d} forall y ae Ri/n(x), and @y, is supported in R p.
Hence outside N (™), we must have g, = g > u. However u > g by the equation,
and so we get u = g for x ¢ N(h~!), which implies the conclusion with Cj := %

O
Since the ray {x; = xp = --- = x4 > 0} € N(0), the theorem implies that for
any point on the ray (say xo = (a, ..., a) for some a > 0), I'(«) cannot be more than

@ Springer



Applied Mathematics & Optimization (2022) 85:3 Page210f25 3

~ Rs := c’IC,g (In d)‘S away from it. Actually, we can take x := (a +2R;s,a, ..., a),
and then clearly x € N (R;)¢. Thus according to Theorem 4, u(x) = g(x) and so there
must be a free boundary point that resides on the line segment connecting x and xg
(since u(xp) > g(xp) by Theorem 5 below). Therefore the distance from x to I'(u) is

smaller than ~/2R;s for d > 2 (since |x —(a+ %, ...,a+ 2dﬁ)| =2Rs+/1 — 1/d).

Below we show the counterpart of Theorem 4 and conclude that the distance
between I'(#) and each point on the ray x; = --- = x4 > 0 is logarithmic in d.

For each r > 0, we denote the R,-neighbourhood of the ray as
No(r) :=R,({x € R4 [x1 =xp=---=x4 > 0}).

Theorem 5 Let u be the solution to (24) in RY. If d is sufficiently large, we have u > g
in No(3+/Ind). This implies that for these d, T'(u) S (No(3+/Ind))°.

Proof Fix any a > 0, and then any x € Rm/3((a, ...,a)) (hence |x; —a| <

+/Ind/3). To prove the theorem, it suffices to show that u(x) > g(x) if d is sufficiently
large (independent of a, x). It is well-known [15, Exercise 3.2.3] that for Z1, ..., Zg
iid. MV (0, 1), E [maxliisd Zl-] ~ +/21Ind asd — oo. This implies that for all d large
enough,

E [max (By' (1), ..., B)*(1),0)] = E[max (B (1), ..., B4(1))] + min{xy, ..., x4}
> %vlnd +a.

Now, further assuming that d > exp(9c2), we obtain

u(x) > E[max (By'(1),..., B)*(1),0)] —c >a+ %vlnd > g(x).

This concludes the proof. O

Now we are going to show that, for each d > 1, as Z?:l x;i — oo, I'(u) is
close to a columnal surface, which is the free boundary of the following problem. Let
pa = max{x, x2, ..., xq}, and consider

1
min{—EAwd+c, wd—pd} =0 inR? (31)

Clearly we have u > wy due to g > pg. When d = 1, 2, it is direct to check that
wi() =yc() and  wa(-, ) =7n(, ),

where . is given by (28) and 5, is given by (27).
We write the positive x1, .. ., x4 directions as ey, .. ., g respectively, and then

i
Ty = %’ Hy, = {x e R|x 14 =0}. (32)
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The following lemma shows that I" (wy) (the set d{wys > pg}) is a columnal surface.

Lemma4 wy(x)— Zflzl x;/d is a constant function in t4-direction. Therefore I' (wq)
is the surface of one infinitely long columnar with t4 as its longitudinal axis.

Proof We use the cylindrical coordinates. For each x € RY, write x 1= 1(x)ty + y(x),

where #(x) := x - 74, and y(x) € Hy,. Then v(x) := wg(x) — % solves

min{—%Av+c,v— <pd(x)—%)} =0inRY. 33)

Notice that shifts in the t;-direction preserve the value of (o (x) — %). Therefore

by uniqueness of solutions to (33), we have v(x) = v(x + sty) forall s € R.
To prove the second claim, take any x € R?, and let y = y(x), 7 = r(x) be as
before. We have wy(y) = pgq(y) if and only if wq(y) + \/LE = pa(y) + ﬁ, which is

then equivalent to (writing y = (y1, ¥2, ..., Yd))
t
wg(x) = max{y, y2, ..., ya} + 7 = max{xi, x2, ..., xg} = pq(x).

This implies that I'(wg) = {y +ttg |y € I'(wg) N Hy,, t € R} O

Finally, we show that I" (1) can be arbitrarily close to I" (wy) (in Hausdorff distance)
in a R-neighbourhood of the ray {x; = --- = x4 > 0} for any R > 1 when Z;izl Xi
is large.

Proposition 3 There exists a universal constant y > 0 such that the following holds
foralld > 2. Forany ¢ € (0, 1), and R > 1,

max sup d(x,T'(wg)), sup d(x,Tw)} < Re.
rerw & X vz L /4 xel(ug) & X x = 104 [
= (rta)Tal <R l—(rtg)tgl <R

Proof We start with proving an upper bound of u — g, which improves the estimate
in (8) for special equations. Let C, be from Theorem 4 with § = 2, and then let g
with h 1= m be from (29). Then it follows from the proof of the theorem that

gn > u. Since g = @, * g where ®, is a modifier supported in Ry, the definitions
of g and @, yield for all x € R,

lgn(x) —g(x)| < sup g(x) —g(W| <A
YER 1 /n(x)

Thus, we get

ux)—gx) <gh—g<h'=c'Co(Ind)® forall x € R?. (34)
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Now for any ¢ € (0, 1), define wj; := (1 — &)~ 'wy((1 — £)x), which then solves
: 1 &€ &€
min _EAwd +(A—-&c,wy;—psg =0
(recall pg = max{xy, x2, ..., x4}). Next we slightly perturb wj, as

YE(x) = h! (max {1 — T \Wdx 1 o])2 +w (),

and we claim that ¥ is a supersolution to (24) in the half hyperplane D :=
{Z?:l xj > O}. Indeed, using (34) and wj > pg = g on D, we obtain

Yix) = 4+ wy(x) > h™' + g(x) > u(x) foranyx € 9D = Hy,.

Taking T, := % = ¥ %, then Awj < 2(1 — &)c in D (in the viscosity sense)
yields
AYE(x) <2dh T2 42(1 —)c =2¢  inD.

Thus 5 is a supersolution, and then Theorem 1 with  := D yields ¥ > u in D.
In particular, if x - gv/d > T (i.e. Z?zlxi > Tp), we have Y5 = w > u > wy.
Writing I'(w$) := d{w;; > g} as before, we obtain that I" («) lies between I'(wy) and
T in{x e RY| Y x5 > T}

Therefore it remains to estimate the distance between I'(wg ) and ' (w). By Lemma
4, it suffices to compare them on H;,. From the definition of wfl, for any R > 1, the
Hausdorff distance between I'(wg) N Hy, N {|x| < R} and F(wfj) N Hy, N{|x] < R}
is bounded by Re. This finishes the proof. O
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