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Abstract

Stable potassium (K) isotopes ('K/3*?K) have shown great promise as novel chemical
tracers for a wide range of bio-, geo-, and cosmo-chemical processes, but high precision stable K
isotope analysis remains a challenge for plasma source mass spectrometry due to intense argon-
related interferences produced directly from argon plasma. Here we provide an assessment on the
analytical figures of merit of a new generation collision-cell equipped multi-collector inductively
coupled plasma mass spectrometer (MC-ICP-MS), Sapphire from Nu Instruments, for K isotope
analysis based on our extensive tests over a duration of ~8 months. Because use of helium and
hydrogen as collision/reaction gases can reduce argon-related interferences to negligible levels at
optimal flow rates, the collision-cell mode can operate at low mass resolution during K isotope
analysis, providing >2 orders of magnitude higher K sensitivity (>1000 V per ug mL! K), as
compared to the widely used “cold plasma” method, and the capability for direct 4°K
measurement. One challenge of the collision/reaction cell analysis on Sapphire is its higher
susceptibility to matrix effects, requiring effective sample purification prior to analysis. Also, the
collision-cell mode on Sapphire shows a pronounced effect associated with concentration (or ion
intensity) mismatch between the sample and the bracketing standard during analysis, and this
effect may not be fully eliminated through conventional concentration matching practice.
Instead, we developed a correction method for this concentration/ion intensity mismatch effect.
Our method reduces the burden to the operator and increases sample throughput. This method
allows for accurate K isotope analysis with an intermediate precision of < 0.05 %o (2SD) to be
routinely achieved using the collision cell on Sapphire, representing a major advance to stable K

isotope analysis.
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1. Introduction

Potassium (K) participates in a wide range of geo-, bio-, and cosmo-chemical processes.
As an incompatible element, K is enriched in the crust (~2 % wt in K,0) and comparably
depleted in the mantle (~250 ug g*! K).!* This marked contrast in concentrations makes K a
useful indicator for studying material-exchange processes between the crust and the mantle, such
as volcanism, subduction, and metasomatism.>-® Potassium is a trace constituent in the core with
estimated concentrations ranging from a few to up to ~250 ug g'',%!% and its precise abundance,
which remains debated, has implications for the geodynamo and heat flow of the Earth due to the
energy produced by radioactive decay of 4°K. Because K primarily resides in silicate minerals
rather than carbonates, its geochemical cycle in surface environments is intimately linked to
silicate weathering and possible formation of authigenic clays in the ocean — the two critical
processes that work in tandem in maintaining the general stability of the global carbon cycle
(hence climate) and ocean chemistry over the geological timescale.!*!5 In the biological realm, K
is an essential nutrient required by both plants and animals, including humans, to maintain many
critical physiological functions,'®!® such as enzyme activation and protein synthesis.
Furthermore, because of its moderate volatility with a 50 % condensation temperature (Tsp) of
~1000 Kelvin,!®-20 K has useful bearing for key evaporation and condensation processes
pertinent to formation of the Earth and other planetary bodies.?!">* Improved knowledge on K
cycling and its role(s) in these low- and high-temperature processes has significant implications
for the understanding of the Earth system (including various forms of life) and other planetary
bodies.

Potassium has one naturally occurring radioactive isotope (*°K) with a long half-life of

1.249 x 10 years,>>-?7 and two stable isotopes (**K and #'K). Although the use of radioactive
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decay of “K as a geochronometer underpinning the K-Ar and Ar-Ar dating techniques has been
successful,?> 28 application of stable K isotope ratios (*'K/*°K) to study of the K cycle has long
been deterred by analytical difficulties. Early attempts to analyze 4'K/*°K ratios used thermal
ionization mass spectrometry (TIMS), and they were only able to achieve an external precision
of ~1 %o0.2%-3! Because the conventional double spike method is not applicable to K that has only
three isotopes, robust mass bias correction pertinent to study of natural mass-dependent 4'K/*°K
variations is challenging during TIMS measurement, although several techniques, such as
internal normalization, total evaporation, and incipient emission TIMS, can produce precise
4IK/3K data appropriate for different purposes, such as quantification of 'K excesses or absolute
K isotope abundances.’?3* A revised double spike method applicable to three-isotope systems, in
principle, can improve 4'K/3°K analysis by TIMS,?3 but such application has yet to be
demonstrated for K. Secondary ionization mass spectrometry (SIMS) has also been applied to
analyze stable K isotopes, but the best precision reported in literature was ~0.5 %o.23 3¢ This
precision was sufficient to study large #'K/*°K variations in some extraterrestrial samples but
could not resolve 4'K/3°K variations in terrestrial samples.3¢

Recent studies have shown that multi-collector inductively coupled plasma mass
spectrometry (MC-ICP-MS) can achieve a precision of better than ~0.20 %o (2SD) for 'K/**K
measurements.3’-40 This improved precision has quickly led to discoveries of natural 4'K/3*K
variations in many terrestrial and extraterrestrial samples that were not resolvable in the past,
shedding new light on a wide range of critical processes ranging from formation of the moon to
silicate weathering.*!-%0 The current understanding of stable K isotopes has been summarized in a
recent review.®! Despite being possible, MC-ICP-MS analysis of K isotopes suffers from major

challenges associated with intense Ar-related interferences arising directly from the argon
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plasma, for example, argon hydride (*°ArH*) on #'K*. One approach that overcomes these
interferences relies on high mass resolution capability available on mainstream MC-ICP-MS
instruments,3%- 9266 often coupled with a reduced radio frequency (RF) power and an increased
distance between the torch and the instrument interface (i.e., the so-called “cold plasma™) to
further suppress Ar-related ions during the analysis. Although this approach has proven
successful, it typically sacrifices >90 % K sensitivity in exchange of sufficient resolving power
to resolve Ar hydride interferences. This makes it challenging to analyze low K samples of
potentially high science value, such as certain meteorites, carbonates, and mantle rocks.

A collision/reaction cell coupled with MC-ICP-MS represents the other approach that has
been used for K isotope analysis.®”- %8 High precision K isotope measurements with a precision of
better than 0.2 %o (2SD) were first realized on the Micromass IsoProbe MC-ICP-MS,37- 38 which
had been the only MC-ICP-MS instrument equipped with a collision cell on the market for a few
decades until recently. Because Ar-based interferences on K isotopes can be removed in a
collision/reaction cell, this approach allows for analysis at low mass resolution. In principle, this
should lead to a significant increase in K sensitivity (hence reduced sample consumption) and
increased precision. However, given the fact that the IsoProbe was an instrument manufactured
over 20 years ago, its analytical benefits were not as evident as one would expect, as compared
to “cold plasma” measurements made on newer generations of MC-ICP-MS instruments. In
addition, the IsoProbe was discontinued long time ago, limiting the access to the
collision/reaction cell method for K isotope analysis.

The new generation of collision cell equipped MC-ICP-MS instruments has become
available recently,%-73 and these instruments include Sapphire from Nu Instruments, Proteus and

its successor, the upcoming collision cell version of Neoma, from Thermo Scientific. The
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increasing availability of these new instruments in the community has revived the interest in
applying the collision/reaction cell to analysis of K isotopes,’® 7% 74 as well as several other
isotope systems that can benefit from the cell, such as calcium (Ca) and strontium (Sr).”! 73
Recent studies have demonstrated the improved capability of one of these new instruments,
Sapphire MC-ICP-MS from Nu Instruments, for high precision stable K isotope analysis.”? 72
However, assessment of the figures of merit of this new instrument remains limited because of
the short time span since the official launching of this instrument to the market. Here, we provide
our assessment on the strengths and limitations of Sapphire MC-ICP-MS for stable K isotope
analysis, based on more extensive tests over a longer period (i.e., ~8 months) relative to previous
studies. In particular, in light of recent reports on pronounced influence of concentration
mismatch between the analyte and the bracketing standard on isotope ratios measured by the
collision cell on Sapphire MC-ICP-MS,”%-72 we paid special attention to this effect and provided
a method that permits robust correction for the effect of moderate concentration mismatch. Using
this correction method, we achieved a precision of < 0.05 %o (2SD) on #'K/3°K measurements
using the collision cell on Sapphire MC-ICP-MS. It is anticipated that our correction method can
be applied to the analysis of many other stable isotope ratios on Sapphire or other MC-ICP-MS

Instruments.

2. Experimental section
2.1 Nomenclature, reagents, and materials

Stable K isotope ratios, 'K/**K, are expressed by the conventional 3-notation:
41

s 41K/39Ksample

K=(
41 39
K/?’Knist sRM 3141a

—1) x 1000
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All data reported here are relative to the high purity K solution NIST SRM 3141a, which was
recently proposed to be a potential primary standard for reporting stable K isotope data.®* 73

Several terms, such as “precision”, “long-term precision”, “reproducibility”, are often
used interchangeably in the literature to describe the closeness of agreement between
measurement results, but the strict use of these terms depends on specific conditions. Based on
the recommendations from International Organization for Standardization (ISO 5725-3:1994,
https://www.iso.org/obp/ui/#iso:std:is0:5725:en), “repeatability” should be used when all factors
related to the measurement (e.g., operator, equipment, environment, and reagents) remain
constant and do not contribute to the observed measurement variability, whereas
“reproducibility” should be used when all factors related to the measurement vary and contribute
to the measurement variability. If only some but not all factors vary, the precision should be
referred to as “intermediate precision”. Measurement of the same rock reference material but
from different digestions in a laboratory over a relatively long period of time is one example
where “intermediate precision” should be used.”® We follow these definitions in this study to
promote accurate scientific communications, and the “precision” reported for our results refers to
“intermediate precision” unless specified otherwise.

A suite of pure K solutions and geological reference materials were used for various tests
in this study. Pure K solutions included: NIST SRM 3141a, NIST SRM 193, NIST SRM 918b,
NIST SRM 999b, and a pure K solution purchased from High-Purity Standards (referred to as
“UMN-K”). NIST SRM 3141a was used as the bracketing standard during our analysis. UMN-K
has been routinely analyzed in our lab as one of the data quality control standards. This solution

is valuable because it has a high 6*'K value of 0.44 %o ( + 0.05 %o, 2SD) (ESI Table S1). When

it is analyzed together with seawater and various rock standards, data accuracy across a wider
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MK range can be monitored. Geological reference materials analyzed in this study included:
natural seawater collected from 500 m at the SEATS site in the South China Sea,”” and four
USGS rock standards covering mafic to felsic compositions (BHVO-2, BCR-2, AGV-2a, GSP-
2).

Sample preparation was performed in a class-100 (ISO Class 5 equivalent) trace-metal
free clean lab in the Department of Earth and Environmental Sciences, University of Minnesota—
Twin Cities. High purity reagents, including various acids and Milli-Q water (18.2 m{) - cm),
were used throughout this study. Optima™ grade hydrofluoric acid (HF) was purchased from
Fisher Scientific. Nitric acid (HNOs3) and hydrochloric acid (HCI) were either directly purchased
as Optima™ grade acids or distilled in house using trace metal grade acids and Savillex Teflon
DST-1000 acid purification systems in our clean lab. House-distilled HNO5; and HCI had similar
metal blanks as compared to Optima™ acids. Samples were processed in Savillex Teflon vials
that were subject to intense acid cleaning prior to use. USGS rock standards were dissolved in
mixed concentrated HNO; and HF (1:5, v/v) on a Teflon-coated graphite hotplate at ~150°C for a
few days before evaporated to dryness, and the samples were then re-dissolved fully in HCI.
Typically, ~5-50 mg rock powders were dissolved each time. Because it is well-known that
insoluble fluorides may form during silicate dissolution using HF,”® sample solutions after
dissolution were centrifuged and then examined carefully to ensure the absence of visible gel-
like fluoride precipitates before further processing for K isotope measurement. It was previously
observed that K did not partition perceptibly into fluoride precipitates, even fluorides formed
during HF dissolution of silicates.” Therefore, we conclude that our dissolution protocol was

unlikely to introduce biases to K isotope ratio measurements for rock reference materials.

Page 8 of 47
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2.2 Ion exchange chromatographic separation

Except for pure K solutions, geological reference materials were processed through
chromatographic columns to purify K prior to isotope analysis. Potassium was separated from
sample matrix elements using Bio-Rad AG 50W-X8 cation exchange resin (H" form, 200-400
mesh) packed in Bio-Rad Poly-Prep columns (2 mL resin bed). Separation was achieved using
0.4 mol L' HCI, and the detailed elution protocol was provided in Table 1. A two-stage
purification using the same elution protocol was required to achieve optimal matrix levels
needed for accurate K isotope analysis by the collision/reaction cell (details in Section 3.3.2).
Chromatographic column yield is estimated to be nearly quantitative (99% + 5%, n=15) based
on processing of known quantities of K (as pure K solutions) through column separation and
subsequent determination of the amount of K recovered. Column yield was also routinely
monitored to ensure quantitative K yield for all other samples processed for K isotope
measurement. Our column protocol is similar to the one reported in a recent study that adopted a
slightly different HCI molarity of 0.45 mol L-1.7° HCI of a higher molarity (2 mol L!) has also
been shown to be effective in purifying K from geological samples using bigger columns.®6: 39 It
is noted that most published studies employ the same or similar cation exchange resin (AG 50W-
X8 or -X12) but weak nitric acid as an eluent.36-38 626572, 81-83 Gjyen that most cations have
broadly similar behavior on AG 50W resin in HNO; and HC1 media,?*#7 the two acids should
provide similar separation performance upon proper column calibration. The total procedural K
blank was <10 ng, which is negligible compared to the typical amount of K processed for a
sample (= ~20 ug). Our use of relatively large sample sizes was intended to maximize the

sample to blank ratio, and to facilitate measurements by the “cold plasma” method for
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comparison, although the amount of K mass required by the collision-cell measurement on

Sapphire MC-ICP-MS is considerably smaller.

2.3 Instrument configurations

Potassium isotope analysis in this study was conducted on a collision-cell MC-ICP-MS
“Sapphire” (Nu Instruments, Serial No. SP006) installed in the Department of Earth and
Environmental Sciences, University of Minnesota—Twin Cities. This instrument has 16 Faraday
cups, 4 secondary electron multipliers (SEM), and 1 Daly detector. All Faraday cups are
equipped with 10'-ohm resistors by default, and 13 of them are additionally fit with either 10!2-
or 10'°%-ohm switchable resistors. The general design of Sapphire MC-ICP-MS has been
described in detail in a couple of previous studies.”® 72 Briefly, this model features a dual ion
path design. The high energy (HE) ion path has an acceleration voltage of 6 kV, and the design is
the same as other MC-ICP-MS models from Nu Instruments (e.g., Nu Plasma 2 and 3). Low
energy (LE) ion path is unique to Sapphire. It has a lower acceleration voltage of 4 kV and a
hexapole collision/reaction cell between the extraction lens and the source defining slit. When
the LE path is in use, the ion beam is steered off-axis by a path deflector, followed by
deacceleration prior to entering the cell. After passing through the cell, the ion beam is
reaccelerated and then deflected on-axis again by a second path deflector to re-enter the rest of
beam transfer lens shared with the HE ion path. HE and LE ion paths can be switched through
the instrument control software without an instrument shutdown. The collision/reaction cell
provides potential advantages for analysis of some isotope systems, such as K, but it may cause
some unwanted difficulties for measurement of some other isotope systems, such as lowered ion

transmission for light elements and complicated mass fractionation behavior in the cell. The
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option for a complete bypass of the collision/reaction cell on Sapphire, therefore, provides the
necessary flexibility that allows users to decide the most suitable mode of operation for the
desired analysis.

In this study, K isotopes were primarily analyzed using the collision/reaction cell (i.e., LE
path) with a normal RF power of 1300 W at low mass resolution. High-purity ( = 99.999 %)
helium and hydrogen were used as the collision/reaction gases. The removal of Ar-related
interferences by the cell allowed the direct monitoring of the 4°K beam. Typically, K
concentrations of ~150 to 250 ng mL-! were used during our collision-cell measurements,
yielding ion intensity of >150 V on 3°K. This large 3°K beam was collected using a Faraday cup
with a 10'%-ohm resistor, and smaller #'K and “°K beams were measured on Faraday cups with
the default 10''-ohm resistors. We also performed some K isotope analysis using the HE ion path
with a lowered RF power of 800 W at high mass resolution (i.e., “cold plasma”) to check data
agreement between the two analytical modes. Due to considerably lower K sensitivity during the
“cold plasma” analysis, both 3°K and 'K isotopes were collected on Faraday cups with 10''-ohm
resistors. The large 4°Ar" beam was not measured but absorbed by a “dummy” bucket during
“cold plasma” measurements.

A sample—standard bracketing protocol was used during analysis, using NIST SRM
3141a as the bracketing standard. The sample and bracketing standard were always dissolved and
diluted in the same batch of 2 % HNO; during each analytical session to avoid any difference in
acid matrix. An on-peak-zero measurement was made in the same 2 % HNOj; before each
analysis, and the measured intensities were then subtracted from the subsequent sample/standard
measurement. Potassium concentrations between the sample and the bracketing standard were

typically matched within ~5 % prior to analysis, but varying degrees of concentration mismatch
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were tested to better characterize the influence of concentration mismatch on the measured K
isotope ratios and to develop a correction method (details in Section 3.4). An Apex Omega HF
desolvator and a Teflon nebulizer with a ~100 uL/min uptake rate, both from Elemental

Scientific, were used throughout this study. An Elemental Scientific 2DX autosampler was also

used for automated analytical sequences, and each analytical sequence lasted for ~12 to 24 hours.

The instrument parameters were optimized to give maximum K sensitivity and optimal stability
at the beginning of each analytical sequence, and no further tuning was performed once a
sequence was started. The detailed instrument, desolvator, and data acquisition settings for K

isotope analysis were provided in ESI Table S2.

3. Results and discussion
3.1 The influence of collision/reaction gas flows

Helium (He) and hydrogen (H,) gases are often used as collision/reaction gases during K
isotope analysis, but the response of Sapphire collision cell to varied He and H, flow rates has
not been systematically studied in the past. Here, we assessed different He/H, flow rates on K
sensitivity and the presence of Ar* and “°ArH". Sensitivity was monitored by measuring mass-39
and mass-41 intensities in a 200 ng mL-! high-purity K solution. Ar" was monitored by the mass-
40 intensity in K-free clean 2 % HNOs;. Due to relatively high K background in Sapphire
collision cell (details in Section 3.2), the intensity measured at mass 41 in clean 2 % HNO;
reflected a sum of #'K* and “°ArH*. “° ArH" was estimated by calculating “excess” intensity on
mass 41 based on the measured intensity at mass 39 in clean 2 % HNOj; and an average 4'K/3°K
ratio of 0.072164 derived from the natural atomic abundance of K,%* according to the equation

Intensity a g+ = Intensitypass 41 — 0.072164 X Intensity s 39
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Our results show that a maximum sensitivity of >1000 V per ug mL-! K can be achieved
at different combinations of He/H, flow rates; overall, this sensitivity maximum can be reached
at a lower H, flow as the He flow increases (Fig. 1A). This sensitivity peak shift is consistent
with the role of He as a buffer gas;? % it promotes interactions between H, and Ar and ion
transmission through providing additional collisions in the cell. At a constant He flow, K
sensitivity typically increases and then decreases as the H, flow increases. This trend indicates
that H;, initially facilitates K transmission, probably because of (1) a collision-induced reduction
in beam kinetic energy spread, and (2) enhanced removal of ArH" ions (Fig. 1C) that can
compete with K ions for transmission. However, as the H, flow continues to increase, the
number of collisions in the cell becomes unfavorable for K transmission, and, hence, K
sensitivity decreases.

Ar" can be reduced to insignificant levels under all tested gas flow rates (Fig. 1B).
Although Ar* generally decreases with increasing H, flow at a given He flow, this decrease is
minor in magnitude and adversely associated with a significant decrease in K sensitivity (Fig. 1A
and 1B), so excessive H, use provides no benefit for K isotope analysis. We also observed that
low H, flow rates of <2 sccm (i.e., standard cubic centimeter per minute) could already suppress
Ar*, but these low H, settings were associated with significant “°ArH* (Fig. 1C). As the H, flow
increases from 2 to 20 sccm, the “°ArH* level decreases from a maximum to a minimum before
rising again (Fig. 1C). This trend may reflect a fundamental shift from suppression of plasma-
derived “°ArH" through a proton transfer process (ArH" + H, —» Ar + H;") at lower H, flows to
increased “°ArH* formation in the collision cell due to an atom transfer reaction (Ar* + H, -
ArH* + H) at higher H, flows, based on the known reactions in collision cells.3”- 7072 90-92 These

reactions were further mediated by He. A higher He flow decreases the maximum amount of
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plasma-derived “°ArH* at low H, flows (Fig. 1C), probably caused by He-induced promotion of
the proton transfer reaction and dissociation of polyatomic species. As He-induced collisions
increase, the chance of the atom transfer reaction in the cell may also increase, leading to
increased formation of cell-derived “°ArH* at higher H, flow rates (Fig. 1C). Based on these
results (Fig. 1), our choices of He and H, flows, as listed in ESI Table S2, fall within a favorable
range that maximizes K sensitivity but minimizes Ar* and “°ArH". Although the lowest °ArH*
was obtained without He addition (Fig. 1C), we always used He as a precaution to avoid the risk

of having an exceedingly large “°ArH* beam under certain gas settings.

3.2 Analytical strengths and K background of Sapphire collision cell

Due to nearly complete removal of Ar-related interferences, the collision-cell analysis of
K isotopes on Sapphire MC-ICP-MS was conducted at the center of K peaks under low-mass
resolution with a resolving power of ~300 (Fig. 2), yielding a sensitivity of >1000 V per pg mL"!
K. This represents >2 orders of magnitude improvement in sensitivity, as compared to typical
sensitivity achievable using the “cold plasma” method.3% 6533 The ability for direct analysis of
4K by collision cell on Sapphire MC-ICP-MS enables new research opportunities, for example,
quantification of K isotope fractionation and exchange kinetics in laboratory experiments using
the “three-isotope” method. This method has proven valuable in elucidating fundamental
behavior of several other non-traditional stable isotope systems in nature,”>-¢ but it has not been
applied to K because it would require simultaneous measurements of all three K isotopes. In
addition, with appropriate detector configurations that can deal with the low natural 4K
abundance (e.g., Faraday cup with a 10!2-ohm resistor or ion counter), the collision cell may also

enable high-precision K-Ca geochronology in natural samples.
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One perceived limitation of the collision cell on Sapphire MC-ICP-MS is its relatively
high K background. Typical 3°K background measured in clean 2 % HNOs is ~2 V in our
instrument (i.e., ~2 ng mL-! K background equivalent concentration). Similar or slightly lower K
background levels have been previously reported for other Sapphire MC-ICP-MS.”? This high
background appears to be limited to K, and we did not observe similarly high background levels
for other elements we had tested under the collision cell mode to date, including Ca, Cu, and Fe.
The high K background dictates an on-peak-zero correction and imposes a limit on the minimal
sample size required for the collision-cell analysis. We normally analyze samples at a K
concentration of ~200 ng mL-! to yield a signal to background ratio above 100, although accurate
d*K results were obtained at signal to background ratios as low as ~50. It is important to
recognize that the K sample size (i.e., ~100 ug K) required by the collision-cell analysis on
Sapphire under the current background condition is already at least an order of magnitude
smaller than sample sizes required by the “cold plasma” method.?® 6% 8 However, the high K
sensitivity and availability of 10'>-ohm resistors should, in principle, allow for even smaller K
sample sizes to be analyzed by the collision-cell mode on Sapphire, if a lower K background
level can be achieved.

The high K background under the Sapphire collision-cell mode partially results from its
very high K sensitivity (~1000 V per ug mL-! K), but there appear to be other sources that
remain unidentified even after our extensive investigations. Currently, we could rule out the
sample introduction system (i.e., Apex and peripherals), torch, and cones to be the culprit(s),
because thorough cleaning of these components, or replacing them with brand new ones, did not
reduce the K background. Interestingly, we observed that the signal to background ratio on our

instrument could be altered considerably by changing one or more of Ar gas flows, including
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auxiliary gas to the torch, sweep gas on Apex, and Ar gas to the nebulizer. Typically, as these Ar
flow rates increased, the signal to background ratio on our instrument also increased until a
plateau was reached, whereas absolute K sensitivity decreased. This observation seems to imply
that the K background may result from certain gas-related interactions at the instrument
interface, but it is still premature to make any conclusion at this stage.

One possible, but untested, source of high K background may be related to ion extraction
processes at the instrument interface. Previous studies, including many based on the first
generation collision cell MC-ICP-MS IsoProbe, reported that deposition of analyte on the
skimmer cone and subsequent extraction of the deposited material by strongly negative potential
can contribute to high instrument background for certain elements, particularly, alkali metals.®’-
100 This led to development and use of the so-called “soft extraction” that employs a small
positive instead of negative potential for ion extraction to mitigate the buildup of analyte ions on
the cone (hence background).’® 97-190 Although the design of Sapphire MC-ICP-MS is different
from IsoProbe, a similar process may occur. Further investigations of the high K background are

underway by Nu Instruments.

3.3 Assessment of matrix effects during analysis by the collision cell
3.3.1 Single element doping experiments

We performed a series of cation-doping tests to evaluate matrix effects during K isotope
analysis using the collision cell on Sapphire. Different cations from high-purity single element
standard solutions were added individually in NIST 3141a to make a series of solutions with
varied matrix cation to K mass concentration ratios ([matrix cation]/[K] from 0.01 to 0.1). The

spiked solutions were then analyzed against pure NIST 3141a. Nine cations, including Na, Mg,
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Al Ca, Ti, V, Cr, Fe, and Rb, were chosen for the test because (1) they are common major or
trace elements in geological samples; (2) they cover masses both lighter and heavier than K
isotope masses; (3) some of these elements (V, Cr, Rb) may not be completely separated from K
using the popular chromatographic separation protocols based on AG 50W resin, %% %470 although
they are trace elements typically present at concentrations significantly lower than K in natural
samples.

Our test results show that elements with masses lighter than K (Na, Mg, and Al)
introduce relatively minor effects to K isotope analysis, whereas elements with similar or heavier
masses (Ca, Ti, V, Cr, and Rb) can cause more pronounced matrix effects, with the exception for
Fe that causes only minor matrix effects (Fig. 3). For NIST 3141a solutions doped with Na or
Mg, the measured 8*'K values were generally accurate within uncertainty, even at a matrix level
up to 10 % of the K concentration (i.e., [Na (or Mg)]/[K] = 0.1). The absence of significant
matrix effects associated with Na and Mg also indicated negligible formation of polyatomic
species of these two elements that could otherwise interfere with K isotopes, for example,
2ZNal®0* and ?Mg'“N* on 3°K*. Aluminum also did not significantly affect the measured 6*'K
values until a high [Al]/[K] ratio (i.e., 0.1) was present in the solution, which led to a minor but
resolvable (~0.1 %o) shift toward more negative 6*'K values relative to the true value. In contrast,
elements with masses comparable to, or heavier than, K led to more pronounced matrix effects
that degraded data accuracy at comparably low matrix levels, except for Fe (Fig. 3). The
presence of ~1-2 % of Ca, Ti, V, Cr, and Rb relative to K started to cause resolvable deviations
in the measured 6*'K values. The magnitude of the deviation increased with increasing matrix
levels, reaching ~0.3 %o at the highest [matrix cation]/[K] ratio tested (i.e., 0.1). The effects

caused by the presence of Fe are similar to those caused by Al. The Ca-induced matrix effect led
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to positive biases in the measured 6*'K values, whereas the matrix effects induced by Ti, V, Cr,
Fe and Rb caused negative biases. Our results are broadly consistent with a recent study that
conducted similar matrix doping tests for K isotope analysis using the collision cell on a different
Sapphire MC-ICP-MS.”° The observed mass-related matrix effects on Sapphire broadly conform
to previous observations on ICP-MS that heavy matrix elements often cause more pronounced
matrix effects on light analytes,'1-19 implying that the origin of our observed matrix effects may
not be uniquely related to the collision cell. The exact origin(s) of such behavior remains
debated, and several sources, such as ionization in the plasma, the space charge effect at the
plasma interface, and ion collection at detectors, have all been previously proposed.!?1-195 Testing
of these possible sources is beyond the scope of our study.

Compared to the results reported in a previous study,’® one noticeable difference is that
the magnitude of Ca-induced biases is considerably smaller in our study. Our experiments
showed a ~0.3 %o bias in 3*'K at a Ca level of 10 % K (i.e., [Ca]/[K] = 0.1) (Fig. 3). This is the
maximum &*'K bias that we observed among three individual Ca-doping tests conducted in
different analytical sessions over a period of >2 months. In contrast, the previous study
documented a ~0.8 %o bias in 6*'K at the same Ca level of 10 % K,® which is >2 times larger
than the bias observed in our experiments. The larger influence of Ca in the previous study was
attributed to the formation of 4°CaH" in the Sapphire collision cell that directly interfered with
4IK*.70 Two other laboratories that routinely analyze K isotopes using the collision cell on
Sapphire MC-ICP-MS also indicated non-trivial formation of 4°CaH" that would require either a
very low level of Ca presence or correction during the analysis.”> 32 To evaluate potential “°CaH*
formation on our instrument, we periodically monitored ion intensity on mass 41 in a series of

pure Ca solutions at different concentrations up to 75 ng mL! (equivalent to a Ca level of >35 %
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K in our cation doping experiments). The ion intensity at mass 41 was found to be always low
(on average a few millivolts on a 10'!-ohm resistor) in pure Ca solutions, and, more importantly,
it did not increase with increasing Ca concentrations, suggesting a lack of perceptible *°CaH*
formation in our instrument. Although the reason for low “°CaH* formation in our instrument as
compared to other Sapphire instruments is unknown, it is certain that the observed Ca-induced
matrix effects in our cation doping experiments (Fig. 3) were caused by non-spectral (rather than
hydride) interferences. Due to the absence of significant 4°CaH* formation and adequate removal
of Ca in most natural samples by our chromatographic separation, we did not find it necessary to

make 4°CaH" correction during our routine K isotope analysis.

3.3.2 Matrix effects associated with column chemistry

Column chemistry is rarely “perfect” in terms of the absolute purity achievable after the
separation, but whether or not the level of matrix elements after column chemistry can affect the
intended analysis is instrument dependent. To better characterize the susceptibility of the
Sapphire collision cell to remaining matrices after column purification, a series of geological
reference materials were purified repeatedly through the chromatographic separation up to 3
times, and the purified samples were analyzed after each separation. Seawater and three USGS
rock standards of mafic to felsic compositions (BCR-2, AGV-2a, and GSP-2) were used for the
test because they cover a diverse range of chemical compositions representative to many
geological samples pertinent to stable K isotope research. The test was performed in triplicates
for each material. The same reference materials were also analyzed under “cold plasma”

conditions on our Sapphire MC-ICP-MS after a single-stage purification.
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Our results show that K isotope analysis by the collision cell on Sapphire is more
susceptible to matrix effects compared to the “cold plasma” method. The “cold plasma’” method
obtained accurate 6*'K results for all the chosen reference materials after a single-stage
purification, whereas the collision-cell method produced erroneous 8*'K values that deviated
from the consensus values by up to ~0.2 %o for rock standards and up to ~2.5 %o for seawater
(Fig. 4). The deviation was the smallest for GSP-2 that has the highest K content (i.e., 4.48 wt %
K) among the chosen reference materials, and the largest for seawater that has the lowest K
content (i.e., ~390 ug mL-! K). At least a two-stage column separation is required to reduce
matrix elements in typical geological samples to a level suitable for K isotope analysis by the
collision cell on Sapphire (Fig. 4).

Sample solutions after each column separation were measured on an iCAP triple-quad
(TQ-) ICP-MS (Thermo Scientific) to identify the source of matrix effects during collision-cell
measurement. For rock standards, Ti (~2 % K), Al (~4 % K for GSP-2 and AGV-2a, ~10 % K
for BCR-2), and Na (~3-15 % K for GSP-2 and AGV-2a) were perceptibly higher in solutions
after the first purification, as compared to a level of <1 % K for all these cations in solutions
after the second and third purification. For seawater, the sample solution from the first column
purification contained high Na of up to twice the K contents, but further purification reduced Na
contents to < 5 % K. The increased susceptibility of the Sapphire collision cell to matrix effects
is most likely related to its high ion extraction and transmission efficiency (i.e., ~1000 V per pg
mL-! K), rather than collision cell itself, because our previous work has shown that a single-stage
purification was sufficient in yielding accurate *'K results for BCR-2 and seawater using the
collision cell on IsoProbe that had much lower K sensitivity (i.e., ~5 V pg mL1)!% (Fig. 4).

Many single-stage column separation protocols have been reported for stable isotope analysis for
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K and other metal elements, but our results here indicate that caution needs to be taken to

directly adopt these column protocols for collision-cell measurement on Sapphire MC-ICP-MS.

3.4 Effect of concentration (ion intensity) mismatch and a correction method
3.4.1 Assessment of concentration mismatch effect during collision cell analysis on Sapphire

It is common practice to match the analyte concentration to the concentration of the
bracketing standard within several percent (often ~5 %) during non-traditional stable isotope
analysis on MC-ICP-MS,%4 107,108 hecause a concentration mismatch may lead to biased isotope
ratio measurements. However, recent studies reported that this concentration mismatch effect is
more pronounced using the collision cell on Sapphire, which required more stringent matching
of sample and standard concentrations to be within 1 %.70-7? To test whether or not this previous
observation is common to all Sapphire instruments, we evaluated this concentration mismatch
effect by analyzing a series of NIST 3141a solutions that were intentionally prepared to have K
concentrations up to ~50 % higher or lower than the concentration used in the bracketing
standard. We routinely performed this concentration mismatch test during each analytical session
in the past ~8 months, and the representative results were presented and discussed below.

Before discussing our findings, we first clarify the definition of “concentration
mismatch”. The term “concentration mismatch” was used throughout this study to be consistent
with previous studies,’® 72 197 but we emphasize that ion intensity mismatch is the fundamental
source for biased isotope measurements. Although, typically, ion intensity is directly related to
the analyte concentration, it can also be affected by other factors, such as the presence of certain
matrix elements,'% 119 and instrument drift (see our results below), which could also result in

biased measurements. In this contribution, we use “concentration mismatch” in a broader sense
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to include “ion intensity mismatch” caused by any reason. As a result, our discussion below is
always in regard to relative ion intensity (%/), which is quantified by the K ion intensity
measured in a sample (Isampie) relative to the average K ion intensity of the bracketing standard
(Istandara) measured immediately before and after this sample measurement. This relation is

described by the following equation:

i
Isample

(Iét_arltdard + Ié?arlldard)/z]

%I = x 100 (Eq. 1)

where I denotes the measured K intensity, and i represents the sequence of analysis.

Our results confirm that, indeed, the collision cell mode on Sapphire typically shows a
strong concentration mismatch effect during K isotope analysis. A + ~50 % concentration
mismatch could produce a + ~1.2 %o bias in 8*'K using the collision/reaction cell (Fig. 5). This
magnitude of bias is comparable to that reported for two other Sapphire MC-ICP-MS during
collision-cell measurements,’” 72 but is ~8-time larger than the effect observed on our instrument
using the “cold plasma” mode (ESI Fig. S1). This strong concentration mismatch effect poses a
major obstacle for high-precision K isotope analysis by the collision cell on Sapphire. For
example, based on the relation shown in Fig. 5, a ~5 % concentration mismatch between the
sample and bracketing standard could cause a ~0.12 %o bias in 6*'K.

Mitigation of this concentration mismatch effect is critical to achieve highly precise and
accurate K isotope analysis. Previous studies were able to overcome this difficulty using one or a
combination of the following two methods: (1) optimizing tuning parameters to minimize the
concentration mismatch effect during the analysis, or (2) always matching K concentrations
between the sample and standard within 1 %.7% 72 82 However, these two approaches have their

own limitations. For the first approach, although we were able to reduce the magnitude of the

concentration mismatch effect by about a half during the collision-cell measurements in one
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session in the past ~8 months, we could not reproduce a set of instrument parameters that
consistently suppress the concentration mismatch effect on our instrument. For the second
approach, although it is straightforward to match K concentrations between the sample and
bracketing standard within ~5 %, it gets very tedious and labor intensive to always match
concentrations within 1 %. It becomes particularly challenging for automated long analytical
sequences (e.g., 12-24 hours), because any subtle difference in evaporation rates in sample and
standard solutions can induce gradual divergence in their concentrations over time, even when
they are perfectly matched initially. Such difference in evaporation is commonly observed in the
laboratory and may result from several reasons, ranging from a less-than-ideal control on
laboratory environment to the type and setup of vials and autosampler used during analysis.
More importantly, a close concentration match cannot avoid 8*'K biases associated with possible
instrument drift in ion intensity. As we mentioned above, biased 'K measurements
fundamentally originate from ion intensity mismatch. In the past 8 months, we often observed

+ ~3 % random drift in ion intensity between two adjacent standard measurements during ~12-
24 h automated analytical sequences, and this short-term instrument drift could lead to a +

~0.1 %o spread in the measured 3*'K even the same solution was analyzed (Fig. 6), imposing a

major limit on the attainable precision.

3.4.2 A correction method for the concentration mismatch effect

Below we will show that the effect of moderate concentration mismatch during K isotope
analysis by the collision/reaction cell on Sapphire can be corrected, and our correction method is
robust in producing accurate *'K data with a precision of < 0.05 %o (2SD). We will describe

our correction method first, and then provide evidence that supports the rationale underlying our
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approach, followed by a presentation of long-term (i.e., ~8 months) results that validate our
method. Finally, we will discuss some precautions of our method.

Our correction method is based an approach previously proposed for analysis of iron
isotopes,!!! although the previous study did not provide sufficient detail. The correction requires
a calibration curve based on analysis of a suite of bracketing standard solutions (i.e., NIST
3141a) intentionally prepared to have a large range of concentration mismatch relative to the
concentration of the true bracketing standard during each analytical session. Typically, 4
solutions with concentrations +50 %, +25 %, -25 %, and -50 % of the concentration in the
bracketing standard are prepared and analyzed in our routine. The measured 6*'K values
(6K measurea) are then fitted against the relative ion intensity (%/) of these solutions using a
second-order polynomial function to yield a relation:

8" Kmeasured = A X (%I)? +B x (%I) +C (Eq.2)
where A, B, and C are the constants derived from the curve fit. We found that a second-order
polynomial function almost always provided a better fit for the data compared to a linear
function. Throughout each analytical sequence, we also calculate 3*'K and %!/ for each
bracketing standard measurement relative to the average of the preceding and subsequent
bracketing standard measurements, and then include these data in the curve fit. Incorporation of
these data accounts for instrument drift, although the fitted curve is predominantly determined by
the data measured for the 4 solutions with large concentration mismatch. An example of our
curve fit was illustrated in Fig. 5. Because all solutions analyzed for the calibration curve are
made of NIST 3141a and have the same true 6*'K value of 0 %o, the curve derived from Eq. (2)

essentially describes the magnitude of the 3*'K bias as a function of the degree of ion intensity
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mismatch between the analyte and bracketing standard. This calibration curve can be then
applied to data correction for all sample measurements using the following equation:

SYK correctea = 8*' K measurea —[A X (%I')? +B X (%I") +C] (Eq. 3)
where 81K’ orected 18 the intensity-corrected 8*'K value for a sample, 'K’ casurea and %61’
represent the measured 3*'K and relative ion intensity for the sample, and A, B, C are the
constants derived from the calibration curve based on Eq. (2). If instrument parameters remained
unchanged, the calibration curve stayed valid over the entire duration of an automated analytical
sequence of up to ~24 hours on our instrument. As a result, the calibration curve only needs to be
established once during each analytical sequence. The calibration curve does vary after re-tuning
the instrument with major parameter changes, so our correction should be made on a sequence-
to-sequence basis.

A key assumption underlying our correction method is that the response of the measured
3K bias to ion intensity mismatch in any sample should follow the same response defined by
measurements of the suite of bracketing standard solutions with varying concentrations.
Otherwise, the calibration curve needs to be established on a sample-to-sample basis, offering no
analytical benefits. We found that our assumption is sufficiently good within moderate
concentration (ion intensity) mismatch during an analytical sequence. To demonstrate this, we
analyzed a series of seawater, BCR-2, and NIST 3141a solutions intentionally prepared to have
varied K concentrations up to + ~50 % of the concentration in the bracketing standard. Seawater
and BCR-2 were purified through a two-stage column separation prior to the analysis. These two
materials were chosen because they have different matrix compositions remaining from column

purification (e.g., more Na in purified seawater than BCR-2). Any potential matrix-induced
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differences in the 6*'K bias—%/ response should become apparent when comparing the results of
these two materials to the result from pure NIST 3141a K solutions.

The test results are shown in Fig. 7A. Data from each of the three materials were fitted
using the second-order polynomial function. Overall, the three fitted curves followed a similar
trend across a + ~50 % range of ion intensity mismatch, although the curves for seawater and
BCR-2 gradually deviated from the NIST 3141a-based curve as the degree of intensity mismatch
increased. Using the NIST 3141a-based curve as a reference, deviations of seawater and BCR-2
curves from this reference curve can be quantified (Fig. 7B), and they represent 3*'K errors that
would be introduced during our correction that always applies the NIST 3141a-based calibration
curve to samples. Our results showed that although seawater and BCR-2 curves could variably
deviate from the NIST 3141a-based calibration curve, possibly due to subtle differences in
solution matrices, the magnitude of potential *'K errors diminished with decreasing degree of
intensity mismatch (Fig. 7B). The potential error is negligible within a reasonably large range of
concentration mismatch, for example, <0.04 %o within a + ~10 % mismatch and <0.02 %o within
a + ~5 % mismatch (Fig. 7B). These results indicate that a convenient correction based on a
single calibration curve for moderate concentration mismatch is possible. Although this
correction does not fully eliminate the necessity to match K concentrations in the sample and
bracketing standard, it removes the stringent requirement of having to match concentrations
within 1 % during K isotope analysis using the collision/reaction cell on Sapphire. This
significantly alleviates the burden of the operator in laboratory and increases the sample
throughput. Furthermore, this correction can remove the effect of instrumental ion intensity drift
on K isotope analysis, providing an additional analytical benefit that previous approaches do not

POSSEsS.
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We routinely applied our correction method to all our K isotope analyses in the past ~8
months. Our 6*K results of a wide range of reference materials were all in excellent agreement
with the results reported in literature (ESI Table S1, more details in Section 3.5), demonstrating
that our correction method is effective and robust. Uncorrected and corrected 6*'K results for
UMN-K, seawater, and BCR-2 are shown in Fig. 8 to better illustrate the validity of our
correction. These results were collected from 27 to 58 independent analytical sequences
spanning a period of ~8 months, and aliquots of seawater and BCR-2 were individually
processed through a two-stage column separation every time before analysis. During our routine
analysis, we typically aimed at matching K concentrations of the analyte and bracketing standard
within + ~5 %, although sessions with slightly larger concentration mismatch of up to + ~10 %
can be found due to various reasons, such as intentional tests for our correction method,
instrument drift, and differential evaporation in sample and standard vials. As shown in Fig. 8,
the uncorrected 3*'K data broadly displayed a negative correlation with the relative ion intensity
with higher 8*'K values corresponding to lower relative ion intensities, but these trends exhibited
considerable scatters, showing sequence-to-sequence variability in the *'K bias—%/ response.
Although the long-term averages of the uncorrected *'K results were accurate for the three
materials, the uncorrected data were imprecise with precisions ranging from 0.17 %o to 0.24 %o
(2SD) (Fig. 8). Even if we only consider the 6*'K data measured within + ~5 % concentration
mismatch, a range commonly targeted during the analysis of many non-traditional stable isotopes
on conventional MC-ICP-MS, 3*'K precisions were still limited to a level between 0.10 %o and
0.15 %o (2SD) for the three materials. In contrast, our correction was able to successfully remove
the influence of moderate concentration/intensity mismatch over a tested range of + ~10 %

mismatch (Fig. 8); the corrected 3*'K data were accurate and yielded a precision of 0.05 %o
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(2SD) for all three materials, representing ~4-fold improvement in precision as compared to the
uncorrected data.

Several precautions are noted here regarding the application of our correction method.
First, although our results show that our correction is effective within a + ~10 % concentration
mismatch (Fig. 8), it is still recommended to match concentrations between the analyte and
bracketing standard within + ~5 % to minimize possible correction errors as shown in Fig. 7.
Second, solutions that are used to establish the calibration curve for the correction should cover a
large range of concentration mismatch, for example, a + ~50 % mismatch range that we
routinely use. A large range in concentration mismatch is more likely to produce a large spread
of 8*!K values that provides more leverage against analytical uncertainties during the curve fit,
and, hence, the 6*'K bias—%/ response can be better characterized. Third, although we observed
that the 3*'K bias—%/ response was stable over ~12 to 24 hour analytical sequences, and, hence,
we only needed to establish the calibration curve once during each analytical sequence. We
caution that this may be instrument and laboratory dependent. Individual laboratories should
perform tests before deciding the frequency in re-building the calibration curve. Finally, we
occasionally observed that the calibration curve did not vary monotonically within the tested -
50 % and +50 % relative ion intensity range, and it showed a parabolic shape instead. In this
case, a second-order polynomial function was not able to provide a good fit to the data, leading
to an erroneous correction. We discovered that the shape of the calibration curve was primarily
related to collision/reaction gas flows, and, to a lesser extent, the amplitude of the R frequency
applied to the hexapole (i.e., the RF Ref. setting on the instrument). Moderate adjustments to the
collision/reaction gas flow rates were always able to help restore a monotonic 6*'K bias—%/

relation that can be adequately fitted by a second-order polynomial function.
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3.5 Data accuracy, precision, and 84K values of geological reference materials

Nine reference materials, ranging from pure K solutions to geological materials, were
analyzed using the collision cell on Sapphire MC-ICP-MS over a period of ~8 months. Pure K
solutions were analyzed without purification, and other geological materials were analyzed after
a two-stage column purification. All data were corrected for the concentration mismatch effect
using the method described in Section 3.4.2. A compilation of our results and data from literature
is provided in ESI Table S1.

Our 3*'K values measured for all the chosen reference materials are in excellent
agreement with the values reported in literature (Fig. 9), validating the accuracy of our
measurements. No systematic bias was observed for 6*'K data collected using the collision cell
and “cold plasma” on our instrument (ESI Fig. S2), including UMN-K that has not been
analyzed by other laboratories. Compared to our estimated precision of 0.08 %o (2SD) for the
“cold plasma” method, the use of Sapphire collision cell led to an improved precision of <
0.05 %o (2SD) (ESCI Table S1), and this precision is among one of the best reported for K
isotope analysis in literature (Fig. 9).

Although results for pure K solutions are still limited, *'K results for geological
reference materials are now reported from a good number of laboratories (ESI Table S1), so it is
possible to evaluate the degree of interlaboratory data agreement. Currently, seawater and AGV
(-1, -2, and -2a) show the best agreement of 0.05 %o or better at the 95 % confidence level (ESI
Table S1). This agreement also implies that different variants of AGV are homogenous in their K
isotope compositions. GSP (-1 and -2), BCR (-1 and -2), and BHVO (-1 and -2) results agree

within a range of 0.08 %o to 0.10 %o at the 95 % confidence interval. The worsened
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interlaboratory agreement for these three materials either reflects the current level of
interlaboratory reproducibility or subtle heterogeneity among different versions of the same
material. Applying the statistics to individual versions of the same material typically yielded
slightly better or similar standard deviations, but mean values among different variants of the
same material differ by < 0.06 %o (Table 3), implying that K isotope heterogeneity between
different versions of the material is likely to be small. Thus, the larger interlaboratory
disagreement is more likely to reflect the difference in analytical capability of individual
laboratories. This shows the need for a continued improvement in analytical precisions across all
laboratories involved in K isotope geochemistry research. With the advance and increased
availability of collision cell equipped MC-ICP-MS instruments, such as Sapphire, Proteus and
the upcoming collision cell version Neoma, a community-level improvement in capability for K
isotope analysis is anticipated to accelerate in near future. Our high-precision §*'K results on
these reference materials, along with results from other laboratories with comparable precisions,

can serve as a useful baseline for future interlaboratory comparisons.

4. Conclusions

This study provided a comprehensive assessment of the analytical capability of the latest
generation collision cell MC-ICP-MS “Sapphire” (Nu Instruments) for high precision stable K
isotope analysis using its collision/reaction cell. We found that He and H, gas flows have a major
influence on K sensitivity and the ArH" level during collision-cell measurements, and Ar*
interference is effectively removed from the cell even at a very low H, flow rate. The collision
cell mode offers high sensitivity (i.e., 1000 V per ug mL-!' K at a solution uptake rate of ~100 u

1/min), as well as the ability to directly measure “°K that is anticipated to enable new research
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directions. However, the collision cell on Sapphire is sensitive to the presence of matrix elements
during analysis, probably because of the enhanced sensitivity rather than the collision cell itself.
This trade-off indicates that effective chromatographic purification is critical for isotope analysis
using the collision cell on Sapphire. A major challenge for collision-cell measurements on
Sapphire is the strong effect on the measured K isotope ratios from concentration mismatch
between the sample and the bracketing standard. The conventional practice of matching sample
and standard concentrations within ~5 % is insufficient in ensuring accurate and precise K
isotope analysis. However, we demonstrate that the effect of moderate concentration mismatch
can be reliably corrected using a convenient method we developed here. Using this correction
method, accurate 3*'K results with an intermediate precision of < 0.05 %o (2SD) can be
achieved. Although our method does not fully eliminate the need for concentration matching, it
provides critical tolerance for larger concentration mismatch, thereby considerably reducing the
burden to the analyst. Also, because our method can correct for the effect of instrument drift in
ion intensity and does not require any specific instrument tuning to minimize the concentration
mismatch effect, it improves the data quality and significantly increases the sample throughput
during collision-cell measurements on Sapphire. Our correction method is expected to be
broadly applicable to analysis of other isotope systems. With our improved precision relative to
many previous studies, new 6*'K results reported here for a range of reference materials can

serve as useful baselines for future interlaboratory comparisons.
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Fig. 1 Influence of different He/H, gas flows on K sensitivity (A), Ar™ (B), and *°ArH* (C). For
Ar" and “°ArH*, data were normalized to K sensitivity under corresponding gas settings, so data

from different settings can be compared directly. (sccm: standard cubic centimeter per minute).

Fig. 2 Typical K peak shapes under collision/reaction cell mode on Sapphire MC-ICP-MS. A
200 ng g'! K solution at an uptake rate of 100 uL min-! was used for the result shown here. (RP:

resolving power).

Fig. 3 Results of cation-doping experiments obtained using the collision/reaction cell on
Sapphire. The shaded horizontal bar indicates the true 3*'K value (0 %o) of the analyzed solution
with the estimated precision (0.05 %o, 2SD).

Fig. 4 Results of 4 different reference materials analyzed after sequential chromatographic
purification using the collision cell and “cold plasma” methods on Sapphire MC-ICP-MS. Our
previous results measured by IsoProbe for BCR-2 and seawater were also shown for comparison.
Red horizontal dashed lines indicate literature consensus values for these reference materials

based on our compilation (ESI Table S1).

Fig. 5 Representative results showing the concentration mismatch effect during collision-cell
measurement on Sapphire. All the analyzed solutions came from the same NIST 3141a stock
solution but were prepared to have variable K concentrations (red squares). All solutions were
analyzed against NIST 3141a. The $*'K values calculated for each bracketing standard
measurement against adjacent bracketing standard measurements were also shown (open
squares) and included in the curve fit. Incorporation of these data in the curve fit accounts for

potential effect from the instrument drift in ion intensity.

Fig. 6 Representative results showing biased §*'K measurements as a result of the short-term
random instrument drift in ion intensity during an analytical sequence. All measurements were

made in the same NIST 3141a solution.
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Fig. 7 Results showing responses of the measured 8*'K bias to concentration mismatch for three
different materials (NIST 3141a, BCR-2, and seawater) with respective regression curves (A).
True §*'K value for NIST 3141a is 0 %o, and true 3*'K values for BCR-2 and seawater were
based on the results compiled in ESI Table S1. Also shown are the deviations of the sample-
specific regression curves from the reference NIST 314 1a calibration curve for BCR-2 and
seawater, respectively (B). The deviation quantifies potential errors that can be introduced during
a sample correction based on the NIST 3141a calibration curve. All solutions were analyzed

against NIST 3141a.

Fig. 8 Results showing uncorrected and corrected 3*'K values as a function of relative ion
intensity for UMN-K, seawater, and BCR-2. Data were collected over multiple individual

sessions spanning a period of ~8 months.

Fig. 9 Our 6*'K results for a range of reference materials plotted against literature data reported
by other laboratories. Different variants of the same material were pooled, and all data are

compiled in ESI Table S1.
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Fig. 4 Results of 4 different reference materials analyzed after sequential chromatographic purification using
the collision cell and “cold plasma” methods on Sapphire MC-ICP-MS. Our previous results measured by
IsoProbe for BCR-2 and seawater were also shown for comparison. Red horizontal dashed lines indicate

literature consensus values for these reference materials based on our compilation (ESI Table S1).
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