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A B S T R A C T   

Phonetic convergence involves a talker subtly sharing their speaking style with another talker. It is known that 
speaking style is something perceivers can learn in order to better recognize a talker and a talker’s speech. The 
question arises, can perceivers also learn to better recognize when a talker’s speaking style is being shared with 
another speaker during convegence? To test this question, two convergence experiments were conducted to 
determine if perceivers (raters) could improve their ability to recognize when talkers were shadowing a specific 
model. The results showed that perceivers could improve this ability and this improvement generalized to new 
words and new shadowers of the same model. However, a follow-up experiment showed that this improvement 
did not generalize to new models and shadowers. This final result suggests that improvement is dependent on 
learning the shared speaking style of a specific model.   

1. Introduction 

Perceivers are sensitive to the talker-specific phonetic details of 
speech (for a review, see Smith, 2015). Research has shown that using 
the phonetic realizations specific to talkers (e.g., coarticulatory style; 
voice-onset time; vowel space; nasality) supports the learning required 
for talker recognition and for the facilitation of speech identification 
from a familiar talker (Nygaard, 2005; Smith, 2015). Arguably, phonetic 
convergence – the subtle and inadvertent imitation of an interlocuter’s 
speaking style – also evidences perceptual sensitivity to many of these 
same phonetic realizations. In this sense, convergence can be considered 
the sharing of talker-specific phonetic details, with sharing defined as the 
partial adoption of some common phonetic detail produced by inter
locuters (or models and shadowers). The sharing of such idiolectic in
formation between talkers and the perceptibility of this sharing by 
others could facilitate social interactions and provide information 
regarding the social relationships between interlocutors (e.g., Babel 
et al., 2014; Giles et al., 1991; Pardo, 2006; Shepard et al., 2001). The 
question arises, just as perceivers can learn to better recognize talkers 
and their speech, can they also learn to better recognize when talker 
dimensions are shared in the context of convergence? Below, we describe 
two phonetic convergence experiments that provide an initial exami
nation of this question. 

1.1. Phonetic convergence of talker-specific phonetic details 

Decades of research have shown that people unconsciously and 
subtly imitate the verbal and non-verbal behaviors of conversational 
partners (for reviews, see Heyes, 2011; Lakin et al., 2003; Pardo et al., 
2017). Nonverbally, interlocutors are known to imitate each other’s 
posture, gestures, and mannerisms. Verbally, interlocutors imitate each 
other’s words, syntax, prosody, and pronunciation of speech segments. 
This last dimension—known as phonetic convergence—can occur at the 
segment and featural levels of speech based on either auditory or visual 
(lipread) information (Goldinger, 1998; Miller et al., 2010; Pardo, 2006; 
Nielsen, 2011; Sanchez et al., 2010). 

Like other forms of unconscious imitation, research shows that 
phonetic convergence can be both spontaneous and ubiquitous (for re
views, see Babel et al., 2014; Dias and Rosenblum, 2016). For example, 
Pardo (2006) found that when performing an interactive map task, in
terlocutors often imitate aspects of each other’s utterances. This pho
netic convergence can also occur when an isolated participant simply 
listens to a recording of a talker. In a seminal study, Goldinger (1998) 
asked participants to listen to a model say words and then say those 
words themselves after hearing each, a task known as shadowing. Par
ticipants were never instructed to imitate, or even repeat the model, but 
rather to simply say aloud each word they heard. Still, participants’ 
shadowing response words were rated as more similar to the model’s 
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spoken words, relative to baseline words uttered by the participants 
before the shadowing task. 

Both interactive- and shadowing-based phonetic convergence has 
been replicated multiple times and has been shown to work with both 
auditory and visual speech (Dias and Rosenblum, 2011, 2016; Miller 
et al., 2010; Sanchez et al., 2010). Like nonverbal imitation, phonetic 
convergence is always partial, with the degree of observable conver
gence dependent on many factors, including the social relationship be
tween the interlocutors, cultural affiliation, facial attractiveness, and 
gender (e.g., Pardo et al., 2012; and for a review, see Babel et al., 2014). 

Evaluation of phonetic convergence is typically conducted in two 
ways (Pardo et al., 2013). First, acoustic similarities between talker 
utterances can be evaluated. Research has shown that utterance dura
tion (e.g., Brouwer et al., 2010), fundamental frequency (F0) (e.g., 
Babel and Bulatov, 2012), vowel spectra (e.g., Babel, 2012; Honorof 
et al., 2011), and voice onset time (VOT) (e.g., Nielsen, 2011; Sanchez 
et al., 2010) can become more similar as talkers converge. 

More often however, phonetic convergence is evaluated using a set of 
naïve raters (e.g., Babel et al., 2014; Dias and Rosenblum, 2016; Gold
inger, 1998; Goldinger and Azuma, 2004; Miller et al., 2010; Namy 
et al., 2002; Pardo, 2006; Pardo et al., 2012). Typically, these raters 
evaluate whether a shadowed utterance or another utterance of the 
same word is more similar to the shadowed model’s utterance. Raters 
typically choose the shadowed utterance as a better match at greater 
than chance levels. 

Using a rater method of evaluating convergence can provide useful 
information not available with acoustic measures (e.g., Pardo et al., 
2013). Human raters can provide a more holistic and flexible evaluation 
of the different dimensions that can converge (e.g., Pardo et al., 2013). 
There are myriad acoustic dimensions on which talkers can converge, 
and it is likely that different talkers converge based on different subsets 
of these dimensions. This renders identifying the correct acoustic mea
sures of convergence prohibitive and favors the flexibility with which 
human listeners may hear different types of interlocutor similarities. 
Further, if phonetic convergence does have some social relevance, as 
some have argued, then its existence should be perceptible (e.g., Babel 
and Bulatov, 2012; Goldinger, 1998; Pardo, 2006). As naïve raters can 
perceive phonetic convergence with some consistency, it would seem it 
is perceptible, at least to some degree. This suggests that raters do have 
some ability to determine when talker-specific dimensions are shared 
across individuals. What is not yet known, is whether raters can improve 
their ability to perceive shared talker-specific dimensions resulting from 
convergence and, if so, whether improvement can generalize to new 
words, shadowers, and models. The current experiments test these 
questions. 

To which dimensions do talkers converge? As intimated, acoustic 
measures of convergence have shown that talkers can partially imitate 
each-other’s utterance duration, F0, intensity, and vowel space, as well 
as more sub-phonemic, featural attributes such as VOT (Pardo et al., 
2013). However, convergence can also be induced by non-acoustic re
alizations of speech. Research shows that visible (lipread) speech can 
modulate convergence: a) on its own (Miller et al., 2010); b) when 
integrating with auditory speech (Sanchez et al., 2010); and c) as a 
means to increase the degree of convergence over auditory speech alone 
(Dias and Rosenblum, 2011, 2016). These visual speech findings suggest 
that convergence may be more correctly conceived as not being toward 
acoustic dimensions as such, but toward a talker’s articulatory 
(speaking) style – which can be conveyed either acoustically or visually 
(see also Honorof et al., 2011). 

Importantly, there is also evidence that converged featural di
mensions can generalize over non-heard segments (e.g., Nielsen, 2011, 
2014; Zellou et al., 2017). Nielsen (2011) exposed participants to a 
talker whose words contained initial /p/ segments with 
artificially-lengthened VOTs (see also Shockley et al., 2004). After 
exposure, participants were asked to produce words containing initial 
/p/ segments, as well as words with initial /k/ segments. Results showed 

that participants extended their own VOTs in both /p/ and /k/ segment 
productions. This finding suggests that participants converged to the 
talker’s initial consonant VOTs in general, and not just to those in the 
segments (/p/) that were actually heard. Similar findings have been 
observed for coarticulatory vowel nasalization (Zellou et al., 2017, 
2016). The fact that participants converge to generalized sub-phonemic 
features suggests that they are incorporating talkers’ talker-specific 
phonetic dimensions into their production responses. If a talker is, for 
example, heard articulating with longer VOTs for some initial voiceless 
stop consonants, a perceiver will tacitly assume that lengthened initial 
VOTs is a property of that talker’s speaking style and will show a ten
dency to converge by subtly lengthening VOTs for all initial voiceless 
stop consonants. This type of featural generalization is also known to 
play a role in talker recognition and talker-facilitated speech perception 
(see below). 

There is also evidence that perceivers, acting as convergence raters, 
can detect when talkers share VOTs as a result of convergence. Shockley 
et al. (2004) artificially lengthened the VOTs of a model’s words and 
found that shadowers of these words lengthened their own VOTs (based 
on acoustic measures). In addition, the researchers found that raters 
could correctly judge which of these utterances were from shadowing vs. 
baseline (read aloud) versions, and did so with more accuracy than for 
stimuli that did not include extended VOTs. Potentially, raters made 
their judgments based, at least in part, on the lengthened VOTs produced 
by the shadowers. 

These findings suggest that perceivers, in the form of convergence 
raters, can use VOT to detect shared talker-specific phonetic detail. This 
fact bodes well for the possibility that perceivers can improve this skill, as 
they are known to use VOT for improving talker recognition and talker- 
facilitated speech perception, as discussed below. 

1.2. Learning of talker-specific phonetic information 

While no research has examined if perception of (convergence- 
based) shared talker-specific phonetic dimensions can be improved, 
there is substantial evidence that perceivers can improve their ability to 
detect and use talker-specific information (for a review, see Smith, 
2015). Potentially, improving perception of this information would 
allow listeners to better recognize when that talker-specific information 
is shared between talkers as a result of phonetic convergence. 

There is a large literature showing that experiment participants can 
be taught to identify talkers (for reviews, see Schweinberger et al., 2014; 
Smith, 2015). The ease with which participants can learn to identify 
talkers depends on numerous factors, including the number of voices in 
a stimulus set, and whether the voices are presented along with their 
associated (talking) faces during training (e.g., Sheffert and Olson, 2004; 
von Kriegstein et al., 2006). There is also evidence that perceivers can 
implicitly learn talker information – the phonetic (articulatory) char
acteristics unique to individual talkers’ speech – in the service of some 
other task (for reviews, see Creel and Bregman, 2011; Nygaard, 2005). 
Becoming familiar with a talker’s voice allows perceivers to better 
recognize the speech of that talker (e.g., Nygaard and Pisoni, 1998; 
Nygaard et al., 1994). Also, words can be remembered more easily if the 
voice used for training and test are the same (e.g., Church and Schacter, 
1994; Palmeri et al., 1993). Such talker familiarity effects suggest that 
the implicit learning of a talker’s phonetic characteristics can facilitate 
processing of speech spoken by the familiar talker. 

Regarding the form of the information used for these skills, it is 
known that voice learning can make use of myriad levels of information 
including acoustic, phonetic, lexical, semantic, and syntactic (e.g., 
Smith, 2015; Zarate et al., 2015). Voice quality and fundamental fre
quency are often cited as important acoustic dimensions for recognizing 
and identifying talkers. However, it is known that such talker learning 
can be performed when these dimensions are not available. For example, 
Sheffert et al. (2002) used sine wave speech re-synthesis to remove a 
majority of the acoustic dimensions typically thought to facilitate talker 
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learning (including voice quality and fundamental frequency). The 
technique involves reducing recorded talkers’ signals to three 
pitch-varying sine waves that track speech formants (e.g., Remez et al., 
1981). Previous research showed that while these types of stimuli do not 
contain normal voice or pitch characteristics, they can be understood as 
speech and be used to recognize familiar talkers (e.g., Remez et al., 
2007, 1997; see also van Heugten et al., 2014). Sheffert et al. (2002) 
showed that perceivers could successfully learn to identify 10 novel sine 
wave talkers through a feedback-training task. Other research has shown 
that gaining familiarity with a talker’s sine wave speech signals can be 
used to facilitate understanding of that talker’s natural speech (e.g., 
Remez et al., 2011, 2018). While these stimuli are highly reduced, it has 
been speculated that they retain talker-specific phonetic information 
(Remez et al., 1997). If so, then this research suggest that perceivers can 
improve their ability to recognize and identify talkers and their speech 
using talker-specific phonetic information (sometimes called idiolect: 
Remez et al., 2007; Rosenblum et al., 2007b). This fact may bode well 
for learning to detect when talkers share this information in convergence 
contexts. 

There is also research suggesting overlap in the talker-specific pho
netic dimensions important for talker learning (and talker-facilitation of 
speech) and that show convergence. Recall that talker’s VOT has been 
shown to shift toward that of the talker they hear (Nielsen, 2011; San
chez et al., 2010; Shockley et al., 2004). Further, this shift occurs for 
produced VOTs of segments not previously heard from a talker (Nielsen, 
2011, 2014). It turns out that characteristic VOT can similarly be used 
by perceivers for purposes of learning to recognize a talker and that 
talker’s speech (e.g., Allen and Miller, 2004; Theodore and Miller, 2010; 
and for a review, see Smith, 2015). In addition, as in the context of 
convergence, learning a talker-specific VOT can generalize to recogni
tion of a talker when they produce other voiceless stop consonants not 
previously heard (e.g., Theodore and Miller, 2010). Similar results have 
been observed for talker familiarity effects based on idiosyncratic vowel 
productions and phonetic detail at word boundaries (Dahan et al., 2008; 
Smith and Hawkins, 2012). Thus, for both phonetic convergence and 
learning of talker-specific phonetic details, idiosyncratic featural di
mensions can generalize from heard to unheard segments. These facts 
also bode well for perceivers learning to better detect the sharing of 
talker-specific dimensions during phonetic convergence. 

Finally, like for phonetic convergence, talker-specific phonetic de
tails conveyed visually can be salient for talker and talker-facilitated 
speech perception. Our own laboratory has used a point-light method
ology to isolate visual speech information (Rosenblum and Saldaña, 
1996). This method produces videos comprised of white points moving 
against a black background, with the point motions following the ar
ticulations of the talker. Despite the reduced nature of these films, 
talkers can be recognized by their friends, and by novice perceivers (in a 
2AFC matching task: Rosenblum et al., 2007b, 2002). Other research 
shows that it is easier to lipread from familiar faces, even for observers 
who have no formal lipreading experience (e.g., Lander and Davies, 
2008; Schweinberger and Soukup, 1998; Yakel et al., 2000). Finally, 
one’s experience with a talker can cross modalities to facilitate speech 
perception: Experience lipreading a talker for a period of time facilitates 
later comprehension of that talker’s auditory speech and vice versa 
(Rosenblum et al., 2007a; Sanchez et al., 2013). Taken together, this 
research suggests that as is true for phonetic convergence, the relevant 
informational dimensions for talker learning and facilitation are best 
considered as talker-specific articulatory properties that can be 
conveyed auditorily or visually. 

In sum, it is unclear whether phonetic convergence raters use the 
same strategies and information as perceivers in talker recognition and 
talker-facilitated speech experiments. However, as discussed above, 
there are hints that some of the same talker-specific phonetic dimensions 
are used for both purposes. To the degree that this is true, it would be 
predicted that perceivers (raters) should be able to improve their ability 
to detect the sharing of talker dimensions resulting from convergence. 

This skill may also provide a benefit for improving the aforementioned 
detection of the social alliances known to be related to phonetic 
convergence. 

1.3. The current study 

The current studies examine whether perceivers —performing as 
raters— can improve their ability to detect the sharing of talker-specific 
phonetic dimensions resulting from convergence. In addition, the ex
periments explore the degree to which this improvement can then 
generalize to new words, new shadowers, and new models. The exper
iments use performance feedback to train perceivers to better recognize 
that an utterance was a shadow of a heard model in the context of an 
AXB task. Following this training, perceivers then rated the similarity of 
new shadowed utterances spoken by new shadowers of trained models 
(Experiment 1) or new shadowers of new models (Experiment 2). 
Response feedback is a common learning tool used in many talker 
identification and talker-facilitated speech experiments (e.g., Sheffert 
et al., 2002; Theodore and Miller, 2010). 

Four hypotheses are tested. First, if perceivers (raters) are able to use 
talker-specific phonetic information for convergence detection in the 
same manner used for talker identification, talker recognition, and 
talker-facilitated speech perception, then feedback training should 
improve their ability to detect convergence. Secondly, if this training 
works at the level of talker-specific phonetic detail (as it does for talker 
identification, talker recognition, and talker-facilitated speech percep
tion), then improved convergence detection performance should be 
sustained when new words are heard from the same talkers. Thirdly, if 
perceiver strategies for improving detection of convergence involve 
learning talker-specific phonetic characteristics of some type, then 
improvement should be sustained if a trained talker remains in the 
stimulus set (and the others change). Finally, if performance improve
ment is dependent on learning talker-specific phonetic characteristics, 
rather than simple, general experience with an AXB matching task, then 
improved performance should not be sustained if all new talkers’ 
(models and shadowers) utterances are judged. 

2. Experiment 1 

The purpose of Experiment 1 was to examine whether perceivers 
could learn to: a) better detect phonetic convergence between a model 
and set of shadowers; b) generalize this improvement to a new set of 
words; and c) generalize this performance with a new set of shadowers 
of the same model. 

Participants were asked to perform an AXB matching test of model 
and shadower words. In much phonetic convergence research, partici
pants who perform AXB matches are referred to as ‘raters’ and are 
typically treated as a methodological tool for evaluating the conver
gence of shadowers to models (or interlocutors to one another), with the 
shadowers (or interlocutors) treated as the study participants. However, 
in the current research, the raters themselves are the critical partici
pants, and we will refer to them as raters or perceivers. For the present 
experiment the AXB matching task involved judging which of two 
shadowers’ words (A or B) sounded most like the same word uttered by a 
model (X) (e.g., Miller et al., 2013). Thus, on each trial, participants 
heard three utterances of the same word. The middle (X) utterance was 
produced by a model, and the first and third (A or B) utterances were 
produced by 1) a shadower who had shadowed the utterance produced 
by the model heard in the X position; and 2) a shadower who had 
shadowed an utterance produced by a different model (whose word was 
not heard in the X position; see details below) (e.g., Miller et al., 2013). If 
perceivers correctly chose the utterance of the shadower who had 
shadowed the model heard in the X position, then they would be 
considered correct in their convergence judgment. 
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2.1. Method 

Participants. Thirty ethnically/racially diverse undergraduate stu
dents (age range 18-22 years; 15 female, 15 male) of the University of 
California, Riverside, acted as the critical participants/raters in the 
experiment for course credit or $10. All participants had normal or 
corrected-to-normal vision and normal hearing. All participants spoke 
American English as a first language, were largely California native, and 
were naïve to the purposes of the study. 

Stimuli. Creation of stimuli involved a two-part process. First, we 
used audio recordings of two female models saying 74 low-frequency, 
two-syllable words (e.g. kitten, pencil, tulip). The two female models 
were in their mid-twenties, spoke American English as a first language, 
were native to California, and were naïve to the purpose of the study. 
The words were adapted from the Shockley et al. (2004) word list, and 
the stimuli have been previously used to successfully elicit phonetic 
convergence detection (e.g. Miller et al., 2010). 

Next, eight female undergraduates acted as shadowers. These shad
owers spoke American English as a first language, were native to Cali
fornia, and were naïve to the purpose of the study. Female shadowers 
and models were initially chosen because of evidence that they show 
more consistent phonetic convergence behavior (e.g., Babel et al., 2014; 
Nye and Fowler, 2003). However, Experiment 2 also tested male shad
owers and models to determine if the observed effects would generalize. 
Shadowers were Introductory Psychology students of the University of 
California, Riverside, who received course credit for their participation. 
Half of the shadowers listened to the recordings from one model, and 
half listened to the recordings from the other model. All shadowers were 
randomly assigned to the models. The shadowers listened to each word 
of the model and then said the word aloud. Shadowers were never 
instructed to imitate the model, or even to “repeat” what they heard. 
This procedure has previously been shown to produce phonetic 
convergence (e.g., Goldinger, 1998). 

Models and shadowers spoke into a Shure SM57 microphone and 
were audio recorded at 44 kHz (16 bits) with Amadeus II software in a 
sound-attenuated chamber. Recordings were digitized and edited using 
FinalCut Pro software. Stimuli were presented through Sony MDR-V6 
headphones using PsyScope software. 

Procedure. In a single AXB trial, participants heard one shadower 
saying a word aloud, the same word said aloud by the model whom the 
shadower shadowed, and the same word said aloud by a different foil 
shadower (who had shadowed a different model). The order of the 
shadower and foil shadower (as either the first or third utterance) was 
counterbalanced across trials. Thus, on each trial, only one of the two 
shadowers (presented first or third) had actually shadowed the model in 
the middle (e.g., Miller et al., 2013). Testing a comparison utterance 
from a foil shadower (as they shadowed another model) has been used 
successfully in previous studies and avoids some of the concerns over 
using a comparison utterance that has been read aloud from a list of 
written words (for a discussion, see Miller et al., 2013). 

Participants were told that for each trial, they would be hearing three 
talkers utter the same word. They were asked to determine which of the 
first or third utterances sounded most like the second utterance. They 
were asked to pay particular attention to the pronunciation of words 
when judging similarity. Participants then listened to stimuli via head
phones and responded by pressing one keyboard button if the first ut
terance sounded most like the second, and a different button if the third 
utterance sounded most like the second. Stimulus order was randomized 
without replacement for word and for order of correct choice (A or B) in 
the AXB task. A pilot experiment (without response feedback) estab
lished that our stimuli and methods could induce phonetic convergence 
and that participants could correctly match models with their shadowers 
with 64% average accuracy. 

The experiment was run in two phases. During the training phase, 
participants listened to the two models and four shadowers (two per 
model). Across trials, shadowers were always paired with the same foil 

shadower (e.g., Miller et al., 2013). Participants heard 37 different 
words in 148 trials during the training phase. Each word was spoken by 
each model-shadower pair in both presentation orders (with the target 
shadower of the model [X] positioned as either the first [A] or last [B] 
utterance in the AXB trial). During training, participants received 
feedback about whether or not each of their responses was correct: The 
word “correct” appeared in green, or the word “incorrect” appeared in 
red after each judgment was made. Training with feedback was the same 
across participants: All participants received feedback on all 148 trials of 
the training phase of the experiment. No threshold in performance was 
required to move on to the testing phase. 

During the testing phase of the experiment, participants again heard 
the two models but now with four new shadowers. During this phase, 
participants listened to 37 new words in 148 trials. Orders of stimuli 
were counterbalanced for words presented at training and testing and 
for shadowers presented at training and testing. Counterbalancing was 
implemented for these parameters, as presentation of all possible iter
ations of stimuli would be unduly cumbersome. No performance feed
back was presented during the testing phase. 

For data scoring, a correct response was coded when a participant 
chose the utterance produced by the shadower that had actually shad
owed the model (presented as the X token). 

2.2. Results 

Performance in the training phase was highly related to performance 
in the testing phase of the experiment, r(28)=0.817, p<0.001. We fit 
logistic/binomial mixed effects models to the data across the training 
and testing phases of the experiment. First, we fit a control model that 
included participant as a random parameter. This control model yielded 
a significant intercept, indicating that the rate at which raters correctly 
matched the models with their shadower (M = 0.637, SE=0.005) was 
above chance, B = 0.580, SE = 0.068, Z = 8.481, p < 0.001. Adding 
experimental phase (training vs. testing phase) to the control model 
improved model fit, χ2(1) = 5.106, p = 0.024. The rate at which raters 
correctly matched the models with their shadower improved from the 
training (M = 0.626, SE=0.007) to testing (M = 0.648, SE=0.007) 
phases of the experiment, B = 0.101, SE = 0.045, Z = 2.260, p = 0.024. 
Adding task trial (trial 1 to 148) to the model with experimental phase 
also improved model fit, χ2(2) = 10.895, p = 0.004. The rate at which 
raters correctly matched the models with the shadowers improved over 
the course of the shadowing task, B = 2.394×10− 3, SE = 7.375×10− 4, Z 
= 3.246, p = 0.001. The interaction between experimental phase and 
task trial was significant, B = -2.828×10− 3, SE = 1.049×10− 3, Z =

-2.696, p = 0.007. 
To explore this interaction, separate logistic/binomial mixed effects 

models were fit to the training and experimental phases including 
participant as a random parameter and task trial as a fixed parameter. 
Over the course of the training phase, raters improved in their ability to 
match models with their shadowers, B = 2.407×10− 3, SE =

7.394×10− 4, Z = 3.255, p = 0.001. However, over the course of the 
testing phase, raters failed to demonstrate any improvement in their 
ability to match models with their shadowers, B = -4.326×10− 4, SE =
7.447×10− 4, Z = -0.581, p = 0.561. The results suggest that raters only 
improved in their ability to match models with their shadowers when 
trial feedback was provided. However, the improvement resulting from 
training with feedback lead to sustained improved performance when 
later matching the same models with different shadowers and using 
different words (see Fig. 1). 

Results from Experiment 1 indicate that: a) perceivers could indeed 
learn to better detect phonetic convergence in the presence of feedback; 
b) this learning transferred to new words; and c) this learning trans
ferred to new shadowers. Potentially, the fact that learning generalized 
to convergence judgments based on new words and shadowers could 
suggest that our participants were learning to better perceive the shared 
talker-specific phonetic dimensions of the model. However, there is an 
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alternative explanation for the current findings. It could be that the 
feedback provided during training simply allowed participants to better 
learn the general task of detecting convergence, regardless of the talkers. 
These alternatives are examined in the next experiment. 

3. Experiment 2 

The purpose of Experiment 2 was to examine the generalizability of 
the Experiment 1 results. Do improvements in similarity-matching of 
models with shadowers transfer to new shadowers and models? The 
experiment was designed to address multiple questions. First, we wan
ted to determine if the feedback-based learning during the training 
phase would replicate with some additional models and shadowers (see 
below). Second, we wanted to explore whether this learning could then 
transfer to a test phase composed of completely novel stimuli. Thus in 
Experiment 2, the test phase was composed of new words, spoken by 
new models and shadowers who were not heard during the training 
phase. 

Based on the results of Experiment 1, participants would be expected 
to improve their performance across the training phase. However, 
regarding test phase performance, if training simply serves to improve 
participants’ general ability to detect convergence, then an improvement 
during training should be maintained through the test phase, despite the 
change in models and shadowers. Alternatively, if the training serves to 
improve participants’ ability to better detect shared talker-specific in
formation, then test performance with new models and shadowers 
should not benefit from the training and performance should revert 
during the test phase. 

3.1. Methods 

Participants. Thirty-six ethnically/racially diverse undergraduate 
students (age range 17-23 years; 16 female, 20 male) of the University of 
California, Riverside, acted as participants/raters in the experiment for 
course credit or $10. All participants had normal or corrected-to-normal 
vision and normal hearing. All participants spoke American English as a 
first language, were largely California native, and were naïve to the 
purposes of the study. None of these individuals had participated in 
Experiment 1. 

Stimuli. The stimuli used in Experiment 1 were also used for Exper
iment 2. In addition, new stimuli were recorded. Stimuli from two new 
models, and eight new shadowers, all male, were added to the stimulus 
set used in Experiment 1. Like the female models used in Experiment 1, 
the two new models were also in their mid-twenties, spoken American 

English as a first language, and were naïve to the purpose of the study. 
Though the male models were not California native, they were native to 
North Atlantic states and exhibited no conspicuous accent, based on the 
experimenters’ impressions. The eight new shadowers were Introduc
tory Psychology students of the University of California, Riverside, who 
received course credit for their participation. All shadowers spoke 
American English as a first language, were native to California, and were 
naïve to the purposes of the study. Like for Experiment 1, all shadowers 
were randomly assigned to the models and half of the shadowers 
listened to the recordings from one male model, and half listened to the 
recordings from the other male model. The shadowers listened to each 
word of the model and then said the word aloud. Shadowers were never 
instructed to imitate the model, or even to “repeat” what they heard. 
These new recordings allowed us to create a second set of stimuli to add 
to our first. This new set of stimuli also allowed us to test completely 
different stimuli at training and test. 

Procedure. The procedure used in Experiment 2 was identical to that 
used in Experiment 1 (including training feedback). Again, orders of 
stimuli were randomized within each phase (training and testing) for 
word and for order of correct choice in the AXB task. As in Experiment 1, 
all participants listened to different words during the training phase 
than during the testing phase. Orders of stimuli were counterbalanced 
(this time for words, shadowers, and models presented at training and 
testing). Male models were always paired with male shadowers, and 
female models were always paired with female shadowers. 

During training, participants performed matches using utterances of 
shadowers and non-shadowers of one male model and one female 
model. During testing, participants rated the similarity of new shadowers 
and non-shadowers of one new male model and one new female model. 
Participants never heard the same person speak in both the training and 
testing phases of the experiment. 

3.2. Results 

Performance in the training phase was related to performance in the 
testing phase of the experiment, r(34)=0.543, p<0.001. We fit logistic/ 
binomial mixed effects models to the data across the training and testing 
phases of the experiment. As before, we fit a control model that included 
participant as a random parameter. This control model yielded a sig
nificant intercept, indicating that the rate at which raters correctly 
matched models with their shadowers (M = 0.639, SE=0.005) was 
above chance, B = 0.605, SE = .084, Z = 7.243, p < 0.001. Adding 
experimental phase (training, testing) to the control model improved 
model fit, χ2(1) = 16.014, p < 0.001. The rate at which raters correctly 

Fig. 1. Average trial-by-trial performance for the training and testing phases of Experiment 1. Performance improved over the course of training with feedback. This 
training resulted in overall improved performance in the testing phase. Solid lines represent the linear relationship between trial and the probability of correctly 
matching a model with their shadower. Dashed lines represent the 95% confidence interval. 
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matched the models with their shadower declined from the training (M 
= 0.657, SE=0.007) to testing (M = 0.620, SE=0.007) phases of the 
experiment, B = -0.166, SE = 0.041, Z = -4.001, p < 0.001. Adding task 
trial (trial 1 to 148) to the model with experimental phase also improved 
model fit, χ2(2) = 19.197, p < 0.001. The rate at which raters correctly 
matched the models with their shadower improved over the course of 
the shadowing task, B = 3.066×10− 3, SE = 7.008×10− 4, Z = 4.374, p <
0.001. The interaction between experimental phase and task trial was 
significant, B = -3.004×10− 3, SE = 9.771×10− 4, Z = -3.074, p = 0.002. 

To explore this interaction, separate logistic/binomial mixed effects 
models were fit to the training and experimental phases including 
participant as a random parameter and task trial as a fixed parameter. 
Over the course of the training phase, raters improved in their ability to 
match models with their shadowers, B = 3.139×10− 3, SE =

7.067×10− 4, Z = 4.442, p < 0.001. However, over the course of the 
testing phase, raters failed to demonstrate any improvement in their 
ability to match the models with their shadowers, B = 7.927×10− 5, SE 
= 6.822×10− 4, Z = 0.116, p = 0.907. As with Experiment 1, the results 
suggest that raters only improved in their ability to match models with 
their shadowers when actively provided feedback. The results further 
suggest that the improvement resulting from training with feedback 
does not lead to improved performance when later matching different 
models with their shadowers (see Fig. 2). The improvements resulting 
from feedback training do not seem to improve general model-shadower 
matching. Instead, feedback training seems to improve familiarity with 
the shared talker-specific phonetic dimensions of the models on which 
the raters are trained, resulting in improved matching based on those 
idiosyncratic characteristics. 

4. Discussion 

In two studies, we found that perceivers could learn to better detect 
phonetic convergence. Experiments 1 and 2 both showed that perfor
mance improved across training when participants received feedback. 
We also found in Experiment 1 that learning generalized to new words 
and to new shadowers of the same models. In Experiment 2, we found 
that learning did not transfer when new models—along with new 
shadowers and words—were involved. In Experiment 2, the gains ach
ieved during training did not lead to improved convergence detection of 
new models and their shadowers. This suggests that the maintained 
learning observed in Experiment 1 was not simply based on participants 
becoming familiar with the AXB matching task. 

Instead, the results suggest that participant improvements in 
detecting phonetic convergence were related to the models heard during 
training. Also, the fact that this improvement generalized to new words 
suggests that participants were learning to detect talker properties not 

related to specific utterances or words. Taken together, these results are 
consistent with the notion that participants learned to better detect 
talker-specific phonetic dimensions of the models’ speech during 
training, as well as when these properties were shared by shadowers in 
the context of convergence. 

The fact that learning generalized to new shadowers of the models 
suggests that whatever these properties may be, perceivers may possess 
some flexibility in learning to detect those properties across shadowers 
with different vocal tracts and natural idiolects. While many previous 
convergence studies have shown that raters can detect convergence 
between a model and multiple shadowers (e.g., Goldinger, 1998; Miller 
et al., 2013), the present study is unique in showing that improvements in 
detecting convergence can also generalize to multiple shadowers of a 
model. Again, this suggests that participants are learning to better 
perceive shared talker-specific phonetic dimensions. 

4.1. What might perceivers be learning about shared talker-specific 
phonetic information? 

The question naturally arises of the type of talker-specific dimensions 
of convergence perceivers learned during training. While these studies 
were designed as a first pass to simply test whether perception of shared 
talker-dimensions could be improved, some speculation is warranted. In 
a scenario ideal for a participant, a model could, in principle, produce 
speech with a few unique dimensions that are then imitated by all 
shadowers. For example, a given model may have uttered words with, 
say, long VOTs and hypernasalized vowels, and then all shadowers of 
that model imitated these same dimensions. When then faced with an 
AXB trial, a perceiver could then choose the utterance of the two (A or B) 
that was spoken with the longest VOTs and hypernasalized vowels. 
Learning, in this case, could involve a perceiver better attending to these 
dimensions of a particular model that is then replicated by all shadowers 
of that model. 

As implied earlier however, this simple scenario is very unlikely to 
occur. Nor is it likely that shadowers’ convergence to our models was 
driven by dialect or accent, considering the overall homogeneity of our 
samples. Recall that previous research shows that the phonetic charac
teristics to which talkers converge differs across models and across 
shadowers of a given model (e.g., Pardo et al., 2013). Furthermore, the 
properties that are used to detect convergence will differ across raters. It 
is likely then, that the properties providing the basis of perceptual 
learning for the perceivers in these experiments also differed across 
models, shadowers, and perceivers, themselves. Given these multiple 
levels of variability, it is unlikely that single simple dimensions of a 
model were converged and detected across the experiment. In fact, it is 
this exact variability that has led many convergence researchers to 

Fig. 2. Average trial-by-trial performance for 
the training and testing phases of Experiment 2. 
Performance improved over the course of 
training with feedback. However, the improved 
performance did not result in better model- 
shadower matching when matching new 
models to their shadowers in the testing phase. 
Solid lines represent the linear relationship be
tween trial and the probability of correctly 
matching a model with their shadower. Dashed 
lines represent the 95% confidence interval.   
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depend on perceptual rating judgments instead of, or in addition to 
acoustical measures (for a review, see Pardo et al., 2013). 

Regardless, this variability makes it difficult to infer which specific 
dimensions our participants were learning in our experiments. Based on 
the fact that they can generalize their learning to new shadowers, it is 
likely that perceivers were learning some constellation of talker-specific 
dimensions of the models. Learning a constellation of dimensions would 
then allow perceivers to generalize their improvements in detecting 
convergence for a model to a new set of shadowers of that model, who 
possess different natural talking styles and vocal tract dimensions. Again 
however, the learning of these constellations seems to be model-specific: 
improved performance was not maintained when new models (and 
shadowers) were involved (Experiment 2). 

A related question is whether the convergence learning observed 
here would generalize to a situation in which talkers that have very 
different speaking characteristics. Recall that while in both experiments 
shadowers were randomly assigned to models (of the same gender), 
most all of our models, shadowers, and raters were from Southern Cal
ifornia. The question arises of whether raters/perceivers would show 
similar convergence learning between talkers of different genders, di
alects, or foreign accents. While it is known that phonetic convergence 
can occur in all of these contexts (for a review, see Pardo et al., 2017), 
the degree to which it occurs can differ. It could be that when learning to 
perceive convergence for talkers of very different voice characteristics, 
learning will not be as systematic as we observed in the current study 
and will not allow generalization to other shadowers. Future research 
can examine this question. 

4.2. Social implications of improving phonetic convergence detection 

As intimated, phonetic convergence may have relevance for social 
interactions. If so, then improving one’s ability to detect convergence 
may provide some social psychological benefits. Recall that one reason 
phonetic convergence is often measured with rater matching is that the 
social relevance of the phenomenon should render it perceptible by 
outside perceivers (e.g., Babel and Bulatov, 2012; Goldinger, 1998; 
Pardo, 2006). As naïve raters can perceive phonetic convergence with 
some consistency and, as shown here, learn to improve this skill, the 
social ramifications of detecting convergence may be very real. 

It may be a benefit to an outside observer if they can (either 
consciously or unconsciously) detect convergence between other people 
and then improve this skill with practice. Convergence may offer 
important information about social alliances – and the ability to detect it 
could help perceivers navigate the social world, even if unconsciously. If 
observers can detect imitation during interpersonal communication, 
whether verbal or nonverbal, it might suggest who is friends with whom 
and even which people are social leaders (Giles et al., 1991; Pardo et al., 
2012; Shepard et al., 2001). If such skills could rapidly be improved and 
adapted in a new environment, better still. 

In fact, there is evidence that outside observers can perceive rapport 
by viewing nonverbal behavior (e.g., Grahe and Bernieri, 1999; Kava
nagh et al., 2011). Children can also use nonverbal cues to judge the 
rapport of interacting adults (e.g., Over and Carpenter, 2015). There is 
also evidence that adult observers can improve their judgments of 
interlocutor rapport through performance feedback (e.g., Gillis et al., 
1995). The basis of this improvement seems at least partially related to 
an observer’s ability to detect nonverbal mimicry and synchrony be
tween interlocutors (e.g., Bernieri et al., 1996). Because phonetic 
convergence may also signal rapport between interlocutors (e.g., Pardo 
et al., 2012), learning to better detect this form of imitation might also 
benefit an outside observer. 

Of course, improvements in convergence may be based on the same 
mechanisms used for talker recognition, identification, and the advan
tage in perceiving speech from a familiar talker. As stated, our partici
pants may have learned to better detect the talker-specific phonetic 
dimensions of our models, which in turn, allowed them to more easily 

hear when another talker imitated those characteristics. In fact, this 
interpretation is consistent with the results of Experiment 2 for which 
learning did not generalize when new models were involved. This 
interpretation is also supported by the aforementioned research showing 
that talker-learning can occur through feedback and that this learning 
can be based on talker-specific phonetic properties (for a review, see 
Smith, 2015)—likely important for convergence. 

Thus, it is quite possible that learning to better detect convergence 
exists as both an instance of talker familiarity while also serving a social 
purpose. In fact, the social function of convergence learning could be 
considered akin to Gould’s exaptation, for which an attribute/skill 
arising originally for one purpose is co-opted for a new purpose not 
directly related to that original purpose (e.g., Buss et al., 1998; Gould, 
1991, 1997). For the case of improving convergence detection, the 
function may have arisen as a by-product of talker familiarity, but could 
be co-opted for a social function. Future research can address this and 
other questions of how perceivers learn to better detect phonetic 
convergence. 
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