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The supramodal brain: implications for auditory perception
Lawrence D. Rosenblum, James W. Dias and Josh Dorsi

Department of Psychology, University of California, Riverside, CA, USA

ABSTRACT
The perceptual brain is designed around multisensory input. Areas once thought
dedicated to a single sense are now known to work with multiple senses. It has been
argued that the multisensory nature of the brain reflects a cortical architecture for
which task, rather than sensory system, is the primary design principle. This
supramodal thesis is supported by recent research on human echolocation and
multisensory speech perception. In this review, we discuss the behavioural implications
of a supramodal architecture, especially as they pertain to auditory perception. We
suggest that the architecture implies a degree of perceptual parity between the senses
and that cross-sensory integration occurs early and completely. We also argue that a
supramodal architecture implies that perceptual experience can be shared across
modalities and that this sharing should occur even without bimodal experience. We
finish by briefly suggesting areas of future research.
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It may be time for us to broaden how we study audi-
tion. As evidence mounts for a perceptual brain
designed around multisensory functioning, more
research should examine audition in its multisensory
context. Of course, audition’s function as support for
vision is a long-standing research area. Much
research has examined how audition can drive
visual attention and enhance degraded visual
input. But new multisensory research suggests that
not only do the senses support each other, in an
important way, they can become each other.

Research is showing a profound neurophysiologi-
cal and behavioural flexibility across the senses,
including audition. The perceptual brain is often
agnostic when it comes to the individual senses
and can change its cross-sensory functioning with
even minor sensory decrements. This fact could
have critical implications for how we understand
auditory function. Audition may be performing a
much wider range of crossmodal functions than
we typically consider. There is evidence that the
brain can use audition for functions typically
thought to be vision’s domain. Evidence also
shows that audition can effortlessly integrate with
the other senses in often surprising ways. This fact
may indicate a commonality in information accessed

across modalities. Finally, there is evidence that
audition can share its perceptual experience with
the other senses and vice versa. These facts could
be a result of a perceptual brain whose organisation
is based more on type of task than on type of
sensory input.

In this review, we discuss the ramifications of
crossmodal flexibility for our understanding of audi-
tion. We will review the recent research demonstrat-
ing this flexibility as manifest in both
neurophysiological and behavioural contexts. In
the first section, we present research showing neu-
rophysiological crossmodal plasticity and activation
in the brain. This research involves instances of audi-
tion activating visual brain areas, and vision and
touch activating auditory brain areas. This research
also shows that the visual cortex can use auditory
input to recover many of the same dimensions it
would normally glean from vision. These character-
istics call for a consideration of a supramodal con-
ception of the perceptual brain, for which task,
rather than sensory modality, is the primary organis-
ing principle.

We follow this section by discussing the behav-
ioural ramifications of the supramodal approach,
with an emphasis on audition. We will present
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behavioural research showing that audition can
sometimes take on the role of vision, and vice
versa. We then discuss the ease with which audition
can integrate with the other senses. We will argue
that the ubiquity, automaticity, and primacy with
which audition integrates suggest a brain that
treats information similarly across the senses.
Finally, we discuss evidence showing that audition
can share its perceptual experience with the other
senses and vice versa. We argue that some degree
of perceptual learning involves extracting amodal
perceptual primitives that are not tied to a given
sense modality. In each section, we argue that
these findings call for a shift in emphasis in auditory
perception research to examine more of its multi-
sensory nature.

Throughout, we will be drawing heavily on
speech perception research. The reason for this
choice is that speech is one of the most developed
topics of multisensory research both methodologi-
cally and conceptually. We will draw connections
to demonstrate how the theoretical implications of
a supramodal speech mechanism are relevant to
other areas of perception.

Crossmodal compensatory plasticity and
activation

Compensatory plasticity in blind individuals

It has long been know that sensory loss can change
the brain in compensatory ways (for a review, see
Collignon, Voss, Lassonde, & Lepore, 2009).
However, recent evidence demonstrates the surpris-
ing ubiquity and sophistication of this compen-
sation. For audition, some of the most striking
recent examples come from echolocation in blind
individuals. Thaler, Arnott, and Goodale (2011)
found that both early and late-blind perceivers
recruit visual cortex when identifying objects from
reflected sound. These researchers have also found
that the area of visual cortex recruited depends on
whether the echolocation task involves identifying
an object’s shape or surface material (Arnott,
Thaler, Milne, Kish, & Goodale, 2013). Importantly,
these areas were the same as those recruited
during visual shape and surface material recognition
(accordingly) by sighted perceivers. A more recent
study by these researchers corroborated these find-
ings using a more stringent test of surface material
detection (Milne, Arnott, Kish, Goodale, & Thaler,
2015). Again, scans revealed that at least for expert

echolocators, the same areas typically involved in
visual texture perception are recruited when
judging surface material from echolocation.

Research on the use of auditory prostheses by
blind individuals is consistent with these findings.
When blind individuals use sound-based prostheses
to make spatial judgments, areas of visual cortex
typically involved in spatial judgments are active
(e.g. Collignon, Lassonde, Lepore, Bastien, &
Veraart, 2007). Other auditory prosthesis research
has found evidence for the classic ventral “what”
and dorsal “where” division in visual processing
based on sound input (e.g. Mahon, Anzellotti,
Schwarzbach, Zampini, & Caramazza, 2009; Striem-
Amit et al., 2011). Next, upon learning to use audi-
tory prostheses to recognise other people’s body
parts, blind individuals show activation in a visual
area associated with human body recognition
(Striem-Amit & Amedi, 2014). Finally, auditory pros-
theses allow blind individuals to recognise number
forms, and this recognition activates visual areas
known to be involved in visual recognition of the
same (Abboud, Maidenbaum, Dehaene, & Amedi,
2015). Interestingly, the recruitment of visual
cortex does not seem involved in just any auditory
task for which blind individuals have shown
enhancement. Research using repetitive transcranial
magnetic stimulation to disrupt visual cortex has
found that while auditory spatial tasks (sound local-
isation; spatial recognition using an auditory pros-
thesis) are impeded, simple intensity and
frequency discrimination are spared (Collignon
et al., 2007). These findings suggest that the com-
pensatory function of visual cortex for blind individ-
uals is specialised to functional and often spatial
tasks.

The implications of these findings for audition are
profound. Not only can an auditory skill (e.g. echolo-
cation) make use of visual cortex, it can do so in a
way that takes advantage of the task-specificity of
that cortex (e.g. surface material vs. shape detec-
tion). In an important way, auditory input is treated
as visual input. Certainly, the obvious differences in
energy media, peripheral anatomy, perceptual resol-
ution, and phenomenology cannot be ignored. But
there is a very real sense in which the perceptual
brain allows audition to act as vision.

There are other cross-sensory plasticity examples
involving tactile stimulation. Braille reading by blind
individuals recruits visual cortex areas known to be
involved in normal text reading by the sighted
(Reich, Maidenbaum, & Amedi, 2012). Braille
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reading also activates the early visual areas typically
associated with foveal vision (Cheung, Fang, & He,
2009). Other research shows that a tactile prosthesis
can activate visual areas responsive to map learning
and navigation as blind individuals use the prosthe-
sis to navigate (Kupers, Chebat, Madsen, Paulson, &
Ptito, 2010).

Compensatory plasticity in deaf individuals

Some analogous findings have been found in deaf
individuals. It has been known for some time that
visual stimulation (e.g. sign language) can induce
activity in the secondary and tertiary auditory cor-
tices of deaf individuals (see Bavelier, Dye, &
Hauser, 2006 for a review). However, more recent
research shows that primary auditory cortex is also
activated by visual and somatosensory stimulation,
as well as its combination (Allman, Keniston, &
Meredith, 2009; Auer, Bernstein, Sungkarat, &
Singh, 2007; Karns, Dow, & Neville, 2012; Meredith
& Allman, 2012; Rebillard, Carlier, Rebillard, & Pujol,
1977; but see Kral, Schröder, Klinke, & Engel, 2003;
Stewart & Starr, 1970; and see Butler & Lomber,
2013 for a review). Other research shows that the
deaf individuals’ well known enhanced sensitivity
to the visual periphery is supported by activation
in primary auditory cortex (Scott, Karns, Dow,
Stevens, & Neville, 2014). Deaf individuals also
invoke primary auditory cortex to better detect
visual changes in motion direction (Bottari et al.,
2014). Finally, auditory cortex is activated by face
stimuli in deaf individuals, with the degree of
activation correlated with face recognition skills
(Stropahl et al., 2015).

These findings are consistent with animal
research. Lomber, Meredith, and Kral (2010) report
that congenitally deaf cats are more accurate at
performing visual localisation tasks and have a
lower visual movement detection threshold, com-
pared to hearing cats. Importantly, these authors
found that deactivating the auditory cortex with
cooling reduced these advantages. There is also evi-
dence that in deaf ferrets, the auditory cortex
becomes active in response to tactile information,
such as being touched by cotton probes (Allman
et al., 2009; Meredith & Allman, 2012). These latter
findings are consistent with imaging data collected
from deaf humans that show activity in the auditory
cortex in response to vibrotactile (Auer et al., 2007)
as well as visual-tactile stimuli (e.g. Karns et al.,
2012).

Crossmodal activation in sensory-intact
individuals

While some of these crossmodal activation effects
depend on the age of sensory loss, some effects
can occur with very brief sensory deprivation. For
example, blindfolded sighted individuals can be
trained to use the tongue display unit—a tactile-
based sensory substitution device—over the
course of a few hours (e.g. Reich et al., 2012).
Research shows that after this training, sighted per-
ceivers will recruit areas sensitive to visual motion
when using the device for motion detection
(Matteau, Kupers, Ricciardi, Pietrini, & Ptito, 2010).
Other research shows that as little as two hours of
visual deprivation in sighted perceivers allows
tactile stimulation to induce activity in visual
cortex (Weisser, Stilla, Peltier, Hu, & Sathian, 2005).
Thus, crossmodal plasticity is not limited to instances
of long-term deprivation and can occur in normal
observers.

Returning to auditory-related examples, the
speech perception literature has provided some of
the earliest examples of crossmodal activation in
normal perceivers (for a review, see van
Wassenhove, 2013). Early on, Calvert and her col-
leagues showed that lipreading from silent faces
activates auditory cortex (e.g. Calvert et al., 1997;
and see also Campbell, 2008; Pekkola et al., 2005).
Later research showed that visual speech infor-
mation modulates activity as early as auditory brain-
stem (Musacchia, Sams, Nicol, & Kraus, 2006). Other
evidence shows that changes in visual speech infor-
mation (e.g. from “pa” to “ka”) when paired with con-
stant auditory segments, can modulate activity in
auditory cortex in a way similar to that induced by
changes in the auditory segments alone (e.g.
Callan, Callan, Kroos, & Vatikiotis-Bateson, 2001;
Colin et al., 2002; Sams et al., 1991). Finally, speeding
of auditory cortex responses can occur when percei-
vers also see the face speaking, and, surprisingly, if
they instead feel the face speaking (e.g. Treille,
Vilain, & Sato, 2014). Regarding this latter finding, it
is known that normal perceivers can touch an articu-
lating face to perceive speech, and that this tactile
speech can integrate with heard speech (Fowler &
Dekle, 1991). Recent research shows that touching
a face during articulation can speed auditory
cortex reactions to auditory speech in the same
way as can visual speech (Treille, Cordeboeuf,
Vilain, & Sato, 2014; Treille, Vilain, et al., 2014).
Regardless, these speech findings suggest that
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crossmodal activation of primary sensory cortices
occurs in normal perceivers.

These findings in normal human listeners are con-
sistent with those in sensory-intact animals. For
example, in rhesus and macaque monkeys, the cau-
domedial and posterior auditory association cortex
respectively respond to somatic and visual stimuli
(Schroeder et al., 2001; Schroeder & Foxe, 2002).
Similarly, the auditory cortex of ferrets is responsive
to visual stimuli (Bizley, Nodal, Bajo, Nelken, & King,
2007). Interestingly, these visual sensitive areas
within the auditory cortex were just as responsive
to auditory stimuli as were areas that exclusively
responded to auditory stimuli. Finally, work with pri-
mates indicates that many of these crossmodal
responses in the auditory cortex are supported by
connections with multisensory processing areas
(Hackett et al., 2007; Smiley et al., 2007; see also
Smiley & Falchier, 2009 for a review).

Supramodal brain architecture

Based on these striking compensatory plasticity and
crossmodal activation findings, some researchers
have offered a new interpretation of the perceptual
brain (e.g. Pascual-Leone & Hamilton, 2001; Reich
et al., 2012; Ricciardi, Bonino, Pellegrini, & Pietrini,
2014; Striem-Amit et al., 2011; see also Fowler,
2004; Rosenblum, 2013). These researchers
propose that the perceptual brain is organised
according to task-specific,1 rather than sensory-
specific, areas. This supramodal (also known asmeta-
modal and task-machine) principle has been used to
explain many of the phenomena described above.
Thus, the supramodal nature of the brain allows a
specific area of visual cortex to detect surface
material (vs. shape), regardless of whether the
input comes from vision or audition (echolocation).
Similarly, areas of auditory cortex are involved in
speech recognition tasks regardless of whether the
information comes from sound, sight, or even touch.

Of course, the flexibility of the task-based archi-
tecture should not be overstated. Much of the litera-
ture shows that degree of crossmodal plasticity is
dependent on when sensory loss occurs (e.g.
Merabet & Pascual-Leone, 2010). It is now well
known that for congenitally deaf children, cochlear
implantation is more successful if it occurs before
the other senses have a chance to take over the
functioning of auditory cortex (e.g. Sandmann
et al., 2012). Also, the traditional literature support-
ing a sensory-system based cortical architecture

cannot be ignored. Visual cortex is most readily
modulated by visual input, for example. However,
it could be that these traditional associations are
related to a type of input providing the most
robust information for a task (e.g. visual cortex for
distance perception; auditory cortex for speech). If
so, then task, rather than form of input, is considered
the first function of a perceptual brain region. In fact,
there is recent evidence that in some cases, the per-
ceptual brain’s functional organisation can develop
independent of sensory input. Visual cortices of con-
genitally blind adults develop retinotopic organis-
ations similar to those of sighted adults (Striem-
Amit et al., 2015). This suggests a surprising degree
of independence between the perceptual cortices
and their presumed sensory organ input.

The supramodal perspective has some profound
implications for our study and understanding of
audition. In the remaining sections, we will address
some of these implications. Throughout, the empha-
sis will be on behavioural research, although associ-
ated neurophysiological findings will be discussed.
In the next section, we argue that a supramodal
account implies an auditory function that has a
capacity to provide perceptual support typically pro-
vided by vision. Conversely, the account also pre-
dicts that vision, and possibly touch, should be
able to provide perceptual support typically pro-
vided by hearing. Next, we will argue that the supra-
modal account predicts that audition would
integrate easily with the other senses, and that this
integration would occur early in the perceptual
stream. Finally, the account would predict that audi-
tion should be able to share its experience with the
other senses, and vice versa. Thus, perceptual learn-
ing through audition should be transferable to visual
tasks, and visual learning should be transferable to
auditory task.

We will argue that two additional implications to
the supramodal account make behavioural predic-
tions. First, a supramodal mechanism could extract
a form of information that is, itself, supramodal.
The concept of modality-neutral information
suggests that the relevant information in each
modality takes a similar, higher-order form. The
concept has been used to explain multisensory
speech perception, and we will argue, is consistent
with a supramodal architecture. Second, if, as
argued, a supramodal mechanism extracts
common perceptual primitives available in multiple
modalities, then experience plays a different role in
crossmodal perception. While experience can
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certainly fine-tune both unimodal and crossmodal
perception, associative experience between the
senses is not necessary for either integration or cross-
modal learning. As will be argued, this claim should
have some implications for Bayesian approaches to
cue integration.

Crossmodal parity

Audition can act like vision

For supramodal accounts, there is a primacy of task
over type of sensory input in the perceptual brain’s
organisation. This could imply that the senses
sharing a task-based mechanism should support
some degree of equivalence, or crossmodal parity,
in the relevant perceptual behaviour. This is not to
imply that perceivers will be equally good at per-
forming a perceptual task using any form of
sensory input. Instead, behavioural evidence
should be observed suggesting that the necessary
supportive information for a task is available in the
modalities relevant to the task-based mechanism.

Take, for example, a supramodal mechanism that
registers surface properties by detecting either
reflected light or reflected sound. The crossmodal
parity assumption would predict some degree of
behavioural equivalence in the relevant tasks,
between sight and sound. In fact, there is evidence
for a surprising degree of parity between echolocat-
ing and seeing surface properties. It has long been
known that both blind and sighted individuals can
identify an object’s position, size, shape, and
material surface using echolocation (for a review,
see Kolarik, Cirstea, Pardhan, & Moore, 2014). Per-
formance on these tasks can be impressive. Recent
research shows that some expert echolocators can
identify the position of an object within 1.2
degrees azimuth. This accuracy rivals the resolution
for visual periphery position judgments (Teng, Puri,
& Whitney, 2012). Another recent study showed
that expert echolocators can identify object shape
(from a choice of four) with an average of 77% accu-
racy, with some experts performing almost perfectly
(Milne, Goodale, & Thaler, 2014). While these levels
of accuracy were limited to echolocation experts,
they do show that the informational support exists
for some aspects of echolocation to have parity
with vision.

Another perspective on evaluating cross-sensory
parity would be to determine whether the involved
modalities show functional equivalence in supporting

successful behaviour. The critical test would be to
determine whether echolocation, like vision, can
safely guide actions (e.g. Gibson, 1979; see also
Stoffregen & Pittenger, 1995). In this sense, the
classic echolocation task of walking to a wall and
stopping just before contact (Milton & Dallenbach,
1950; for a review, see Kolarik, Cirstea, et al., 2014)
may be the more relevant test of parity than
judging absolute size and distance. Numerous
studies have shown that both blind and blindfolded,
sighted listeners can perform this walking and stop-
ping task with as little as 10 minutes of training
(Rosenblum, Gordon, & Jarquin, 2000; for a review,
see Kolarik, Cirstea, et al., 2014).

Other behaviour-relevant research shows that the
blind can use sound reflections to walk straight
along the length of a wall (e.g. Ashmead et al.,
1998; Strelow & Brabyn, 1982). Echolocators can
also determine the location of obstacles vs. door-
ways so as to guide themselves successfully
(Carlson-Smith & Wiener, 1996). More generally, it
is well documented that echolocation can be the
main means of navigation for some blind individ-
uals, allowing them to hike and bike on mountain
trails (e.g. Rosenblum, 2010). Other evidence
suggests that blind individuals who actively use
echolocation may be able to better navigate new
environments, which may even lead to better
employment opportunities (Thaler, 2013). Finally, it
is well known that the re-coded echolocation infor-
mation available in some sensory substitution
devices can be used for successful navigation (for
a review, see Kolarik, Timmis, Cirstea, & Pardhan,
2014).

In sum, while visual perception is most always
more accurate than echolocation when judging
object position, size, shape, and surface composition
(e.g. Kolarik, Cirstea, et al., 2014), there are instances
in which echolocation rivals vision (e.g. Teng et al.,
2012). This suggests that echolocation contains the
necessary information to support a supramodal
mechanism. Also, when evaluated in terms of its
functional potential to guide safe behaviours, echo-
location contains the necessary features to make this
possible. Arguably, it is this type of parity that is
needed to make a task-based perceptual architec-
ture useful.

Outside of echolocation, there is research
showing how general aspects of spatial sound can
guide successful behaviour (for reviews, see Carello,
Wagman, & Turvey, 2005; Rosenblum, 2010). Our lab-
oratory has found that blindfolded listeners are quite

JOURNAL OF COGNITIVE PSYCHOLOGY 69



good at judging whether a sound source is within
arm’s reach (Rosenblum, Wuestefeld, & Anderson,
1996). Impressively, listeners in this study displayed
accuracy comparable to when perceivers judge the
reachability of a seen object (e.g. Carello, Grosofsky,
Reichel, Solomon, & Turvey, 1989). We have also
tested whether the spatial sound created by acoustic
obstructions can support behaviour-relevant judg-
ments. For these studies, we created a “wall of
sound” by attaching multiple loudspeakers to a
wall and having them play recorded crowd babble.
By positioning two large foam insulation boards in
front of these loudspeakers, we found that listeners
could accurately judge whether they could walk
through the space formed between the boards
(Gordon & Rosenblum, 2004). A follow-up study
revealed that listeners could also successfully judge
whether they could walk under a sound-obstructing
board without ducking. These studies show that per-
ceivers can use spatial aspects of sound to guide
behaviour, and in some cases show accuracy rivalling
visual judgments. In this sense, this research is sup-
portive of the crossmodal functional parity that
may be considered a requisite of a task-based,
cross-sensory spatial mechanism.

Returning to echolocation, there are two other
notable findings consistent with a task-based corti-
cal organisation for space perception. First, there is
evidence that some of the operations used for
visual and echolocated object perception are the
same. This evidence comes from research testing
the size-weight illusion during echolocation. It is
well known that for vision, the perceived weight of
a lifted object depends on its seen size (Ross, 1969;
and see Buckingham, 2014 for a review). Recent
research shows that the illusion works in nearly iden-
tical ways for blind individuals such that an object’s
perceived weight is dependent on its echolocated
size (Buckingham, Milne, Byrne, & Goodale, 2015).
This could mean that the brain treats size infor-
mation extracted from vision and echolocation in
the same way.

Finally, it seems that even very minor visual
decrements can induce a compensatory enhance-
ment in auditory spatial perception. Findings have
shown that individuals with myopia (near-sighted-
ness) have subtly enhanced echolocation and
sound location skills compared to individuals who
have no myopia (Després, Candas, & Dufour, 2005;
Dufour & Gérard, 2000). The authors of these
studies suggest that because glasses, usually worn
at an early age (before some individuals choose to

wear contact lenses) do not correct peripheral
vision, some of the visual spatial input to the brain
is degraded. The brain may then compensate by
enhancing sensitivity to those spatial aspects of
sound. While this study did not involve a neurophy-
siological examination of the finding, it could be that
a task-based part of the visual cortex was enlisted for
this auditory enhancement. Regardless, the ease
with which crossmodal plasticity can occur seems
supportive of a mechanism that can work well
with visual or auditory input.

Vision can act like audition

Arguably, there are more demonstrations of cross-
modal parity in the field of speech perception than
any other research area. Multiple examples show
that visual, and even tactile speech can provide
information comparable to that provided auditorily.
Again, crossmodal parity does not require that per-
formance be equivalent across the modalities.
Instead, parity will show that, because of the avail-
ability of supportive information, the involved mod-
alities have the potential to be used similarly by the
cortical mechanism to support the same function. In
fact, there is evidence that some deaf lipreaders can
understand speech as well as hearing individuals lis-
tening to speech (e.g. Andersson & Lidestam, 2005;
Auer & Bernstein, 2007; Rosenblum, 2010). Also,
both deaf and hearing individuals can be trained
to perceive speech by touching faces and achieve
understanding comparable to when listening to
speech in low-level noise (Reed et al., 1985).

Reports of impressive lipreading abilities are con-
sistent with research showing that much more infor-
mation is available in visible speech—and is used by
perceivers—than was originally thought. The see-
mingly invisible articulatory characteristics of inter-
oral pressure and tongue-back position are available
in visible cheek and jaw movements (Munhall &
Vatikiotis-Bateson, 2004). Even the pitch distinctions
signalling Mandarin tone are visible in cheek and
head motions (Burnham, Ciocca, Lauw, Lau, &
Stokes, 2000; Chen & Massaro, 2008; Smith &
Burnham, 2012).

Next, recall that a superior evaluation of parity
may involve determining the degree to which a
behaviourally relevant task can be supported by the
modalities. In fact, there is evidence that perceiving
speech through either audition or vision can influ-
ence the details of one’s own articulatory behav-
iour.2 Phonetic convergence (also known as speech
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alignment and speech accommodation) describes
the tendency for perceivers to imitate the character-
istics of speech spoken by other talkers. This inad-
vertent imitation not only occurs during live
conversations (e.g. Pardo, 2006) but also when
responding to recorded speech in a laboratory
setting (e.g. Goldinger, 1998). A majority of the
research conducted on the topic has tested how imi-
tation is influenced by heard speech. However,
research conducted in our own lab demonstrates
that visual speech can also influence phonetic con-
vergence. Miller, Sanchez, and Rosenblum (2010)
found that perceivers who shadow (say aloud)
speech they perceive spoken by pre-recorded
talkers converge not only to the speech they hear,
but also the speech they lipread. In fact, when pho-
netic convergence is assessed using the perceptual
judgments of naïve raters (e.g. Goldinger, 1998),
these raters judge utterances of shadowed lipread
speech as sounding more like the auditory utter-
ances of the shadowed talker. The raters are even
able to make crossmodal judgments, judging sha-
dowed utterances they hear as more similar to the
visible (lipread) utterances of the shadowed talker
(Miller et al., 2010). Later, we will discuss how audio-
visually integrated speech can influence conver-
gence. However, the fact that both modalities can
induce convergence on their own provides evidence
for behaviourally relevant crossmodal parity for
auditory and visual speech perception. This makes
it consistent with a supramodal perspective of the
speech brain.

Other behavioural support for parity comes from
evidence that the speech mechanism uses the same
informational dimensions from the visual and audi-
tory signals (for reviews, see Rosenblum, 2005,
2008). For example, both modalities make use of
the abstract, time-varying aspects of their signals.
For audition, it has long been known that speech
can still be perceived after removal of the more
small-scale characteristics of the signal such as
noise-bursts, formants, and transitions. What is left
over in these cases is a set of sine waves that
follow the centre frequencies and amplitudes of
the first three formants of an utterance as it
unfolds over time (e.g. Remez, Rubin, Pisoni, &
Carrell, 1981). Despite their reduced nature, these
sine-wave utterances can be perceived as speech,
and display the many idiosyncratic phenomena
known to occur with normal speech input (Williams,
Verbrugge, & Studdert-Kennedy, 1983). In fact,
similar to how visual speech information can

improve comprehension of natural speech heard
in difficult listening conditions (e.g. Sumby &
Pollack, 1954), sine-wave comprehension is
improved when paired with the visible articulating
face associated with the transformed utterance
(Remez, Fellowes, Pisoni, Goh, & Rubin, 1998).

Work in our laboratory has used an analogous
method to isolate time-varying visual speech infor-
mation. In the point-light speech method, reflective
dots are placed on the face, lips, teeth, and tongue-
tip of a talker (e.g. Rosenblum, Johnson, & Saldaña,
1996; Rosenblum & Saldaña, 1996; see also Jaekl,
Pesquita, Alsius, Munhall, & Soto-Faraco, 2015). The
talker is then videotaped articulating speech under
fluorescent light conditions. The videos are con-
trast-adjusted so that the resultant displays show
only dots moving against a black background.
Importantly, when the videos are paused so that
no movement is seen, participants are unable to
recognise the image as a face. This suggests the
images do not contain any recognisable pictorial
information. However, once the videos are played,
the images are recognisable, and perceivers are
able to lipread from these stimuli nearly as well as
when seeing a regular face (Rosenblum, Johnson,
et al., 1996). Also, as with auditory sine-wave
speech stimuli, point-light stimuli show some of
the same idiosyncratic phenomena known to occur
with regular visual speech (e.g. Rosenblum &
Saldaña, 1996). Additional research on both modal-
ities suggests that the time-varying aspects of the
signal (transitions in and out of vowels) can be
more salient than the steady-state, “canonical” por-
tions (Strange, Jenkins, & Johnson, 1983; Yakel,
2000). Thus, the speech mechanism seems to prior-
itise extraction of time-varying dimensions from
both modalities. The fact that a common character-
istic of information is used for both modalities is con-
sistent with a supramodal mechanism for speech.

Modality-neutral forms of information

Elsewhere we (and others) have argued that the
salient form of speech information itself may be
modality-neutral (amodal) (e.g. Rosenblum, 2004,
2005, 2008; see also Chandrasekaran, Trubanova,
Stillittano, Caplier, & Ghazanfar, 2009; Fowler, 2004;
Summerfield, 1987). From this perspective, the
speech articulators structure the acoustic and optic
signals in a similar way such that the macroscopic
properties of the signals take on the same general
form. As an example, a reversal of an articulatory
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act (mouth opened to closed to opened as in “aba”)
is accompanied by a reversal in the pattern of acous-
tic intensity and spectral structure, as well as a rever-
sal in the resultant optic structure (Summerfield,
1987). In this sense, both media are structured simi-
larly over time, and in a way specific to the articula-
tory act. While the optic and acoustic speech signals
are obviously comprised of different types of energy,
articulation can impose a similar dynamic structure
(e.g. pattern of reversal) on both types of energy
media. Modality-neutral information then, can be
considered as high-order patterns of energetic
change whose abstract form allows it to exist in mul-
tiple energy media.

Support for modality-neutral information comes
from research showing close correspondences
between the optic and acoustic signals (e.g. Chan-
drasekaran et al., 2009; Munhall & Vatikiotis-
Bateson, 1998; Yehia, Kuratate, & Vatikiotis-Bateson,
2002; Yehia, Rubin, & Vatikiotis-Bateson, 1998). For
example, there is now strong evidence for corre-
lations between the temporal characteristics of
visible mouth opening area and formant frequencies
in the acoustic signal (Chandrasekaran et al., 2009).
These correlations are strong enough so that
interpretable auditory speech can actually be
synthesised from parameters extracted from the
visible speech measurements (Yehia et al., 1998). It
could very well be that these strong crossmodal cor-
relations underlie a phenomenon known as the unity
effect for speech perception: Observers seem to have
an especially large perceptual tolerance for asyn-
chronous (but matching) audiovisual speech—vs.
nonspeech—signals (e.g. Vatakis, Ghazanfar, &
Spence, 2008).

We have also considered modality-neutral infor-
mation in the context of audiovisual time-to-arrival
information (Gordon & Rosenblum, 2005; Rosen-
blum, 2004; and see Lee, van der Weel, Hitchcock,
Matejowsky, & Pettigrew, 1992). There is evidence
that for both auditory and visual stimuli, time to
arrival judgments can be made based on a par-
ameter defined by a relative rate of change in the
respective energy media (Lee et al., 1992). For
vision, the parameter can be instantiated in the
changing rate of optical dilation formed by the
approaching object. For audition, the parameter is
potentially available in the changing rate of the
signal’s intensity, spectral structure, or binaural
structure. If the relevant time-to-arrival information
does take on the same form in both modalities, we
reasoned that the perceptual mechanism can

behave in a way that is agnostic about sensory
modality (Gordon & Rosenblum, 2005). If so, then
performance for time-to-arrival judgments should
be comparable whether both modalities continu-
ously convey the information, or the modalities
alternate (every second) during the approach
event. In this latter case, each modality is alternately
interrupted, but continuous time-to-arrival infor-
mation is always present. In a series of experiments,
we found that judgments based on audiovisually
alternating stimuli were as accurate as judgments
based on continuous audiovisual stimuli (see also
Cappe, Thelen, Romei, Thut, & Murray, 2012;
Cappe, Thut, Romei, & Murray, 2009). Potentially,
the perceptual mechanism can make use of
modality-neutral time-to-arrival information regard-
less of the alternating nature of the modality
through which it is presented.

Clearly, an informational form that is modality-
neutral is consistent with a task-based, supramodal
perceptual mechanism. If such a mechanism were
able to extract the same high-order pattern from
different energy media, it would allow for the
parity, primacy of integration, and crossmodal learn-
ing that, we argue, are hallmark properties of the
architecture.

Cross-sensory integration

Speech events

Not only does a supramodal architecture imply a
functional parity between the senses, it also
implies an especially early and automatic process
of integration. Supramodal architecture suggests
that multisensory activations can occur in primary
sensory cortices, or earlier. This would mean that
the involved senses would likely have the chance
to converge early and completely. This fact should
be observable in the behavioural data.

In fact, there is evidence for early and widespread
crossmodal integration of speech perception. Under
normal speech conditions, the presence of visual
speech can both enhance and speed the recognition
of auditory speech. Most obviously, visual speech
can help compensate for auditory speech heard in
noisy environments (e.g. Bernstein, Auer, & Takaya-
nagi, 2004; Sumby & Pollack, 1954). Visual speech
can also help with the understanding of speech
spoken with a heavy accent, or that contains particu-
larly dense content (Arnold & Hill, 2001; Reisberg,
McLean, & Goldfield, 1987). It is known that visual
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speech also facilitates first and second language
acquisition (e.g. Arnold & Hill, 2001; Navarra &
Soto-Faraco, 2007; Reisberg et al., 1987; Teinonen,
Aslin, Alku, & Csibra, 2008). This fact is evidenced
by blind children who take longer than their
sighted counterparts to acquire phonetic distinc-
tions (e.g. /m/ vs. /n/) that are hard to hear but
easy to see (Mills, 1987). These findings, along with
the neurophysiological results discussed above, indi-
cate that visual speech facilitates auditory speech
perception in normal circumstances.

However, some of the most compelling examples
of multimodal speech influences are laboratory
demonstrations using incongruent crossmodal infor-
mation (for reviews, see Dias, Cook, & Rosenblum, in
press; Tiippana, 2014). The well-known McGurk
effect demonstrates how visible speech articulation,
inconsistent with concurrent auditory speech, can
influence reports of “heard speech” (MacDonald &
McGurk, 1978; McGurk & MacDonald, 1976). For
example, when presenting an auditory utterance of
/ba/ with a concurrent visual articulation of /ga/, per-
ceivers will identify the utterance they “hear” as /da/.
This visual influence on auditory speech perception
can be observed even when the visual signal is
reduced to isolated kinematic information (Rosen-
blum & Saldaña, 1996).

The McGurk effect demonstrates the profound
breadth, resiliency, and automaticity of crossmodal
integration. Many different consonant combinations
(e.g. MacDonald & McGurk, 1978; McGurk & MacDo-
nald, 1976) and, more subtly, vowel combinations
(e.g. Massaro & Cohen, 1993; Summerfield &
McGrath, 1984) have been shown to integrate. The
integration of auditory and visual speech infor-
mation occurs across multiple languages (e.g.
Fuster-Duran, 1996; Massaro, Cohen, Gesi, &
Heredia, 1993; Sams, Manninen, Surakka, Helin, &
Kättö, 1998; Sekiyama & Tohkura, 1991, 1993). Per-
ceivers demonstrate the McGurk effect at an early
age (McGurk & MacDonald, 1976), even during
infancy (e.g. Burnham & Dodd, 2004; Desjardins &
Werker, 2004; Rosenblum, Schmuckler, & Johnson,
1997).3 Auditory and visual speech information inte-
grates even when the sensory sources are noticeably
displaced spatially (Bertelson, Vroomen, Wiegeraad,
& de Gelder, 1994) or temporally (Munhall, Gribble,
Sacco, & Ward, 1996; Soto-Faraco & Alsius, 2009). In
fact, even if perceivers are made aware of the discre-
pant nature of the auditory and visual components
of an audiovisual stimulus, they will still report inte-
grated percepts (Bertelson & De Gelder, 2004; Soto-

Faraco & Alsius, 2009). This could suggest that the
supramodal nature of the speech mechanism prohi-
bits access to the unimodal information once that
information is integrated (but see Gentilucci & Catta-
neo, 2005; Ostrand, Blumstein, & Morgan, 2011).

Elsewhere, we have described the behavioural
evidence that speech integration occurs early in
the perception and language process (Rosenblum,
2005; and see Campbell, 2011; Green, 1998; but
see Bernstein, Auer, & Moore, 2004). There is evi-
dence that integration occurs before speech fea-
tures are identified (for a review, see Green, 1998).
Also, there are examples for which the auditory
and visual streams, on their own, are nearly undeci-
pherable, but when together are perceived as coher-
ent speech (e.g. Rosen, Fourcin, & Moore, 1981). This
finding would suggest that at least some integration
must occur before phonetic analysis (e.g. Pardo &
Remez, 2006).

The behavioural evidence for early integration is
consistent with the evidence (above) that auditory
cortex and brainstem respond to visual speech
(Calvert et al., 1997; Musacchia et al., 2006). There
is also a substantial literature concerning multisen-
sory interactions in the auditory cortex as measured
by event related potential (ERP) components N1 and
P2 (see Besle, Bertrand, & Giard, 2009, for a review).
The general finding is that the amplitude and timing
of the N1 and P2 components is attenuated for
audiovisual stimulus presentations relative to
audio-alone (e.g. Besle, Fort, Delpuech, & Giard,
2004; Stekelenburg & Vroomen, 2007, 2012; van
Wassenhove, Grant, & Poeppel, 2005). These effects
co-occur with behavioural measures of crossmodal
integration (Besle et al., 2004). Interestingly, these
effects depend on a listener’s interpretation of the
audiovisual stimuli. Using sine-wave speech, a
recent study found attenuation in P2 for incongru-
ent audiovisual displays, if participants had been
primed to hear sine-wave speech as speech (Baart,
Stekelenburg, & Vroomen, 2014). In contrast, partici-
pants who did not hear sine-wave speech as speech
showed no effect of audiovisual congruency on P2.
This might suggest that N1 responds to general
properties of audiovisual stimuli, while P2 responds
to perceptual information at the level of phonetics.
Regardless, these ERP findings support the notion
that integration occurs early in the perceptual and
linguistic process.

A supramodal speech mechanism also seems
sensitive to haptic and kinaesthetic input. Perceiving
speech by either means is known to influence
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auditory speech to produce McGurk-type effects
(Fowler & Dekle, 1991; Gick & Derrick, 2009; Ito,
Tiede, & Ostry, 2009; Sams, Mottonen, & Sihvonen,
2005). For example, touching an articulating face
as described above can influence heard speech
(Fowler & Dekle, 1991). A tactile sensation of an air
puff on the back of the neck (Gick & Derrick, 2009),
and even to the ankle (Derrick & Gick, 2013), can
provide articulatory aspiration information that can
make an auditory utterance of “ba”, sound like a
“pa”. Next, one’s own articulatory information pro-
vided by voluntary (Sams et al., 2005) and involun-
tary (Ito et al., 2009) mouth movements can
influence auditory speech judgments. Importantly,
all of the participants in these experiments had
normal hearing and vision and had little, if any
experience perceiving speech information from
tactile sources. Still, these novel sources were able
to integrate with and influence auditory speech. As
mentioned above, the fact that cross-sensory
effects can occur without prior association between
the sensory components is fully consistent with a
supramodal mechanism. The mechanism can, in
principle, be reactive to the relevant (modality-
neutral) information in any modality regardless of
experience with the information conveyed in the
modality.

Cross-sensory effects without prior association
have additional implications. The Bayesian approach
to cue integration has been very influential in recent
years (Knill & Pouget, 2004; Ma, Beck, Latham, &
Pouget, 2006). This approach suggests that the
brain can optimally integrate multiple cues (along
with prior expectations) based on probabilities
derived from associative experience between the
cues. The merits of the Bayesian approach to multi-
sensory phenomena are not to be underestimated.
The Bayesian approach has been applied to multi-
sensory speech (e.g. Altieri, Pisoni, & Townsend,
2011; Massaro, 1998) and nonspeech (Battaglia,
Jacobs, & Aslin, 2003; Deneve & Pouget, 2004;
Rohe & Noppeney, 2015; Shams, 2011) perception
and has been used to explain a number of the
phenomenon discussed throughout this report (e.
g. McGurk effect; visual enhancement of speech in
noise; flash illusion).

However, a challenge for the Bayesian approach
is to account for crossmodal influences and transfer
of experience for which no practical opportunities
are available for perceivers to learn the probabilistic
relationships between separate sensory events.
Take, for example, how an aero-tactile stimulus to

the ankle can cause perceivers to identify an acous-
tic utterance of /ba/ as “pa” (Derrick & Gick, 2013).
Certainly, the typical adult perceiver has not spent
meaningful amounts of time in conversation with
others while speaking into each other’s ankles.
Future work on the Bayesian approach will need to
account for these demonstrations.

There is also evidence for influences of inte-
gration on behaviourally relevant responses. Recall
the phenomenon of speech convergence described
earlier. Convergence shows that the talker-specific
information available in either the auditory or
visual modality can influence a listener’s production
responses to sound more like that of the talker. In a
series of studies conducted in our lab, we found that
perceivers converge to the integrated audiovisual
speech they perceive. If perceivers are presented
an audiovisual syllable with incongruent time par-
ameters between the modalities, their production
responses will be a compromise between those
timings (Sanchez, Miller, & Rosenblum, 2010). We
also observed that both signals influence production
responses such that seeing a talker can increase the
amount of convergence to heard speech (Dias &
Rosenblum, 2011). In a follow-up test, we deter-
mined that this increase is dependent on seeing
the articulating mouth (Dias & Rosenblum, 2015a).
This suggests that crossmodal speech integration
can modulate behaviourally relevant responses,
thereby satisfying that aspect of supramodal
architecture.

Nonspeech events

A good portion of the literature on nonspeech cross-
modal integration concerns the influences of vision
and audition on spatial perception. This topic is rel-
evant to the proposed supramodal spatial mechan-
ism discussed above. The well-known ventriloquism
effect is demonstrated when perceivers identify the
location of a sound as shifted so that it seems
closer to a displaced visual stimulus (e.g. Choe,
Welch, Gilford, & Juola, 1975; Frissen, Vroomen, de
Gelder, & Bertelson, 2003; Vroomen & de Gelder,
2004). Conversely, auditory information can shift
the perceived location of visual stimuli, albeit often
to a weaker degree (e.g. Arnott & Goodale, 2006; Ter-
amoto et al., 2010). Importantly, for the original
effect, the influencing visual information seems to
have a direct influence on the auditory cortex
hinting at a supramodal architecture (e.g. Bonath
et al., 2007; for a review, see Chen & Vroomen, 2013).
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Similar crossmodal effects have been observed
for perceived motion. Freeman and Driver (2008)
found that the apparent motion induced by the
ordered visual presentation of three boxes could
be influenced by either the inter-stimulus-interval
between the three box-presentations, or by the
timing of an accompanying sound (beep). Relatedly,
acoustic information for depth can induce percep-
tion of looming motion in static visual stimuli
(Sutherland, Thut, & Romei, 2014).

Recall that much of the recent neurophysiological
support for a spatial supramodal mechanism con-
cerns echolocation. We are unaware of behavioural
examples showing crossmodal integration of echolo-
cation in humans. However, there is relevant evidence
for visual influences on echolocation in bats. Often
echolocation and vision are portrayed as functionally
separate, but complimentary systems in bats (e.g.
Boonman, Bar-On, Cvikel, & Yovel, 2013). However,
there is evidence that when Little Brown bats are pre-
sented with extraneous visible objects, their echolo-
cation accuracy is reduced, often leading to
collisions (e.g. Orbach & Fenton, 2010). Interestingly,
this reduced accuracy only occured when bats were
presented with extraneous visible objects similar to
those they were echolocating. Irrelevant visual
stimuli such as overall changes in illumation did not
have this effect. Relatedly, the simple distress calls of
other bats also did not reduce accuracy. These facts
led the researchers to conclude that the presence of
visual objects does not act as a simple distraction,
but actually integrates with the echolocated signal
to influence performance (Orbach & Fenton, 2010).
There is also evidence that Big Brown bats integrate
echolocation, visual, and vestibular senses in orient-
ing their heads during prey capture (Horowitz,
Cheney, & Simmons, 2004).

There is relevant human research on an area
closely related to echolocation. Typically, the term
echolocation refers to active instances in which the
listener produces their own emitted sound (e.g.
bat chirps; human tongue clicks or footsteps). In
fact, a majority of the neurophysiological research
on the topic is based on active echolocation.
However, it is also known that humans and other
animals can use passive echolocation: instances in
which perceived reflections are created from a
sound source external to the perceiver (e.g.
Ashmead et al., 1998). Passive echolocation (or use
of reflected/reverberant structure) is what enables
us to hear the size of the room we occupy, as well
as its surface materials (e.g. a gym locker room vs.

walk-in closet). In these cases, the salient reflected
sound could be created from sound sources such
as the talking of other people or even a room’s ven-
tilation system. It is this type of reflected structure
that is simulated when sound engineers add
reverb, echo, and delay to make a sound, a music
performance, or a movie scene location seem, say,
larger. It is unclear whether the same perceptual
mechanism is used for active and passive echoloca-
tion. However, it is noteworthy that some of the orig-
inal echolocation research conducted in the 1950s
used external sound sources such as white noise
and clicks produced distally from the listener (for a
review, see Kolarik, Cirstea, et al., 2014).

Human passive echolocation is often studied in
the context of concert hall and virtual reality
research. In these studies, some source (or simulated
source) emits a sound and perceivers are asked to
judge properties of the space (e.g. concert hall)
based on how it reflects the emanating sound.
Research has shown that audiovisual integration
can occur in these contexts. For example, the
visible size of a concert space can influence auditory
distance judgments (Maempel & Jentsch, 2013) as
well as more expert auditory judgments such as
“source width” and “listener envelopment” (Valente
& Braasch, 2010). In virtual reality systems, judg-
ments of auditory source distance and source
width can be influenced by the quality of the
visual simulation (Larsson, Västfjäll, & Kleiner,
2001). Conversely, the perceived quality of the
visual simulation of a room is strongly influenced
by the quality of the accompanying auditory simu-
lation (for a review, see Hulusic et al., 2012). Finally,
while not integration as such, there is evidence
that observers can use a room’s sound reflections
to match to photographs of those spaces (e.g.
Robart & Rosenblum, 2005; see also Scharine,
Letowski, Mermagen, & Henry, 2010).

Beyond spatial perception, there are examples of
audiovisual event integration. We have shown that
seeing a cello being plucked or bowed can influence
auditory judgments of plucked vs. bowed notes
(Saldaña & Rosenblum, 1993). Relatedly, auditory
judgments of a marimba note’s duration can be
influenced by a video of a player “sustaining” a
marimba note (Schutz & Lipscomb, 2007). Similar
cross-sensory influences in music include singer
facial expression and body movements influencing
“heard” song emotion (e.g. Thompson, Russo, &
Quinto, 2008; Vines, Krumhansl, Wanderley, Dalca,
& Levitin, 2011; Vuoskoski, Thompson, Clarke, &
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Spence, 2014). Visible facial emotion can also influ-
ence heard pitch relations (Thompson, Russo, &
Livingstone, 2010).

Possibly the most studied nonspeech case of
audiovisual event integration is the sound-induced
flash illusion (Shams, Kamitani, & Shimojo, 2000,
2002). In this effect, auditory beeps can modulate
perception of visual flash stimuli so that the
number of reported flashes depends on the
number of beeps heard. Typically, a single flash is
made to look like a quick double flash when
accompanied by two quick beeps. The reverse can
also occur so that the number of heard beeps is
influenced by the number of flashes presented.
The original illusion is very robust, working with
different types of flashes and sounds. Like the
McGurk effect, the illusion is also resistant to
outside knowledge and even feedback training (for
a review, see Shams & Kim, 2010). This perceptual
robustness is consistent with neurophysiological
findings on the effect. Measures of ERP in primary
visual cortex show that an illusory, sound-induced
flash creates similar activity to when an actual flash
is presented (Shams, Kamitani, Thompson, &
Shimojo, 2001). Similar results have been observed
in primary visual cortex using magnetoencephalo-
graphy and functional magnetic resonance
imaging measures (Shams, Iwaki, Chawla, & Bhatta-
charya, 2005; Watkins, Shams, Tanaka, Haynes, &
Rees, 2006). This crossmodal cortical activation is
consistent with a supramodal architecture.

In sum, the ubiquity and primacy of crossmodal
integration is supportive of a supramodal architec-
ture. These crossmodal effects seem especially pro-
minent in functions that have been shown to have
neurophysiological support for a supramodal mech-
anism (e.g. speech and spatial perception). In the
next section, we will present research supporting
another behavioural outcome of this architecture:
crossmodal transfer of experience.

Crossmodal transfer of experience

Another prediction of a supramodal architecture is
that the senses involved in a mechanism should
be able to share their experience. If a mechanism
is working with a modality-neutral form of infor-
mation, then learning to better use this information
should benefit any sense in which the information is
available. In other words, the benefits of perceptual
experience should be transferable between the
involved modalities.

In fact, there is evidence that the speech experi-
ence gained by audition can be shared with vision
and vice versa (Rosenblum, Miller, & Sanchez, 2007;
Sanchez, Dias, & Rosenblum, 2013). It is known
that for both modalities, gaining experience with a
specific talker can improve recognition of that
talker’s speech (for reviews, see Nygaard, 2005;
Rosenblum, 2005). Perceivers are better at under-
standing the speech-in-noise of familiar talkers and
are better at lipreading from talkers with whom
they have experience (see also Lander & Davies,
2008). These talker familiarity effects are thought to
be based on perceivers gaining experience with a
talker’s idiosyncratic manner of speaking—or idio-
lect. Importantly, idiolect is a property of articulatory
style and not tied to any modality: It is an amodal
parameter available in multiple modalities. In fact
the idiolectic information available in auditory and
visual speech can actually allow perceivers to
match a talker’s face to their voice and vice versa
(e.g. Lachs & Pisoni, 2004a, 2004b, 2004c; Rosen-
blum, Smith, Nichols, Hale, & Lee, 2006).

Thus, there is amodal talker idiolect information
available in both modalities that, when learned,
can facilitate speech perception in both modalities.
It stands to reason then that the talker-experience
gained in one modality should transfer to help
speech perception in the other. For example, lip-
reading a specific talker for some period of time
should facilitate auditory perception of that talker’s
speech and vice versa. We tested this prediction in
a series of projects. In a first project, we gave partici-
pants one hour of experience lipreading simple sen-
tences from a single speaker (Rosenblum et al.,
2007). Participants were asked to recognise as
many words as they could from the sentences, and
were given feedback after each response. After the
lipreading task, participants were given an unex-
pected auditory speech-in-noise test. For this task,
participants listened to a new set of sentences,
and identified as many words as they could. Impor-
tantly, for half of the participants, the auditory sen-
tences were produced by the same speaker they
had just lipread. The other half of the participants
heard speech from a talker different from the one
they had lipread. Results showed that the partici-
pants who listened to the speech of the speaker
they had previously lipread, performed better on
the speech-in-noise test. The experience participants
gained from lipreading a talker was transferred
crossmodally, allowing them to better understand
that talker’s speech auditorily.
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In a second study, we reversed the modalities so
that participants became familiar with a talker audi-
torily, and were then tested on their lipreading of
that talker, as well as a new talker (Sanchez et al.,
2013). Results showed that participants were better
at lipreading from the talker they had just heard.
This study also showed that the same-talker advan-
tage occurred regardless of whether the same
words, or new words were used between the audi-
tory and lipreading tasks. This result suggests that
some of the idiolectic information transferred
across modalities is not tied to particular words.
Instead, the relevant information is likely maintained
at a more fundamental gestural level. Together,
these studies suggest that perceptual experience
with a speaker is not simply relevant to the modality
through which it is originally acquired. Instead, the
experience can be shared across modalities allowing
us to see or hear familiar talkers more easily. The rel-
evant speech mechanism seems designed around
the task of familiar talker perception rather than
around a specific sensory modality.

Other examples of crossmodal sharing of percep-
tual experience exist outside the speech domain.
Many of these examples involve perceptual afteref-
fects. Aftereffects typically involve repeated stimu-
lation of one type (e.g. downward visual motion)
inducing adaptation, so that subsequent perception
becomes more sensitive to—or even spuriously
experienced as—the opposite type of stimulation
(e.g. upward motion). In crossmodal adaptation
effects, adaptation to one sense induces aftereffects
in another. For example, following adaptation to
visual horizontal motion in one direction, perceivers
spuriously identify stationary sounds as moving in
the opposite direction (Ehrenstein & Reinhardt-
Rutland, 1996). Similarly, adaptation to visibly
approaching images induces opposite changes in
auditory perception (erroneous perception of
decreasing loudness) (Kitagawa & Ichihara, 2002).
In another example, listening to a rapid auditory
signal can make the perceived rate of a comparably
paced visual signal seem slower and vice versa
(Levitan, Ban, Stiles, & Shimojo, 2015).

Importantly, in all of these examples, crossmodal
aftereffects occurred despite the auditory and visual
components never being presented together. This is
also true of our experiments showing crossmodal
transfer of talker information: perceivers never
experienced a combined audiovisual presentation
of the talkers. The fact that bimodal associative
experience is unnecessary for crossmodal learning

transfer is noteworthy. This suggests that a supra-
modal mechanism can improve its extraction of
(potentially) modality-neutral information from a
single modality, such that this improvement can
be later applied to extraction of that information
from other modalities. No bimodal experience is
required for the modalities to share their experience.
As intimated above, these findings would seem to
pose a challenge to purely Bayesian accounts of
multisensory perception.This being said, there are
certainly instances for which having bimodal experi-
ence can improve crossmodal sharing of experience
(for a review, see Shams, Wozny, Kim, & Seitz, 2011).
However, a supramodal mechanism, which can use
modality-neutral information, allows crossmodal
sharing to occur without requiring bimodal
experience.

Regarding echolocation, we are unaware of
human research showing crossmodal transfer of
learning. However, there are relevant findings on
dolphins. Dolphins show an impressive ability to
match a novel object they have seen to that object
when echolocating, and vice versa (Pack &
Herman, 1995; Pack, Herman, Hoffmann-Kuhnt, &
Branstetter, 2002). Dolphins are able to make these
matches with 95% accuracy and can even indicate
when the correct match is omitted from the test
set (Pack et al., 2002). There is also evidence that
the learning dolphins obtain through vision can be
transferred to improve echolocation performance
(Kuczaj, Solangi, Hoffland, & Romagnoli, 2008). In
one study, dolphins were taught to visually discrimi-
nate five novel hand-arm gestures performed by a
trainer. The gestures communicated which trick
the dolphins should perform. After visual training,
the trainer performed the gestures behind a screen
that blocked the dolphins’ vision but allowed echo-
location. The dolphins were able to use echolocation
to successfully discriminate the gestures to perform
the correct tricks. The dolphins transferred their
visual learning to their echolocation performance.

There is also a sizable literature on selective adap-
tation of crossmodal speech (for a review, see Samuel
& Lieblich, 2014). Interestingly, these studies are typi-
cally interpreted as failing to show significant cross-
modal adaptation. In one example, a silent video of
a talker articulating “ba” was repeatedly shown to
perceivers (Roberts & Summerfield, 1981). Perceivers
were then asked to identify a continuum series of
nine auditory syllables that ranged from a clear “ba”
to a clear “da” with more ambiguous “ba/da” sylla-
bles in between. Past research had shown that

JOURNAL OF COGNITIVE PSYCHOLOGY 77



hearing a repeated audio “ba” would make more syl-
lables in the continuum sound like “da”: a speech
selective adaptation effect. However, the visual “ba”
failed to induce the same adaptation. In addition, a
repeated audiovisual syllable comprised of an audio
“ba” and visual “ga” (mostly perceived as “da”)
induced adaptation based solely on the audio “ba”
component. This and other studies (e.g. Roberts &
Summerfield, 1981; Saldaña & Rosenblum, 1994;
Samuel & Lieblich, 2014; and for a review, see Dias,
Cook, & Rosenblum, 2016), have been interpreted
as evidence that selective adaptation in speech
depends on the unisensory information in the
signal, and not the bimodal, phonetic information.
This interpretation is clearly antithetical to a supra-
modal account of speech perception.

However, recent research conducted in our lab
suggests that crossmodal selective adaptation of
speech can occur. We have recently conducted a
meta-analysis incorporating the results of Roberts
and Summerfield (1981) with data from our own
tests (Dias & Rosenblum, 2015b). This meta-analysis
suggests that though crossmodal adaptation
effects are small, they are consistent across multiple
studies. Based on this finding, we conducted a
follow-up experiment using larger samples sizes.
This experiment revealed that adaptation to pho-
netic information can induce significant crossmodal
aftereffects. Adaptation of visual speech syllables
can change categorisation of auditory speech and
vice versa (Dias & Rosenblum, 2015b).

Clearly, more research is required to flesh-out
crossmodal speech adaptation and why it may be
so much smaller than unimodal adaptation.
However, it should be noted that other examples
of crossmodal speech adaptation do exist—invol-
ving kinaesthetic, rather than visual, information.
There is evidence that silently mouthing a syllable
(“ba”) to one’s self can change the way a continuum
of related syllables (“ba” to “da”) is perceived
(Cooper, 1975; Cooper, Billings, & Cole, 1976). Con-
versely, hearing a repeated syllable can affect how
one then articulates a related syllable (i.e. in a direc-
tion away from the heard syllable) (Cooper & Laurit-
sen, 1974). Together with our recent meta-analysis
and large participant-number experiment, these
results suggest that selective adaptation can modu-
late speech perception across sensory modalities,
providing another demonstration of how the modal-
ities can share their perceptual experience.4

Finally, there are crossmodal adaptation effects
that do not involve audition. For example,

adaptation to visual motion in one vertical direction
transfers to perceived tactile motion in the opposite
direction, and vice versa (Konkle, Wang, Hayward, &
Moore, 2009). Also, visually adapting to a smiling
face can make a touched face seem less happy
and vice versa (Matsumiya, 2013). With regard to
this latter example, there is other research suppor-
tive of a supramodal task-based mechanism for
face perception (for a review, see Matsumiya, 2013).

In sum, there is mounting evidence that the
senses can share their experience. Perceptual learn-
ing can be transferred across sensory systems, and
selective adaptation of one sense can influence
another. This sharing of experience seems especially
prevalent in sensory functions and tasks for which a
supramodal mechanism seems viable. The fact that
crossmodal sharing of experience can occur
without prior bimodal exposure to that experience
(a possible problem for Bayesian accounts) could
be based on the workings of a supramodal mechan-
ism that makes use of information that takes a
modality-neutral form.

Conclusions

Certainly, further neurophysiological and behav-
ioural research is needed to test the viability of a
supramodal architecture as it pertains to audition.
For example, much of the supportive neurophysiolo-
gical research has tested individuals with sensory
impairments. This strategy can reveal the cortical
potential resulting from compensatory-based per-
ceptual expertise. However, more research needs
to examine the viability of supramodal architecture
in sensory-intact individuals. This research can test
for the architecture under conditions of normal per-
ception, as well as when the senses are temporarily
deprived or distorted. Supramodal organisation
should be a general strategy, and not simply
reserved for just sensory loss. For instance, much
of the neurophysiological support for crossmodal
cortical activation for echolocation has been based
on imaging of early blind individuals. However, it
could very well be that this crossmodal activation
will occur comparably in sighted individuals given
substantial practice in echolocating, or when visually
deprived for a few hours. Further neurophysiological
work on sensory-intact individuals will help address
these possibilities.

Another area for future research is testing behav-
iourally relevant auditory perception. Arguably, the
most sensible way to evaluate crossmodal parity is
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to determine if the involved senses can guide suc-
cessful behaviour in a comparable manner. Unfortu-
nately, relatively little auditory research has been
designed to test behaviourally relevant perform-
ance. Likewise, there has been little research
designed to directly compare behaviourally relevant
performance across modalities. Future research
along these lines would address the crossmodal
parity implication of the supramodal architecture.

Next, while substantial research has been con-
ducted on crossmodal integration of speech
events, less has been conducted on integration of
nonspeech events. Arguably, one reason that multi-
sensory speech has been such a fruitful research
area is that its core phenomenon—The McGurk
Effect—is based on integration of complex infor-
mation sources for a real-world distal event. There
is currently no analogous effect for nonspeech per-
ception. While the multisensory research on the ven-
triloquist and sound-induced flash illusions has been
invaluable, establishing a true nonspeech analogue
to a McGurk effect could allow for a more detailed
understanding of event integration.

Other research should explore how auditory
speech integrates with tactile speech perception.
While certainly not an everyday skill for most of us,
auditory-tactile integration provides an interesting
tool with which to study the issue of how prior
bimodal experience, or lack thereof, bears on multi-
sensory integration. Relatedly, understanding how
the senses can share their experience should be an
important area of future research. Multisensory
learning has become an important research area.
Examining whether this sharing can occur without
bimodal experience, as the supramodal architecture
implies, could add critical information to this litera-
ture. Conversely, determining how bimodal experi-
ence can enhance this learning is also an
interesting question.

In sum, the new conception of a supramodal
brain architecture poses important questions about
audition, the other senses, and their integration.
Consequently, our understanding of how audition
is used by the brain to support behaviour may
need to broaden.

Notes

1. Here the term task is given its most functional defi-
nition. The term refers to the recovery of distal
event properties (spatial layout of objects and sur-
faces; articulatory acts of a speaker) that can be

used to guide successful behaviour (navigating an
environment; guiding a speech production
response). No other assumptions about sub-com-
ponents of a task are made.

2. There is vast literature on the link between
speech perception and production which has
inspired at least two theories of speech percep-
tion (e.g. Fowler, 1986, 2004; Galantucci, Fowler,
& Turvey, 2006; Liberman & Mattingly, 1985).
While some of this literature is relevant to multi-
sensory perception – and is cited here (e.g. Dias
& Rosenblum, 2015a; Sanchez et al., 2010) –
readers can refer to these other sources for non-
related findings on perception-production links.

3. Developmental research shows that there are
changes in the strength of the McGurk effect
throughout childhood (Dupont, Aubin, & Menard,
2005; McGurk & MacDonald, 1976), with a notable
decrease when children are learning to read
(Jerger, Damian, Spence, Tye-Murray, & Abdi, 2009).

4. It should be noted that besides instances for which
unimodal speech experience can influence speech
perception in another modality, there are many
instances for which bimodal speech experience
can later influence perception in one of the involved
modalities. For example, it is well known that
adding a visual speech component to train percei-
vers to better hear degraded auditory speech
improves later perception of degraded auditory
speech alone (e.g. Eberhardt, Auer, & Bernstein,
2014). Relatedly, adding visual speech to an ambig-
uous auditory speech syllable will act to recalibrate
the auditory syllable so that it is unambiguously
interpreted as that indicated by the visual stimulus
(for a review, see Vroomen & Baart, 2012). For
example, an ambiguous auditory token as likely to
be heard as a “ba” or “da”, when dubbed with a
video of a face clearly articulating “ba”, will lead
the auditory syllable to later be heard as an unam-
biguous “ba”. While these examples certainly show
how bimodal experience can fine-tune perception
of unimodal speech, they do not serve to demon-
strate how experience can be shared across individ-
ual modalities—which is the point of this section of
the paper.
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