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Acoustic direction of arrival estimation methods allows positional information about sound
sources to be transmitted over a network using minimal bandwidth. For these purposes, methods
that prioritize low computational overhead and consistent accuracy under non-ideal conditions
are preferred. The estimation method introduced in this paper uses a set of steered beams
to estimate directional energy at sparsely distributed orientations around a spherical micro-
phone array. By iteratively adjusting beam orientations based on the orientation of maximum
energy, an accurate orientation estimate of a sound source may be produced with minimal
computational cost. Incorporating conditions based on temporal smoothing and diffuse energy
estimation further refines this process. Testing under simulated conditions indicates favor-
able accuracy under reverberation and source discrimination when compared with several
other contemporary localization methods. Outcomes include an average localization error of
less than 10° under 2 s of reverberation time (T60) and the potential to separate up to four
sound sources under the same conditions. Results from testing in a laboratory environment
demonstrate potential for integration into real-time frameworks.

0 INTRODUCTION

Positional information about speech sources within a
space is a vital property for internet-based audio applica-
tions. Such information may be used in object-based audio
encoding schemes to efficiently reproduce the spatial qual-
ities of a sound scene [1]. For scenarios such as teleconfer-
encing, real-time positional information is required to accu-
rately convey the scene as it evolves. Acoustic Direction of
Arrival (DOA) estimators are ideal tools for generating this
data, since they achieve high temporal resolution compared
to their visual counterparts, and do not require computation-
ally expensive models to infer acoustic activity [2]. Several
microphone array geometries have been developed for the
purpose of sound source localization, but spherical micro-
phone arrays (SMAs) are particularly interesting since they
are compact, are capable of generating high-resolution spa-
tial data, and maintain their performance characteristics
over the entire spherical surface [3, 4].

In the past couple decades, a variety of DOA estimation
algorithms have been developed for applications like acous-
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tic mapping, speech enhancement, or robot audition. The
proliferation of smart devices and sophisticated telecommu-
nications technology has broadened the scope of applica-
tion for these algorithms beyond conference rooms into far
more dynamic classrooms and multipurpose spaces, where
reverberation and noise characteristics can vary wildly [5,
6]. Such contexts require an algorithm that is capable of
producing high temporal accuracy and low error variance
to capture the varying characteristics of speech activity de-
spite non-ideal conditions.

Acoustic DOA estimation methods can be broadly sorted
into grid search, region contraction, subspace analysis, and
intensity vector. Grid search is performed by producing a
uniform set of coordinates over the surface of interest and
then measuring the power at each coordinate using a spatial
filter. The Steered Response Power (SRP) method is the
simplest grid-based technique. Although computationally
expensive, it is robust to room reverberation [7].

Region-contraction techniques aim to lower the compu-
tational cost of grid search by either progressively reducing
the search region or decomposing it into multiple smaller
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regions. Coarse-to-Fine Region Contraction (CFRC) [8]
performs estimation by first evaluating a coarse grid over
the total search region for response power and then select-
ing a subset of grid coordinates with the largest response
power values to define the boundaries of a reduced search
region. Iterating these steps while increasing grid density
as the search region is reduced produces accurate DOA es-
timates with fewer beams than a single search at a fixed res-
olution. Stochastic Region Contraction (SRC) [9] operates
similarly, but beam steering vectors are randomly generated
within the search region, rather than selected from a grid.

Subspace analysis methods like Multiple Signal Classifi-
cation (MUSIC) [10] and Eigenbeam Estimation of Signal
Parameters with Rotationally Invariant Techniques (EB-
ESPRIT) [11] take advantage of the correlations between
input vectors to extract signal parameters. Eigenbeam (EB)-
MUSIC [12] and EB-ESPRIT [13] correlate subsets of the
signals in the spherical harmonics domain to directly ex-
tract DOA information. Unlike EB-MUSIC, which requires
a grid search, EB-ESPRIT directly obtains directional pa-
rameters from the array data, which affords significant
computational efficiency. These methods tend to fail in the
presence of room reflections because of rank-reduction in
the spatial covariance matrix caused by coherent signals,
though more recent formulations have attempted to address
this [14-16].

Finally intensity vector methods utilize the pressure and
particle velocity to determine the direction of energy flow
[17]. Pseudo-intensity vector (PIV) methods approximate
particle velocity with directional pressure measurements
[18], negating the need for particle velocity sensors. The
PIV method for spherical arrays [19] is extremely effi-
cient in its use of eigenbeams for directional pressure mea-
surement, and extensions further improve accuracy and
efficiency [20, 21]. However, under multiple-source con-
ditions, moderate reverberation, and large source-receiver
distances, the performance of the PIV method degrades
considerably [22].

This paper introduces the sparse iterative search (SIS)
technique. This method aims to address the trade-off per-
ceived in the above techniques, where algorithms may be
efficient but fail in highly reverberant conditions or are
acoustically robust but computationally expensive. Instead,
this method utilizes modal beamforming to both produce
accurate DOA estimates under high reverberation and in-
cur minimal latency. After the technical background is ad-
dressed, the methodology will be discussed and compared
to several other contemporary localization methods under
a variety of conditions to assess performance.

1 TECHNICAL BACKGROUND

1.1 Spherical Harmonics

Efficient SMA operation is dependent on spherical har-
monic decomposition. A brief review is given here, but a
thorough introduction to SMA theory and operation may
be found in [23] and [24]. A point in spherical coordinates
is defined (r, ¢, 6), where r is the radius, ¢ is azimuth, and
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0 is elevation. A pressure field at this point is described by
pk, r, 6, ¢), with wave number k. Using the Spherical
Fourier Transform produces the spherical harmonic repre-
sentation of the sound pressure at this point,

27 b4

pim(k, 1) = / / plk, .0, $)Y" (0, b)* sin 6d6d P,
0 0

(1)

where (-)* is the complex conjugate. Y;" are the spherical
harmonics of order / and degree m, given by
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where P! is the associated Legendre function, and
i =1

An incident plane wave upon a sphere with radius r, can
be described with this spherical harmonic representation,

pin(k, 1) = A(K)bi(krg)Y" (6, $), 3

where A is amplitude and b; is modal gain or mode strength.
For arigid spherical array, the modal gain term is described
as
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where j; is the spherical Bessel function, h§2) is the spherical
Hankel function of the second kind, and (-)’ denotes the
derivative.

A plane-wave decomposition beamformer is created by
compensating for the modal gain and incorporating a steer-
ing vector composed of spherical harmonics. This spatially
filters the signal from the array so that the array output is
only acoustic information along the orientation of interest,
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where (8,4, ¢4) is the orientation of interest. For an SMA
with Q discrete elements located at (7, ¢, 6,), the Spherical
Fourier Transform is an approximate sum over pressure
values from each element over the surface of the sphere,

0
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This approximation limits the order of harmonic de-
composition. Although an infinite-order beamformer would
produce a delta function along the orientation of interest,
the order-limited case is described by

L

[
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where L is the maximum harmonic order, and describes a
main lobe with non-zero angular width.
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An SRP map is generated by computing steered beams
over a grid of angular coordinates over the surface of inter-
est. The map may be described using

M (Qs) =Y 1yk, Q)1 ®)
k

where . is the beamformer output over the set of orienta-
tions and €2 is a set of all grid coordinates to be searched in
terms of azimuth and elevation. A single source is localized
by finding the maximum value in the output map,

Quax = arg n%zax M(Qs), ©)]
N

while multiple sources may be detected by using a peak-
detection algorithm.

Since this technique is based on spatial filtering, array
response at a grid point contains reduced noise from room
reflections. An array capable of infinite-order harmonic
decomposition could theoretically produce exact DOA co-
ordinates but would require infinitely many spatial filters to
do so. An order-limited array has reduced accuracy because
of wider beampatterns, but fewer beams are required to fully
map the surface. This provides part of the motivation for
the SIS method.

2 SPARSE ITERATIVE SEARCH

SIS takes advantage of several basic properties to lo-
calize sources efficiently. First a frame of speech data, as
taken by the Short-Time Fourier Transform, is most likely
to have a spatial energy distribution that is convex upwards,
even with multiple speakers present [25]. Second small
changes in the steering vector produce changes in the en-
ergy recorded by a beam, with more drastic changes in
higher-order beams. This allows steered-beam search tech-
niques to improve in accuracy with increased grid density.
Finally order-limited beams have a wider spatial pattern,
which allows low-resolution sensitivity to the energy over
the entire spherical surface with a small number of beams.
The utilization of all these features is what differentiates
SIS from other region contraction methods. Each beam de-
fines its own search region, and each iteration selects the
region with maximum energy for continued refinement.

For each frame of audio data, initial steering vectors
are pre-selected to produce uniform coverage based on ei-
ther equal-angular arc (2nt/N, where N is the number of
beams used), the Platonic solids, or nearly-uniform distri-
butions [26]. The DOA of maximum energy is returned via
Eq. (9). This is an extremely sparse form of the SRP method
until this point. When the direction of maximum energy is
returned, a new set of beams is generated using uniform
random sampling within a spherical section centered on
Qmax With conical angle ¢ = 27t/N. Again the orientation of
maximum energy is found, and the search region described
by c is further reduced according to ¢ = 2n/IN, where [ is
the iteration number. Fig. 1 demonstrates this process.

To further refine the accuracy of this process, two addi-
tional functions are used. First a primary beam is selected,
in addition to the search beams, to be steered along the
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Fig. 1. A visual representation of the Sparse Iterative Search (SIS)
method for four beam steering vectors and four iterations. Steering
vector orientations are denoted by black lines, and search sectors
are the light gray regions over the sphere in dark gray. Initially
beam orientations are evenly distributed around the sphere (a). For
subsequent iterations (b—d), the beam orientation vectors are cho-
sen via uniform sampling from the best of several search sectors
corresponding to each beam.

direction returned from the prior frame of audio data. By
averaging the results of F previous frames and rejecting
frames that produce large angular deviations D over short
time intervals, a form of temporal smoothing that reduces
the variance of the results may be achieved. Second, on
the initial grid-based estimation step, a coarse estimate of
diffuse energy over the sphere may be measured by taking
the average energy recorded by all beams. Accuracy may
then be further improved by rejecting frames that do not
exceed a direct-to-diffuse ratio threshold R, as measured by
comparing the maximum recorded energy to the average,
since these frames are more likely to be dominated by room
reflections.
A step-by-step breakdown of the method is:

1. Initialize: Initialize N beams, [ iterations, F' frames
in memory buffer, deviation threshold D, and energy
threshold R.

2. Generate: Generate N uniformly spaced beams over

sphere.

Test: If D or R criteria are not met, discard frame.

4. Tterate: Find 2,,.x. In section ¢ = 27t/IN centered on
Qmax, generate new N beams. Repeat for [ iterations.

5. Return: Save Q. in buffer and keep result.

(O8]

3 EVALUATION

The SIS algorithm was tested under simulated condi-
tions to measure performance under varying reverberation
time (RT), source-receiver distances, and angular separa-
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Table 1. Direct-to-reverberant (DRR) ratios for the selected
reverberation times (T60) used in this study.

T60 (s) 04 0.6 0.8 1.0 1.5 2.0

DRR (dB) 1172 6.69 427 291 1.02  0.02

Table 2. Direct-to-reverberant ratios (DRR) for the selected
source-receiver (S-R) distances used in this study for a T60 of
0.4 s.

S-R (m) 3 4 5 6 7

DRR (dB) 10.72 8.58 6.85 5.78 44

tion with multiple sources. A real-time system was also
developed to demonstrate practical operation.

3.1 Simulated Data

For all simulated trials, Spherical Microphone Array Im-
pulse Response Generator [27] was used to produce room
impulse responses (IRs). A 16 x 14 x 10—-m room was
generated, and a virtual 16-channel array with 2.5-cm ra-
dius was positioned at the center. The dimensions of the
room and array geometry were chosen to achieve parity
with the physical equipment and laboratory space used for
real-world testing.

Anechoic speech recordings were taken from the
Archimedes Project [28], of which 2-s segments were con-
volved with the IRs to simulate static speech sources within
the room. White Gaussian noise was added to the simu-
lated array data to lower the SNR to 25 dB to account for
array noise. Since significant spatial aliasing [24] occurs at
frequencies higher than 4 kHz, for this array design [29],
simulations were processed at a sampling frequency of 8
kHz with a frame size of 32 samples and 50% overlap
between frames. The Direct-to-Reverberant Ratio (DRR)
for the varying test conditions are shown in Tables 1 and
2 for reverberation and source-receiver distances respec-
tively. To produce error estimates, the true position of the
source(s) relative to the virtual array, u, was compared to
the estimated position, @1, using

e =cos '(u’a). (10)

To optimize SIS performance, trials were run to deter-
mine parameters that maximize accuracy while minimizing
latency. Figs. 2 and 3 show the respective average angular
error and processing time per frame of audio data as the
number of iterations and generated beams are varied. The
values were produced using 1,000 estimates generated from
the simulated dataset under 0.4 s reverberation time (T60).
Cases with only a single beam or iteration were omitted,
since a single beam will not provide differential energy es-
timates, and SIS using a single iteration is simply a sparse
SRP search.

These figures indicate that accuracy is dependent on both
beams and iterations, and only a small number of beams
and iterations are required to produce low estimation error.
However the computational cost is dependent on the num-
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Fig. 2. Average error for varying number of steered first-order
beams generated and number of iterations (color online). Lighter
regions correspond to lower error, and darker regions indicate
higher error.
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Fig. 3. Average frame processing time varying with number of
steered first-order beams and iterations (color online). Lighter
regions correspond to low latency, and dark regions indicate high
latency. Values were generated in MATLAB and are expected to
be much lower for real-time applications.

ber of iterations performed. Optimal performance, with low
latency and high accuracy, may then be achieved using a
small number of iterations with a larger number of beams.
Therefore two iterations (/ = 2) and 12 first-order beams
(N = 12) were used for all of the following experiments.
To evaluate the smoothing operation, 100 trials were run
on the simulated dataset using 2.0-s RT (T60), with 1,000
frames per trial for each value of D and F. The average
interquartile range of the estimation error and percentage
of estimates returned relative to the total number of frames
in each trial were calculated. Results are shown in Fig. 4.
Although the error range is small for small values of D,
the percentage of estimates returned in each trial is very
low, regardless of the number of frames stored in memory.
Larger values of D (>25°) are less effective at reducing
error variance but return a higher percentage of frames,
especially for smaller F values. This evaluation indicates
that there is a trade-off in spatial versus temporal accuracy
dependent on the value of D chosen, mitigated by select-
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Fig. 4. Average interquartile error range and percentage of esti-
mates generated relative to total frames of audio data for varying
deviation threshold and frames used for smoothing (color online).
Each line denotes a different number of frames in memory.

ing a small F. With this in mind, all subsequent experi-
ments were conducted using a memory buffer of five frames
(F = 5) to store and average prior coordinate data, corre-
sponding to a time interval of 20 ms. The deviation thresh-
old D was set to 17°.

SIS is evaluated against several other DOA estimation
methods to benchmark its performance. SRP represents the
basic grid-search technique, and CFRC and SRC are region-
contraction algorithms. Each of these methods used second-
order beampatterns. A 5° grid spacing (2,592 beams) was
used for SRP since improvements in accuracy under the
given test conditions are marginal and increased grid den-
sity results in excessive computational cost [30].

CFRC and SRC are region-contraction techniques that
generate coarse maps of the spherical surface and iter-
atively reduce the search region by retaining points that
return the largest power values and then using the points
to describe a smaller region containing the source DOA.
CFRC uses a coordinate grid to generate steering vectors,
while SRC randomly generates steering vectors. CFRC had
initial parameters of 162 grid points (based on a 20° grid
spacing), and 50 retained points for region definition, with
the number of retained points decreasing per iteration and
grid points varying to a minimum value of 49 after five iter-
ations based on grid density. Similarly, SRC was initialized
with 100 randomly generated orientations and 50 retained
points for region definition, varying to a minimum of 67 ori-
entations after five iterations. These steered-beam methods
used a threshold based on the range of beam power values
recorded to minimize responses during reverberation.

A recent formulation of the EB-ESPRIT algorithm [16],
which addresses error due to ambiguity and singularities
at the array poles, was used to represent subspace local-
ization methods. The PIV method was also utilized in its
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original form [19]. The Direct-Path Dominance (DPD) test
[31] is a technique for selecting audio data that contains
information from a single source by separating frames into
frequency bins and averaging them over time. DPD eval-
uates the rank of the correlation matrix of the audio data
in each time-frequency bin via Singular Value Decompo-
sition, selects bins with reduced rank, and then performs
DOA estimation in order to improve the accuracy of the es-
timates generated. To demonstrate the improvement this
technique creates, PIV, EB-ESPRIT, and SIS were also
wrapped into the DPD test. Smoothing was done over four
successive time frames, with each frame divided into six
frequency frames. Frames were selected for DOA estima-
tion if the ratio between the first two singular values of
the correlation matrix was greater than 6. These are re-
ferred to respectively as DPDPIV [32], DPDESPRIT, and
DPDSIS.

Experiment 1 [Fig. 5(a)] tested angular error under vary-
ing RT, while Experiment 2 [Fig. 5(b)] tested angular er-
ror for varying source-receiver distances. Both experiments
were performed using a single speech source. For each RT
or source-receiver distance, 100 trials were run for each al-
gorithm, with 1,000 frames of speech data per trial. A con-
trol test was generated using random data as a benchmark,
though this was omitted from Experiment 2 for clarity. The
average control error was approximately 90°, independent
of RT or source-receiver distance. For both figures, the
variation of estimation error is shown, where black dots
denote the median, solid bars show the interquartile range,
and dashed whiskers extend to the fifth and 95th percentile
range. Based on these results, all methods produce favor-
able results at small distances or low RT, with EB-ESPRIT
and PIV producing the lowest average error. As distance or
RT increases, SIS continues to perform well, producing an
interquartile error range of 9.4° under 2 s of reverberation.

Experiment 3 (Fig. 6) tested discrimination of multiple
sources. Source-receiver distance was set to 4 m, RT val-
ues of 0.4 and 2 s were chosen, and angular separation of
sources varied from 15°-180°. For each trial, a histogram
was produced over 1,000 frames of speech data, and the
number of peaks, corresponding to clusters of estimates
with similar DOA values, was counted. One hundred tri-
als were performed for each test case using the selected
algorithms. The SRC and CFRC methods were omitted for
clarity since their performance is generally comparable to
SRP. For this scenario, all methods perform similarly under
low reverberation. However, in the 2-s RT case, SIS con-
sistently identifies distinct peaks, while other methods fail
to do so for most cases.

To account for developments in incorporating frequency
resolution into localization techniques, the DPD test was
performed for the same reverberation dataset generated for
Experiment 1. The DPDSIS, DPDPIV, and DPDESPRIT
methods incorporate this time-frequency smoothing oper-
ation. Results are shown in Fig. 7. DPDPIV produces an
increase in localization error variance at low RT but a signif-
icant reduction at higher RT, while DPDESPRIT maintains
low-RT accuracy. DPDSIS shows consistent results over all
RTs.
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Fig. 5. Comparison of localization error between selected methods for (a) Reverberation Time (RT) (T60) varying between 0.4 and 2 s
and (b) Source-Receiver Distance from 3—7 m (color online). Average error from randomly generated estimates is used as a control trial,
and is indicated by the marked gray line. The line has similar values in both plots, though it is omitted from (b) due to y-axis scaling for
clarity. CFRC, Coarse-to-Fine Region Contraction; EB-ESPRIT, Eigenbeam Estimation of Signal Parameters with Rotationally Invariant
Techniques; PIV, Pseudo-intensity Vector; SIS, Sparse Iterative Search; SRC, Stochastic Region Contraction; SRP, Steered Response
Power.
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Fig. 8 uses the same datasets as the above trials but shows
the percentage of total processed samples that produced an
orientation estimate within 10° of the source position. This
demonstrates the prevalence of both large angular devia-

percentage of estimates regardless of RT. The other meth-
ods show a significant drop in percentage as reverberation
increases, although SIS is the only method to exceed 50% at
2.0 s RT (T60), which indicates dense clusters of estimates

tions in the set of estimates produced and dropped frames over time.
due to smoothing techniques. Methods using the DPD test

discard a vast majority of frames but return a consistent
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Fig. 6. Comparison between selected methods for varying angular separation between multiple simultaneous sources (color online).
The markers denote the average number of sources detected over 100 trials for each test condition. Solid bars indicate the interquartile
range, and dashed lines denote the range. The horizontal dashed line is the correct number of sources for each condition. EB-ESPRIT,
Eigenbeam Estimation of Signal Parameters with Rotationally Invariant Techniques; PIV, Pseudo-intensity Vector; SIS, Sparse Iterative
Search, SRP, Steered Response Power.
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sources detected over 100 trials for each test condition. Aver-
age error from randomly generated estimates is used as a control
trial and indicated by the marked gray line. EB-ESPRIT, Eigen-
beam Estimation of Signal Parameters with Rotationally Invariant
Techniques; PIV, Pseudo-intensity Vector; SIS, Sparse Iterative
Search.
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Fig. 8. Percentage of total frames that returned Direction of Ar-
rival (DOA) estimates within 10° of source position. One hundred
trials were run for each Reverberation Time (RT) (T60) value.
DPD, Direct-Path Dominance; EB-ESPRIT, Eigenbeam Estima-
tion of Signal Parameters with Rotationally Invariant Techniques;
PIV, Pseudo-intensity Vector; SIS, Sparse Iterative Search; SRP,
Steered Response Power.

3.2 Real-World Data

Real-world testing took place at the CRAIVE Lab at
Rensselaer Polytechnic Institute, within a multi-purpose
space measuring 16.1 x 13.7 x 5.6 m and broadband
RT of 0.89 s. Two speech audio files, taken from the
Archimedes project, were broadcast simultaneously from
a semi-rectangular speaker array measuring 12 x 10 m at a
height of 1.7 m. Source 1 maintained a stationary position
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Z Source 1

Source 2

im 2m 5m

Fig. 9. Representation of the test environment (color online).
Experimentation was performed at the Collaborative Research-
Augmented Immersive Virtual Environment (CRAIVE) Lab at
Rensselaer Polytechnic Institute in Troy, New York. The arrow
labeled ”Source 1” marks the position of the stationary sound
source, while the dashed line labeled ”Source 2” shows the di-
rection of motion of the moving sound source around the speaker
array.

at the 0° azimuth point relative to the microphone at a dis-
tance of 5 m, while Source 2 traveled in a 180° arc relative to
the microphone at a velocity of approximately 0.9 m - s~!,
varying radial distance from 5 m at the closest point to the
array to 7.1 m at its most distant point. The moving source
was panned across the array using Vector-Base Amplitude
Panning [33], with the virtual source positioned relative to
the array such that no more than two speakers were simul-
taneously active.

A 16-channel SMA was positioned at the center of the
room at the same height as the speaker array and was used to
generate real-time DOA estimates using the SIS algorithm.
The algorithm was implemented in C++, using identical pa-
rameters as in the MATLAB simulations, and incorporated
into a patch developed in Cycling74’s Max 8. A diagram of
the experimental setup is shown in Fig. 9. Six thousand four
hundred frames of audio data were recorded with standard
audio capture hardware at a sampling rate of 48 kHz and
frame size of 128 samples.

Results are shown in Fig. 10. The overall average error
was 8.4°, with an interquartile range of 9.1° and 75th per-
centile of 11.4°. The algorithm returned a DOA estimate
for 64% of all frames processed. Two simultaneously ac-
tive speech sources with varying angular separation gener-
ate large angular deviations in the set of estimates returned,
which are then filtered by the smoothing operation. Speech
segments cover relatively long periods of time compared
to the audio sample rate, which allows a sufficient num-
ber of estimates to be generated to capture salient speech
information, despite a large number of dropped frames.
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Table 3. Relative computational cost of DOA estimation methods.
Method SRP PIV SIS EB-ESPRIT DPDSIS DPDESPRIT DPDPIV SRC CFRC
Cost (% SRP) 100 4.1 25.7 17.6 66.2 51.4 404 57.6 62.5
Cost (x PIV) 24.3 1 6.3 43 16.1 12.5 9.8 14.0 15.2

EB-ESPRIT, Eigenbeam Estimation of Signal Parameters with Rotationally Invariant Techniques; DPD, Direct-Path Dominance; PIV, Pseudo-intensity
Vector; SIS, Sparse Iterative Search; SRP, Steered Response Power; SRC, Stochastic Region Contraction; CFRC, Coarse-to-Fine Region Contraction.
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Fig. 10. Sparse Iterative Search (SIS) localization of speech in a
real environment (color online). Results are displayed here as a
map of azimuth over time. The black lines denote ground truth
trajectory of each source. Gaps in the lines denote periods of voice
inactivity. The X markers are the localization estimates.

3.3 Computational Complexity and Efficacy

Of all the algorithms used in this study, the PIV
method requires the fewest operations to compute—only
one zeroth-order and three first-order eigenbeams. SRP is
the slowest, since a beam must be generated for each ori-
entation in the search grid. A 5° search grid requires 2,592
beams per frame of audio data, while a 1° grid would require
64,800 beams. Region-contraction algorithms are variable
in their complexity but still require hundreds of beams to
describe and assess the search volume. The SIS algorithm
is variable in terms of complexity—the N beams and / it-
erations performed per time frame dictate the number of
operations performed. EB-ESPRIT does not require beam
generation, but evaluation of the spatial correlation matrix
and inverse matrix calculation add to the computational
cost.

Modern computing hardware and practices allow for a
large variation in efficiency in executing operations; there-
fore a relative evaluation of processing time per frame of
data is used to compare the cost of these methods. Table 3
shows the average processing time for all the methods uti-
lized in this study. For clarity, results are shown both as
a percentage of processing time relative to SRP and as a
factor relative to PIV. The values presented were produced
by evaluating computation time using MATLAB R2020b
on a 2013 Apple MacBook Pro with an Intel Core i7 pro-
cessor with a clock speed of 2.3 GHz. The SRP, CFRC, and
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SRC methods were processed using a pre-compiled library
of spherical harmonic coefficients for beam generation to
maximize speed for comparison.

SRP and PIV are the slowest and fastest methods, respec-
tively. The region-contraction methods are significantly
faster than SRP but are still an order of magnitude slower
than PIV. SIS and EB-ESPRIT are comparable in their
performance. The performance advantage of PIV and EB-
ESPRIT disappears when incorporated with the DPD test,
since SIS is less costly than DPDESPRIT and DPDPIV.
DPDSIS is about as fast as the region-contraction methods,
although the improvement in the accuracy of estimates is
minimal.

4 DISCUSSION

At a distance of 4 m, the arc length described by an angle
of 10° is approximately 0.7 m. This angular threshold is suf-
ficient for differentiating the DOA of one individual from
another in all except the most intimate of circumstances.
Figs. 5(a) and 5(b) indicate that all estimation algorithms
are capable of performing this differentiation for low RT,
with EB-ESPRIT and PIV generating the most accurate
results. However, under high reverberation, these methods
fail to produce precise estimates, since EB-ESPRIT is de-
pendent on the relative incoherence of incident waves and
PIV inherently produces a vector sum of all incident waves.

The large variance in estimates produced by these meth-
ods under high RT impedes generation of distinct clus-
ters of estimates over time, leading to failure in differen-
tiating multiple sources, as seen in Fig. 6. Although the
DPD test greatly reduces estimation error for these meth-
ods under high RT (Fig. 7), both the time-frequency dif-
ferentiation and Singular Value Decomposition operations
for each bin incur significant computational load, which
negates the performance advantage these methods have over
beamforming-based techniques, as seen in Table 3.

SRP, CFRC, and SRC produce far more accurate esti-
mates compared to EB-ESPRIT and PIV in high-RT sce-
narios because of their reliance on beamforming to find
power from a set of given steering vectors. Despite this,
precision is reduced significantly if no additional process-
ing is done to remove errors on reverberation-dominant
frames. For SRP, the evaluation of the complete search re-
gion results in a high computational load, and additional
processing would only increase it. Although CFRC and
SRC have a reduced load relative to SRP, the number of
beams required to iteratively define the search region still
incurs significant cost.
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The SIS algorithm benefits from the steered-beamformer
approach and further improves precision and accuracy of
DOA estimation by incorporating a smoothing filter to re-
duce the effect of reverberation on performance. Only a
small number of frames are required to effectively reduce
the variance in estimation error (Fig. 4). The number of
beams and iterations required is relatively small (Figs. 2
and 3) compared to the region-contraction techniques since
steering vectors are not used for volume definition. This
produces computational performance closer to that of EB-
ESPRIT and PIV.

Furthermore, accuracy is only minimally improved by
application of the DPD test. Without it, a far greater
number of precise estimates may be generated over time,
as seen in Fig. 8. This affords temporally and spatially
dense clusters of estimates on salient speech features, en-
abling differentiation between multiple simultaneously ac-
tive speech sources, as shown by both Figs. 6 and 10.
However, because SIS is not a mapping method and pro-
vides no adaptive mechanism for search region definition,
it is ill-suited for scenarios with multiple continuous sound
sources, such as noise or musical instruments. In addition,
because it is a beamforming-based method, sources in ex-
tremely close proximity may not be differentiated, unlike
EB-MUSIC or EB-ESPRIT, which are capable of gener-
ating high-resolution maps. This is demonstrated in Fig.
10, where the paths of the two simultaneous sources inter-
sect. Despite these caveats, the computational performance
and resilience to non-ideal conditions indicate utility in
a wide variety of spaces. This method is ideally suited
for real-time applications involving speech data in rever-
berant environments, such as classrooms or multipurpose
spaces.

5 CONCLUSION

Sparse Iterative Search is a conceptually simple local-
ization algorithm that utilizes iterated steered-beam power
estimates to identify Direction of Arrival of a sound source.
It produces computational performance on par with more
sophisticated algorithms like EB-ESPRIT while retaining
accurate performance under high reverberation like other
steered-beamforming methods. These factors, combined
with simplicity of implementation within audio frameworks
like Max, are ideal for integration and usage in large-volume
immersive spaces that may benefit from real-time acoustic
localization systems.
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