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multiUQ is a novel tool that simulates gas-liquid multiphase flows and quantifies
uncertainty in results due to variability about fluid properties and initial /boundary
conditions. The benefit over a typical deterministic solver is that inexact infor-
mation, such as variability in fluid properties or flow rates, can be included to
determine the affect on simulation solutions. It is common to deploy non-intrusive
methods which utilize many solutions from a deterministic solver to generate a
distribution of possible results. Contrarily, multiUQ uses an intrusive uncertainty
quantification method wherein variables of interest are functions of space, time, and
additional uncertainty dimensions. The intrusive solver is run once, giving a distri-
bution of solutions as an output, as well as desired statistics. We use polynomial
chaos to create the stochastic variables, which represent a distribution of values at
each grid point. The stochastic variables are substituted into the incompressible

Navier-Stokes equations, which govern the stochastic fluid dynamics. A stochastic



level set is used to capture the distribution of interfaces that are present in an un-
certain multiphase flow. multiUQ is written in Fortran and uses a message passing
interface (MPI) for parallel operation. Given the many applications of multiphase
flows, including open flows, hydraulics, fuel injection systems, and atomizing jets,
there is a massive potential benefit to calculating uncertainty information about

these flows in a cost-effective manner.
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1 Introduction

Given the growth in capacity and efficiency of computational resources over the past several
decades, physics based models of fluid dynamics have become commonplace. Worldwide, many
groups are creating their own in house software, developing new and more robust techniques to
accurately solve the Navier-Stokes equations for a variety of applications including gas-liquid
multiphase flows (e.g. [1, 4, 7, 19]). With improved computational resources and software, high-
fidelity simulations help us better understand variable-density multiphase flows. This has aided
in a myriad of engineering improvements, including direct injection systems for combustion
engines [2], rotary bell cup atomization for paint application [18], and fire sprinkler spray
efficiency [13].

While methods for multiphase flow simulations have been steadily improving, a method gap
has existed in uncertainty quantification (UQ). Until recently, little effort has been placed on
UQ of fluid dynamics in general, with even less on UQ of multiphase flows. In an attempt to
fill this gap and also to encourage further development in this realm, multiUQ has been created
as an open source application. multiUQ is a tool which allows for predicting fluid systems
with uncertainty about each fluid parameter (i.e. density, viscosity, surface tension coefficient),
initial and boundary conditions for the velocity field, and the location of the interface between
phases. Imposing uncertainty about any of these variables creates a stochastic system, where
a range of outcomes are possible and quantifiable. From this stochastic solution set statistics

can be extracted, as well as extreme or average solutions.



For a computationally efficient approach to UQ of multiphase flows, several methods may
be considered. Broadly speaking, UQ) can be divided into non-intrusive or intrusive categories.
Non-intrusive schemes include Monte-Carlo [12], collocation approaches [20], or non-intrusive
polynomial chaos [14]. For these methods, a deterministic solver is run many times with a
distribution of inputs, with statistics computed from the many saved solutions.

Alternatively, intrusive methods incorporate stochastic variables that are a function of uncer-
tainty. These variables are typically represented with polynomial chaos (PC) [24] or Karhunen-
Loeve [9, 10] expansions that capture variability in some uncertainty dimension(s), ¢. All
together each variable is a function of time (), space @, and uncertainty dimension(s) ¢. These
stochastic variables are substituted into a set of governing equations, which requires major
changes to a code, and often development of a new solver from the ground up. However,
once this software has been developed, uncertainty can be added as a model input, providing
the affect of input uncertainty on model outputs from a single simulation at potentially less
computational cost than non-intrusive methods. An example application is shown in Fig. 1,
where there is uncertainty about the magnitude of an incoming jet (i.e. stochastic boundary
condition) resulting in uncertainty about the solution of the jet at a given time (i.e. stochastic
output).

multiUQ is the first intrusive, stochastic multiphase flow solver, and is capable of computing
uncertainty about systems with high density ratios in three dimensions. As a tool, it is designed
to aid in understanding the affect of uncertainty about initial and/or boundary conditions and
fluid parameters on simulation solutions. Being able to quantify uncertainty caused by input
variations may allow for improved engineering of a modeled system.

This article seeks to provide a general overview of how multiUQ is programmed and how
it can be used. As shown in Fig. 2, multiUQ takes stochastic inputs, runs them through a
procedure which discretely steps forward in time, and outputs stochastic results that can be
visualized. To get a more detailed idea of how it works we will first provide the mathematical
basis of the software, then describe the software mesh, discretization, and where to find the
code and compile it. We then cover simulation capabilities and test cases that are included,
how to run the code, and finally discuss the performance and scalability with some final closing

remarks.



Fig. 1: Example simulation from multiUQ, an intrusive stochastic multiphase flow solver. A
single simulation has been performed of a jet with uncertainty about the incoming
velocity magnitude. The dotted line indicates the interface boundary of one solution at
a low velocity, while the solid line indicates the solution of another at a high velocity.
The color map indicates the variance about the interface location.

2 Mathematical development

This section provides a summary of the stochastic governing equations and representation of

stochastic variables. Additional details are available in [23].

2.1 Governing equations

multiUQ uses the one-fluid approach to solve the incompressible Navier-Stokes equations, where

fluid motion is governed by

%_'l; tu-Vu=-nVP+nV - [u(Vu+ V)] +nf,d (1)

for velocity wu, specific volume n = 1/p (for density p), pressure P, and surface tension force
fo, which is non-zero only at the interface as denoted by Dirac delta d;. Additionally, in an

incompressible framework, mass conservation leads to the continuity equation

V-u=0. (2)
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Fig. 2: Visual flow of multiUQ software.

These are the equations of motion for a deterministic, incompressible system of fluids. To allow
for uncertainty to exist about these equations stochastic variables are used. For instance, some

variable v is described as

N

k=0

which is a polynomial chaos expansion of ¢ at each spatial location @ and time ¢. The polyno-
mial chaos expansions project 1) onto a series of N + 1 polynomial basis functions ¢, that are
a function of uncertainty dimensions ¢. As shown and moving forward, we will utilize Einstein
notation, emphasizing the summation over repeated indices.

Allowing for uncertainty about all variables in equation 1 (except time), we substitute
stochastic velocity ug ¢y, specific volume ;. ¢y, pressure Py ¢y, viscosity ur¢r and surface tension

force f, ..ok, to arrive at a stochastic form of the Navier Stokes equations

0
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Because we wish to find the basis weights u;, we now utilize the property of orthogonality. This
property depends on which basis functions are used. In multiUQ, we are currently utilizing

Legendre polynomials, which are orthogonal on the interval ¢ € [—1,1], i.e.,

1 (Prdp) k=0
/ PrPp0C = : (5)
- 0 k#b

To utilize orthogonality from equation 5, we first multiply equation 4 by a test function ¢,
giving us

313;@ Optrurgy - Vuyorop =
(6)
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We then integrate over the interval of orthogonality
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Leveraging the orthogonality property, fjl dpdpd( can be factored out of the time derivative
and divided through all terms. This leads to the stochastic Navier-Stokes equations in a form

that can be solved to find the stochastic velocity weights wu,,

ou
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for b=0,..., N, where ,
J2L i ddC (prduchy)

O — _
S R ®)
and
A OrD1PmDy)
Cklmb - <¢b¢b> (10)

are the multiplication tensors that have been factored out to simplify the equations. Addition-



ally, the stochastic continuity equations are
V-u, =0 (11)

for b =10,..., N, which closes the incompressible system. Next, we define the location of the

interface between phases.

2.2 Interface capturing

To create a solver capable of both incompressible single- and multi-phase flows, we need to
define a method for determining the location of the interface. While there exist both interface
tracking and interface capturing schemes, an interface capturing scheme such as the level set
approach [17] combines most easily with the stochastic PC design due to the continuous defi-
nition of the level set function that can be projected onto basis functions. More specifically, to
capture the interface between phases a conservative level set approach is utilized, as outlined

in [23] and following the work of [15, 5]. Transport of the interface is accomplished by

O B
5 TV (u) =0, (12)

for level set ¢ and time t. The level set profile is set to a hyperbolic tangent, which is initialized

with a signed-distance function g(x,t) by

Yl t) = [1 +exp (M)] R (13)

where £ and €, control the sharpness of the interface. These two values control the amount of
diffusion for two distinct diffusion terms present in the accompanying reinitialization procedure
discussed below. We set the values to £, = 9max(dx,dy,dz)/8 and e, = max(dx,dy,dz)/8,
which provides seven grid cells to represent the hyperbolic tangent profile. These values may
be reduced or increased to sharpen or diffuse the interface profile.

Expanding the level set transport equation to include uncertain variables is done by substi-

tuting Yo, and ur@y into equation 12. We then multiply through by a test function ¢, and



integrate over ¢ € [—1, 1] to get

% + V . (@bkul) Cklb = 0. (14)

Similarly, equation 13 is generalized to include a stochastic interface position through a stochas-
tic signed-distance function gx¢x. Substituting in the stochastic signed-distance function, mul-

tiplying by a test function ¢y, integrating over ¢ € [—1, 1], and solving for 1), leads to

_ v AN
" (Pvdn) /_1 {1 exp (61 + &5 ﬂ PodC. (15)

Unfortunately, this equation has no analytic solution, and thus requires the use of numerical
integration. However the equation only sets the initial condition and the integration is per-
formed once at the beginning of the simulation. multiUQ has both a Gaussian quadrature
and a Romberg integration with Richardson extrapolation for the initialization of such profiles.
While Romberg integration converges to machine precision, given the potentially high cost, it
can be useful to compute an estimate with a Gaussian quadrature.

When transporting the conservative level set there is no guarantee the hyperbolic interface
profile will be maintained. Due to this issue, a reinitialization procedure must be performed.

As presented in [23], reinitialization is accomplished by

%

AV (- 9) ) = V[ (Ve )]+ V- (V) (16)

where 7 is pseudo-time and 7 is a continuous (non-unit) interface normal vector calculated by

Vy

= Vol (17)

T

As shown in [23], |V¢|max = 1/4(¢1 + €2). The use of continuous normal vectors r allows for
easy implementation in the PC framework, where the smoothly varying r field is projected
onto orthogonal basis functions. This is different from other methodologies, such as [5, 15, 16],
where unit normal vectors (i.e. n = Vi /|V|) are used.

To calculate the basis weights ¢, and perform a stochastic reinitialization, we substitute

stochastic variables into equation 16, multiply by a test function ¢, and integrate over ¢ €



[—1,1], finding

% + V- (e 1Chip — Yk Crimp) =V - [e1 (VUi - 71) Tin] Crimp + V- (£2V ) (18)

With a satisfactory interface capturing method and method of reinitialization, we utilize
the level set to calculate fluid properties p(x,t) and n(x,t). In a deterministic setting, this is

accomplished with

p= Y+ (L= Y)ug = pg + (11 — pi2)¥p (19)

n=mv¢+ (L —)ne=mn+ (m — ). (20)

Allowing for uncertainty about both fluid phases (i.e. p1(¢) = p1.xdr and pz(¢) = pordr), we

calculate stochastic quantities via

o =t + (et — powtn) Crap (21)

M = N2 + (MWt — M2:6%1) Chap- (22)

2.3 Surface tension force

Having described the mathematics of the stochastic level set implementation, we can now

calculate the surface tension force that appears in the Navier-Stokes equations, i.e.,

f,=o0kKn (23)

for surface tension coefficient o, curvature x, and unit normal n about the interface. A
commonly used approach is the continuum surface force method, first described by Brack-

bill et al. [3], where with the conservative level set

fo0s = okVY. (24)

As we are using a hyperbolic tangent profile to describe the jump in fluid properties that occurs

at the interface, we also use this profile to smooth the surface tension force. The hyperbolic



tangent operates as a smoothed Heaviside function (i.e. H(x) =~ i(x)). As outlined by [21],
we can then approximate the unit normal at the interface with nd, = VH ~ V1. The surface
tension force is thus smoothed over the few cells that surround the @) = 0.5 isosurface, where
the interface is defined. The number of cells defining this width depends on the previously
defined &1 and ey, or inversely |V pnax-

Curvature « is calculated with

k=-V-n (25)

for unit normal n = V/|V| about the interface. In a deterministic model, we then have

fo==0(V-n)Vy. (26)

Defining the surface tension in a stochastic PC regime, we then substitute stochastic variables,

multiply by a test function ¢, and integrate over ¢ € [—1, 1] to find

.fa:b - Okﬁlv¢m0klmb- (27)

To compute a stochastic curvature we could compute a stochastic normal vector and then
a stochastic curvature. However, projecting a field of unit normal vectors onto smooth basis
functions is problematic as the unit normal vector field contains directional discontinuities.
Alternatively, we directly compute a stochastic curvature by evaluating the projection onto
basis functions with a Gaussian quadrature. At each quadrature point, along ¢ dimension(s),
unit normal vectors are computed (but not projected onto basis functions) and used to evaluate
the stochastic curvature.

The stochastic curvature weights can be computed with

Ngy

1 Vi (Cn) dr(Cn)
= — —w,V - 28
"7 (o) 2 V() 1(Co) (28)
for N, quadrature points with weights w,, and abscissas ¢, forn =1,..., N,.

This completes the description of the governing equations used within multiUQ to solve for
the velocity and pressure fields, define the interface location and surface tension force, and

compute fluid properties. The next section will describe how these equations are solved on a
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computational mesh.

3 Software description

multiUQ is written in modern Fortran, and can be compiled by GNU or Intel compilers. Par-
allelization of the code for computation on multiple processors is accomplished by use of the
Message Passing Interface (MPI) library. A Linux or Unix terminal is currently required for

compiling and running and the code.

3.1 Computational mesh and parallelization

multiUQ uses a three-dimensional rectangular computational domain with a structured Carte-
sian mesh. Scalar values S, such as pressure P, level set ¢, density p, and viscosity p are
held at the cell center. Subscripts on S7';, denote discrete spatial indexing in the z, y, and
z directions, respectively, while superscripts denote time discretization. Vector components of
velocity u, surface tension f,, and continuous normal vector r are held at the cell walls, as
shown in Fig. 3 for two dimensions with w = [u,v]. When vector or scalar values are needed

at half step locations (for either space or time), linear interpolation is used.

n n
Uicappj =+ = Uiy

Fig. 3: Schematic of staggered grid used for the stochastic multiphase solver.

Parallelization is achieved by decomposing the computational domain along spatial  direc-
tions. Users may specify the processor division in the x, y, and z directions, depending on the
extent of the domain in each. The stochastic dimension(s) ¢ are not decomposed in the current
implementation. Inter-processor communication is achieved by defining ghost cells at the edge
of each processor. The ghost cells provide memory to store information communicated using

MPI from the neighboring processor. At the edge of the spatial domain, these ghost cells are
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used to discretize the boundary conditions.

3.2 Numerical implementation

Discretization of the governing equations (equations. 8, 11, 14, and 18) on the Cartesian mesh
is done with the finite difference method. For the purpose of simplicity in this work, a deter-
ministic notation is used. In practice, a derivative is found for each basis weight b.

Time marching is accomplished through an iterative semi-implicit Crank-Nicolson approach
coupled with a pressure correction method which breaks up Navier-Stokes into two steps. For
each Crank-Nicolson iteration, we first calculate a partially discretized predicted velocity field

with i} .
W W 2 gt/

+ nn+1/2v . [un+1/2 (VunJrl/Z + VTun+1/2)] + nn+1/2fg+1/2

using a midpoint velocity u"t"/? = 1(u" + w"*!) (for the first iteration we set u"*! = u").
Calculation of derivatives for the gradient of velocity is accomplished through an upwinding

scheme for model stability, where

Ui-1/2,5,k — Wi=3/2,5,k

Azx

Vui_l/z’j’k = for Wi—1/2,5,k = 0 (30)

and

Uit1/2,5k — Wi—1/2,5k

Ax

Vui,l/g,j,k = for ui,l/g,j,k < 0. (31)

Components for the y and z domains are calculated similarly.

The predicted field u* is then corrected to a divergence free condition by including pressure.
To avoid creating a system of coupled Poisson equations in a stochastic implementation, we
use a fast, decomposed pressure correction method as presented by [6] and [22], which breaks

up the pressure term into explicit and implicit parts. The pressure correction equation is then

un+1 _ ’Ll,*

At

A

= —nVP" — ("t — o) VP (32)

for constant specific volume 7y (where 79 = 1/min(p, p2)) and estimated pressure field P. The

estimation of P is accomplished by a semi-Langrangian projection for the initial iteration, but
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is updated several times at each time step to reduce numerical error. This approach improves
computational efficiency for increasing orders of uncertainty. We then calculate P"*! by taking

the divergence of equation 32 leading to

V- -u* .
A poV - ("t —my) VP. (33)

v2Pn+1 = po

The divergence, V - u*, is discretized with second order accurate finite difference operators,

e.g. the z-component of the divergence is computed with

du* _ Uiti/ak ~ Yio1/25k (34)
dr ), ;. Az '

Similar calculations are performed for the other components, forcing a divergence free condition
at each cell for calculation of the pressure PZ.”J.“L,,C1 at the cell center. Evaluation of the VP term

for equation 33 is found by first evaluating the gradient at the cell walls with

(d_P) _ Pk = Pirjn (35)
dx i—1/2,5.k Az

We then multiply by specific volume ™! (found at cell walls by linear interpolation) and

to find
Po <V' (7™t = o) VP) =

ik
(n?_:_ll/zj,k - 770) (dP/dz)it1/2,50 — (n;l__'—11/27j7k - 770) (dP/dx)i—1)2,k
Po
Ax

(36)

in the z domain (applied similarly to y and z domains). Several methods for solving the
pressure Poisson equation are available within multiUQ. However, utilizing the PFMG parallel
semi-coarsening multigrid solver within the HY PRE package from Lawrence Livermore National
Lab has been found to be efficient and accurate. Having calculated both P! and P, we finally
apply equation 32 to the predicted velocity w*, utilizing the discretization in equation 35 to
calculate the gradient for either P"*! or P at cell walls.

Transport of the level set is performed in sync with Navier-Stokes. As mentioned previously,
transport of the interface is governed by equation 12. Discretization is accomplished by utilizing

a finite volume operator across the cell. For example, transport of the level set is discretized in

13



the x direction as

7 iU e — Wi ks Ui .
V- (1/)u) — (0 +1/2,5,kWi+1/2,5,k A;ﬁ 1/2,5,k 1/2,5,k (37)

resulting in a calculation of 1 at the cell center. Similar gradients are calculated for the y, and
z dimensions. Additionally, upwinding is necessary for accurate transport of the level set. We
utilize a high order upwind central (HUOC-5) scheme, as described in [5], to interpolate values
of ¥ to the cell walls.

Stepping forward in time for the level set transport is done in the same manner as the velocity
predictions. We utilize a half step location ¢"*1/2 = L(ym + ¢*1) for calculation of the next
time, estimating with ¢)" for the first iteration. Calculating the gradients at the half-step, we

then update the level set with
wnJrl _ wn + At [V . (wn+1/2un+1/2)} ) (38)

With these discretized equations, the first iteration of the Crank-Nicholson scheme is con-
ducted. For the next iteration the mid-time velocity and mid-time level set are computed and
used to calculate mid-time specific volume n"*%/2 and viscosity p"t'/2. At least one iteration of
the Crank-Nicholson scheme is performed to get a 2°¢ order accurate estimate of the solution

at tn+1

. However, this process can occur for some user defined number of maximum iterations,
or potentially to some convergence tolerance.

As presented in [22], we can iterate over the Crank-Nicolson scheme more than once to
improve our calculation of the estimated pressure field P and thus converge to a standard
pressure correction method. Not only does this reduce the error imposed by the decomposed
pressure correction approach, it also improves simulation stability and allows for more accurate
simulations of high density ratio systems. Our findings in [22] show that without iteration or
very small time steps, there can be significant error between the decomposed and standard

pressure correction methods due to poor estimates of P. Several possible combinations are

discussed in [22].
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Program Title multiUQ
Code Availability https://bitbucket.org/markowkes/multiuq

Licensing Provisions GPLv3

Programming Language Fortran 95/2003

Parallelization OpenMPI >3.xx

Assumptions Incompressible, low Mach, DNS

Interface Scheme Conservative level set, continuum surface force (CSF)
Dependencies Szip, HDF5, Silo, HYPRE, FFTW, Vislt

Fig. 4: General information about the code.
4 Software functionality

The goal of this section is to minimally describe the necessary components needed to get
multiUQ up and running. The source code of multiUQ is available for download through
Bitbucket, the details of which are presented in Fig. 4. The website contains all the required
source (*.f90) files as well as an example makefile for compilation and inputs file for executing
a simulation.

After obtaining the source code, the next step is to compile the code. Additional libraries
are necessary are needed for solving the pressure Poisson equation and for writing output files
for post-simulation visualization. We next discuss the needed libraries, then how to compile

the code, and finally provide details for setting up a simulation and executing the program.

4.1 Required libraries

Several libraries are required to compile and run multiUQ. Minimum software versions include
Szip 2.1 and HDF5 1.10 provided by The HDF Group, Silo 4.10.2 and HYPRE 2.11.2 pro-
vided by Lawrence Livermore National Lab (LLNL), FEFTW 3.3.8 developed at Massachusetts
Institute of Technology, and OpenMPI 3 or above.

Calculation of the pressure field by solution of the pressure Poisson equation is accomplished
with either the HYPRE package or one of the built-in solvers. Several different linear solvers
are available within the HYPRE package, though not all have been implemented for use by
multiUQ. Presently the SMG, PFMG, BICGSTAB, and GMRES methods are available within
multiUQ. Of these, the PFMG method offers the most computationally efficient and stable

solution for the various test cases present in the code. Currently in development is the use of
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a fast Fourier transform, using FFTW for quick solution of the pressure field. However, this
method is not currently active, but is required for code compilation.

Compilation of the Silo library depends on Szip and HDF5 which together provide the method
for storing the output simulation data efficiently. Silo files are output by multiUQ for visual-
ization of results, which is done with the Vislt package from LLNL after running a simulation
with multiUQ. Additionally, a wiki is available on Bitbucket with details on compiling the code

as well as additional libraries.

4.2 Simulation setup

Several inputs are required to run a successful simulation. Included with the source code is an
inputs file, which is a text file containing all needed information. Among the variables most
commonly used are mesh size, processor allocation (in space), simulation (initial velocity field
and multiphase geometry), boundary conditions, CFL number for time step size determination,
application of uncertainty and the number of basis functions used, tolerance levels for velocity
field divergence and pressure fields, as well as the desired pressure solver.

A number of predefined cases have been implemented in the code including Poiseuille and
Couette flows, a deformation case, lid driven cavity flow, oscillating droplet, standing wave,
atomizing jet, and a jet in crossflow. When one of these cases is selected as the velocity
simulation and geometry profile, the boundary conditions and level set geometries are created
with the predefined conditions (found in simulation.f90, geometry.f90, and boundary.f90). It is
still necessary to choose fluid parameters and a pressure solver, as well as the precision of the
divergence free condition and frequency of data output. Additionally, the output files required
for visualization of the system depending on quantities of interest must be chosen. These
outputs include velocity, pressure, density, and variance about these quantities, among others.

Having set the desired inputs, multiUQ is executed through the command line terminal in

either Linux or Unix environments using
>> mpiexec —np 4 ./multiUQ inputs

for the number of proccesors requested (-np). Once the code is running, some basic simulation
information will output to the command line terminal, while most will be saved to the folder

where the run command was executed.
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4.3 Outputs

Aside from the data printed to the command line terminal, outputs are stored in the form of a
Silo file, which can be read by LLNL’s Vislt program for visualization. A variety of arrays are
output by default, including average values of velocity, density, viscosity, pressure, and level
set. It is also possible to output variance and probability about these variables at the request
of the user.

Statistical variables, including variance and probability, are useful for determining areas of
a system which have the most uncertainty. Those regions of uncertainty contain a wide array
of potential solutions, which are stored within the stochastic variables. Given each stochastic
variable is a function of uncertainty, any number of particular solutions may be output. We
presently output 3 separate solutions by evaluating a stochastic variable Sy at ¢ = [—1,0, 1]
prior to output (in visit.f90). We also output the average for each variable, which is stored in the
0 basis weight, i.e. Sy. Outputting additional particular solutions would require modification

to the code in visit.f90. In the future, it may be useful to track and output extreme solutions.

5 Simulation capabilities

Several test cases have been built into the multiUQ package which allow for testing the accuracy
of the code. These tests exist to determine the accuracy of each component of the multiphase
system, including the incompressible velocity field and the level set transport and conservation,
as well as the fully coupled system. Given reasonable results in each of these tests, further
simulations can be performed by modification of the geometry and velocity initialization and

boundary conditions. Presently each of these tests must be run manually after installation.

5.1 Running a test

To set up a simulation, several values must be included in the inputs file. For all tests, it is
necessary to choose the dimensions of the domain, the number of grid cells in each dimension,
as well as the number of processors on which to run for each dimension. All necessary inputs
are included in the example inputs file downloaded with the multiUQ source code.

To choose a specific test, there are five main inputs to consider. The first is the velocity
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simulation, which sets up the initial velocity field, and also controls the boundary conditions
that are called and enforced throughout the simulation. If fluid is being injected into the
domain, the incoming velocity magnitude must be set. Additionally, it may be necessary to
turn on periodic boundary conditions in any of the three dimensions.

The second is the geometry input. There is a toggle switch for multiphase simulations, which
if turned off results in a flat (or null) geometry profile. When turned on a geometry must be
selected, with potentially other measures to place it in the domain. For example, if a sphere is
selected, the center of the sphere and its radius will need to be read in the input file.

A third set of inputs is that of the fluid parameters. multiUQ accepts interfacial (inside the
level set) and extrafacial (outside the level set) fluid density and viscosity, as well as the surface
tension coefficient.

The fourth set of inputs are related to setting up a stochastic simulation. A toggle exists to
turn UQ on or off, which when off will automatically set the basis order to 0. If on, the user can
select the order of the model (number of basis functions to use) and the number of quadrature
points for numerical integration.

It is also useful to consider the fifth set of inputs, which controls the pressure correction
method used. Either the Gauss-Seidel or fast, decomposed pressure correction method can be
chosen. For the fast method, it is possible to use a built in biconjugate gradient solver, or one
of the several HYPRE solvers built in to multiUQ.

The remainder of the inputs in the example file can be thought of as default settings. These
can be utilized for more control over the testing process once a user is more comfortable oper-
ating multiUQ.

multiUQ is run through the command line terminal in a Unix or Linux system with mpiexec.
It will output basic information to the terminal, while several other outputs will be saved to
the folder in which the command is run. A folder titled "Visit’ will contain all the output files.
Opening a version of Vislt from LLNL, you can open a new file, navigate to the "Visit’ folder,
and open the file called multiUQ.visit. This will provide access to all the variables output by

a simulation, such as velocity, level set, or curvature.
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5.2 Navier-Stokes tests

Basic tests of single phase flows are necessary to test the velocity and pressure solver. These
can be run once the code has been compiled to be sure the program is running properly and
without error. Several test cases are available within multiUQ), including Couette, Poiseuille,

and lid-driven cavity flows, examples of which are shown in Fig. 5.

| N S S N N S S

> > > > > > > > > > > > > >
> > > > > > > > > > > > > >
> > > > > > > > > > > > > >
> > > > > > > > > > > > > >
> > > > > > > > > > > > > >

(a) Cavity flow (b) Poiseuille flow

Fig. 5: Single phase testing for comparison to analytic results.

These tests can be run by choosing a test of interest, i.e. ‘Couette’, in the velocity simulation
subject field of the inputs file. Additionally, there is a choice to either use or not use multiphase,
which will turn off the level set transport and set all fluid parameters to that of fluid 1. In
running these tests we look for convergence to analytic results, a divergence free velocity field,

and boundary conditions that are consistent with the flow scenario.

5.3 Level set tests

Several level set tests are built into multiUQ for verification of the numerical framework through
comparison to analytic results. A simple test case is that of a channel flow, where imposing a
uniform velocity field results in transport of the level set a certain distance for a given time. The
analytic solution for this test is a displacement of the initial condition by wt. Additionally, we
can test the ability of multiUQ to transport an uncertain interface, such as that of an uncertain
uniform velocity field as shown in Fig. 6. Here, we see that uncertainty in the magnitude of

the flow velocity causes uncertainty in the displacement of the initial condition.
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Fig. 6: Position of the stochastic circle with ¢ = —1 (dashed) and ¢ = +1 (solid). Level set
variance is represented by the color bar, while interface locations correspond to analytic
solutions.

A common benchmark for testing the quality of interface transport and reinitialization is that
of the deformation test, as shown in Fig. 7. In this scenario a 2D level set is placed in a rotating
velocity field. The level set is stretched to a point, then rotated back to its original position
as shown in [23]. In a perfect scenario, the final solution would match the initial condition.
Inspection of the level set at its final location provides a means to assess the accuracy of the
level set transport and the ability of the reinitialization procedure to maintain the level set.

Furthermore, this test allows the mass conservation properties to be studied.

(a) t =4 (b) t=8

Fig. 7: Illustration of the 1» = 0.5 interface for the deformation test case at maximum stretching
left and final condition right for a 512 x 512 mesh. At the final time the interface is
compared to the initial condition, displayed as a dotted line.

Also available is the case of Zalesak’s disk, which tests the transport of the level set in 2D

([23]). Beginning with a circle, a slot is removed from the bottom, creating two sharp inside

20



and two sharp outside corners. The disk is then rotated in a rigid-body vortex velocity field
for one full cycle. At the conclusion of the test, deformation of the disk is inspected. Given the

movement is rigid, a perfect test would result in the final state matching the initial state.

5.4 Multiphase flows tests

multiUQ contains a few pre-built multiphase simulations which can be used to test transport of
the level set in a calculated velocity field, accuracy of the surface tension force, and the precision
of the numerical methods employed. A classic test case is that of the oscillating droplet, which
has an analytic solution to the period of oscillation, as discussed by [11]. This case, which is
typically performed in two dimensions, directly tests the ability of the surface tension force
to drive flow, given no imposition of velocity from the boundaries. A global kinetic energy is
calculated at each time step, and the results are output for comparison to periodic expectation.
An example is shown in Fig. 8, where an uncertain droplet is displayed for a given time, as well

as the kinetic energy output for two specific solutions of the case.
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Fig. 8: An uncertain oscillating droplet is presented, with uncertainty imposed about the surface
tension coefficient. At left is an image of the solution at a given time, where the solid
line indicates the solution to the droplet with the smallest surface tension coefficient,
and the dotted line indicates the solution to the droplet with the largest surface tension
coefficient. The color map indicates variance of the level set. At right we see the kinetic
energy of each potential solution over time.

Another test is that of the damped surface wave. This test, again run in 2D, gauges the
interplay between surface tension and viscous damping of the fluid. At initialization, a flat
surface is disturbed slightly. With no gravity imposed, the surface tension term pushes the
interface towards a flat surface. Two main analytic solutions are discussed by [8], which are

built into the solver for comparison to numeric results.
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The comparisons between numerical and analytic solutions are used to test the implementa-
tion and build confidence the solver is working properly. With this knowledge, we can utilize
the solver for other research problems. One focus of the multiUQ project was for application
to the field of atomizing jets. For example, Fig. 9 displays a deterministic simulation of an
atomizing jet at 2 separate time steps. This jet was run in a domain of 2 cm? for a jet with
diameter 0.2 cm with an incoming jet velocity of 1000 cm/s for an air and water system, which

results in an incoming Reynold’s number of Re = 2000.

—) ——F)

(a) Time = 0.001 s (b) Time = 0.002 s

Fig. 9: Deterministic simulation (2563) of an atomizing jet at two progressive time steps.

5.5 Performance and scaling

multiUQ is written to be operated in parallel and capable of high-fidelity multiphase flow sim-
ulations with uncertainty about several variables. Given the expense of running deterministic
models on large clusters, it is also necessary for UQ modeling to be scalable. Amdahl’s law for
strong scaling states

1

Sy = ———, 39
S+p/Np ( )

where S; is speedup for strong scaling, s is the proportion of the time spent on serial operations,
p = 1 — s is the proportion of time spent on parallel operations, and N, is the number of
processors. We expect to see a speedup of simulations based on the proportion of serial to
parallelized calculations in the code. For deterministic simulations we show good strong scaling

in Fig. 10, with s = 0.091 found by way of a non-linear least squares fit.
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Fig. 10: Simulation scaling of a coarse (100® mesh) running over a range of processors on a
single node. At right, the line drawn illustrates strong scaling with Amdahl’s law, with
s = 0.091.

A different approach to scaling is that of weak scaling, which suggests that as the problem
size grows, so to should the number of processors used to perform the simulation. Gustafson’s
law states

Sw =5+ pNp, (40)

where S, is the speedup for weak scaling, while other variables are as that described for equation
39. Fig. 11 displays the results of timing as the mesh is refined and the processor count increases,
beginning with a 64 mesh on a single processor. Using least squares regression, we find that
for weak scaling we have a value of s = 0.603, which is significantly different from the results of
our strong scaling tests. This scaling value is not ideal, and suggests further code development
is necessary to improve the scalability of multiUQ. However, to run fine mesh simulations, it is
still useful to run in parallel. Operation works well with 64% mesh per core for a deterministic
system. When adding basis functions (up to order N = 25), it can be helpful to reduce this
mesh by half to decrease simulation time.

Additionally, given the parallelization scheme is set up to arrange processors along the spatial
domain, we see that the uncertainty domain is not processor dependent. Because of this, we
may also need to increase the number of processors in use for simulations requiring more basis

functions, i.e. a weak scaling problem.
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Fig. 11: Simulation efficiency and scaling for a range of mesh sizes, increasing the proces-
sor count as mesh is refined. At right, the line drawn illustrates weak scaling with
Gustafson’s law, with s = 0.603.

6 Conclusion

We have presented an overview of the methodology and implementation of multiUQ. At present,
this code is available for download as discussed. multiUQ) is the first of its kind, and represents
a niche sector of uncertainty quantification in multiphase flow dynamics. Certainly, given it is
a development level software, modifications are ongoing and necessary to improve the quality
of results and further the knowledge of UQ in multiphase systems.

In future work, perhaps the most pressing issues are related to the interface capturing scheme
and weak scaling. Ideally a more conservative and robust method, such as a stochastic volume
of fluid method, could be employed. Additionally, modifications to the code for improvements in
run-time efficiency and scalability are needed, and would aid those wanting to use the software
for research of more detailed and complex systems.

Additionally, the 3D implementation is a fairly recent development. More research is nec-
essary to validate the results of 3D simulations and improve time stability. One possibility is
the implementation of a higher order upwinding scheme for treatment of the convective term
in the momentum equation, which would improve the order of the model and reduce numerical

dissipation.
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