


Rapid-prototyping in a Virtual Environment

1. a user-friendly control system, and

2. an interface which enables rapid prototyping of

content for the system.

One needs to keep in mind that immersive systems can-

not be easily operated through a separate control room,

as is, for example, standard for sound recording studios,

because operators must be present to be immersed as

well. At the same time, system operation needs to work

tetherlessly and/or through personal devices because

larger gear would be counter productive to providing

an immersive experience. Rapid prototyping is another

challenge, because an immersive experience lives and

dies with the available content. Especially in the con-

text of education, which is one of the main applications

for the CRAIVE-Lab, content must be created on a

quick and affordable basis to keep up with the curricu-

lum.

The potential of these spaces continues to move be-

yond the hypothesized and into the demonstrated. They

are utilized as teaching environments, and recent stud-

ies have shown they can confer lasting knowledge on

students [7]. Projects on the repurposing of existing

pharmaceutical drugs for novel treatments have utilized

these spaces for massive data visualizations [8]. And

performances spanning geographic location colocate

remote musicians and users within these spaces [9].

These successful applications encourage the continued

development of and investment in these immersive en-

vironments. However, many of these bespoke spaces

suffer from a requirement for highly-tailored content,

which may not translate between environments. These

spaces often prescribe specifications for content which

creators must strictly adhere to. Or the tools with which

a user is to engage with an environment require down-

loads from various code repositories and a myriad of

installation steps, such as those of the Allolib related

to the Allosphere [5]. While these may offer powerful

methods for creating content, they burdens users, espe-

cially those with little-to-no technical experience, with

difficult or tedious learning curves and deduct from

often limited available production time. Additionally, a

lack of robust methods for rapid prototyping of material

will leave less availability for design iterations. These

users and considerations should be accounted for.

Methods which automate the tailoring of user content

to meet the space’s specifications can increase time

spent on development. This project first describes the

most utilized functions of a specific environment and

the back-end servers required to expose them to the In-

ternet via Application Programming Interfaces (APIs).

Subsequent front-end applications can be created which

interface with these APIs and streamline the presenta-

tion of content in the environment. Users must be able

to manipulate and control aspects of the environment

directly from the interfaces they are most comfortable

and familiar with, their own personal devices, and do

so with a limited on-boarding process. One such appli-

cation for communicating with the back-end APIs is

created and demonstrated.

The main scope of the paper is to describe the de-

veloped interactive application and how it enables er-

gonomic control and rapid prototyping for collaborative

immersive systems, such as the CRAIVE-Lab. For this

purpose the remainder of the paper is structured as

follows: Subsection 1.2 introduces the CRAIVE-Lab

infrastructure that was used for this research. Section

2 describes the concept and implementations to enable

rapid prototyping, followed by the description of ap-

plications in Section 3. The paper concludes with a

discussion and conclusion section (Section 4).

1.2 The CRAIVE-Lab

The human-scale environment in which the subse-

quently described Internet services and applications

reside is the CRAIVE-Lab. This lab, pictured in Fig.

1, consists of an approximately 10×12 m2 floor space

which can hold up to 49 simultaneous users (per fire

code). About the perimeter is a 4.3 m tall, nearly-360◦

projection screen, rectangular in shape with flat side

walls and rounded corners (r: 1.52 m). The advan-

tage of such a shape is a more efficient usage of avail-

able floorspace and more easily read text (as opposed

to a cylindrical screen). The visuals are powered by

eight short-throw projectors (Canon WUX400ST) and

a single PC with two NVIDIA Quadro K5200 graphics

cards. The projectors are blended together into one

seamless display using software from PixelWix. The

screen itself is made of a microperforated PVC ma-

terial so as to remain acoustically transparent to the

horizontal array of loudspeakers located behind it.

This dense array contains 128 loudspeakers (JBL 308)

following the perimeter of the screen at ear-level (1.65

m). Six additional loudspeakers hang from the ceil-

ing for elevation information. The array is accessi-

ble to networked devices via two Ferrofish Verto 64
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interfaces for Dante protocol communication and ca-

pable of multiple spatial audio techniques, including

higher-order ambisonic (HOA) and wave field synthesis

(WFS) presentations [10, 11]. A significant advantage

of the latter within collaborative environments such as

the CRAIVE-Labis the production of inhomogeneous

soundfields, and therefore the elimination of a single

so-called “sweet spot.”

Additionally, the space is outfitted with various user

spatial tracking devices: a 16-channel spherical micro-

phone array, six time-of-flight sensors, and multiple

Kinect gesture sensors [12, 13]. Finally, six profes-

sional LED light fixtures (ETC D60) hung from the

ceiling illuminate the workspace without casting glare

and shadow on the projection screen.

The lab space is regularly utilized by classes of the

School of Architecture for immersive presentations of

ongoing works and renderings [14]. These students are

often limited to a matter of weeks or days to complete

their projects, and entire studios may be expected to

present over the course of a single day. Thus, reductions

in the time required to become familiar and engage with

the system are valuable to the projects at hand.

2 ENABLING RAPID-PROTOTYPING

This project’s web-based approach to engage and con-

trol the immersive environment focuses on rapid proto-

typing and content creation through a workflow incor-

porating users’ personal devices. This method requires

neither training or on-boarding, nor highly-tailored

content. It consists of three main units: (1) the Spa-

tial Audio Worker, (2) the Display Bridge, and (3) the

Front-end User Interface—see Fig. 4. The Spatial Au-

dio Worker receives transmissions of audio content for

output along the loudspeaker array and position infor-

mation for source placement. The role of the Display

Bridge is to remove image distortion by automatically

applying the necessary perspectival transformation and

formatting before passing it to the panoramic screen

for display. The user then accesses these functions and

controls the system using the Front-end User Interface.

All three subsystems are explained in the next sections.

2.1 Spatial Audio Worker

The loudspeakers in the array can be addressed in mul-

tiple ways. One such method for producing dynamic

spatialized audio, named the Spatial Audio Worker,

utilizes the Cycling74 Max 8 software and IRCAM

Spat5 object library, which includes objects for multi-

ple spatialization techniques [15]. A configuration is

created by specifying the loudspeaker positions in a

virtual space and the desired spatialization technique

(e.g. HOA). Sound sources can then be positioned rela-

tive to this virtual array. The contribution required of

each virtual loudspeaker to simulate the soundfield of

the sources is calculated by the spatialization object.

This is output for each loudspeaker to its analog in real

space to produce the simulated spatialized soundfield.

A visualization of the array for the CRAIVE-Lab and

three sounding sources can be seen in the Spat5.viewer

object shown in Fig. 4.

Access via the Internet: The spatialization object ac-

cepts playback of audio within Max as sound source

input. In order to expose this functionality to the Inter-

net, the Node4Max ability to embed a Node.js server

within a patch is utilized. This server is configured

with an API which accepts as input audio files and posi-

tion information. This server can receive both standard

RESTful and real-time WebSocket transmissions from

applications and interfaces that adhere to its simple pro-

tocol: audio files are transmitted via a POST method

or socket connection as audio buffers and position in-

formation is updated with a JavaScript Object Notation

(JSON) object.

Upon receipt at the server, an audio buffer is temporar-

ily written as a local file. Max is pointed to this new

file using a message with the local file path output by

the Node4Max object. The local file is loaded into a

Max buffer∼ object for playback into the spatializer

object.

The Worker retains a list of currently available sound

source inputs to the Spat5 spatializer and dynamically

assigns incoming audio to the next available. The server

responds to that application or interface which it re-

ceived the audio buffer from with this sound source

number. Any subsequent updates from the application

for this particular sound source must include the source

number.

Upon the completion of a file’s playback, a message no-

tifies the Worker, which frees the occupied source and

adds it back into the list of available sources, removes

the temporary file, and notifies the client application

that the source has been destroyed.

Position information must include the source number

which is to be updated and the new position, in degrees,
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many of the laboratory’s components through a unified

interface.

3 APPLICATIONS

The following examples will outline two research appli-

cations which utilize the user interface and an artistic

venture which achieves finer control by communicating

with the APIs more directly. The process and the de-

tailed signal flow are also depicted in the flow diagram

of Fig. 3.

3.1 Concert Hall Auralization

An auralization of musicians performing on the stage of

the Experimental Media and Performing Arts Center at

Rensselaer constitutes the first environment. Figure 6

shows an equirectangular projection of the concert hall.

Using the interface, this image is uploaded through

the Display Bridge. There, the appropriate horizontal

cross-section to be displayed is extracted and processed

through the perspectival transform. This formatted

image is then transmitted directly to the screen for

display. The result of this is shown on the CRAIVE-

Lab screen in Fig. 1.

For audio input sources, the stem recordings of each

section of an opera excerpt from Mozart’s Don Gio-

vanni [17] are each uploaded to the Spatial Audio

Worker. These automatically become movable sound

objects: their relative positions along the audio array

are shown overlaid on the display image and can be

moved to align with their congruent visual counterparts.

In this example, each recording of a musician or section

is shown positioned about the stage.

3.2 Architectural Perception Research

One specific example of this workflow utilized for ar-

chitectural research is a study of architectural design

preferences. Rebecca Elder’s research seeks to deter-

mine whether discrepancies exist in design preferences

for architectural renderings when experienced using

traditional poster board printouts or immersive settings

[18]. Various renderings of architectural projects are

embedded into panoramic images taken of New York

City streetscapes. These are paired with multi-channel,

in-situ soundscapes to provide a congruent aural and

visual presentation.

The usage of the Display Bridge and Spatial Audio

Worker allow for the immediate presentation of the

produced and recorded content without the need for

its tailoring to the environment. Her experimentation

demonstrates that users’ preferences are affected by

the presentation style of the architectural renderings:

users specifically cite the ability to experience a design

amidst its contextual visual and aural surroundings as

having altered their preferences. The streamlined inter-

face described in this report makes possible the usage

of the lab for regular presentation of architectural ren-

derings.

3.3 Finer Control for Moving Sources

Those users desiring other specific behaviors and with

familiarity engaging an API can create their own in-

terfaces or servers to communicate with the back-end

services directly. One such piece created for the space,

Biorhythm by the artistic duo GREYMAR, utilizes bio-

metric data gathered from one artist over a period weeks

to inform a visual and aural experience [19]. For ex-

ample, heartbeat data alters the periodicity of sound

sources moving about the environment. Such function-

ality is achieved using a fresh Node server dedicated

to the project. It continuously calculates, dependent on

the biometric data, the desired position of each source

and forwards this information to the Spatial Audio

Worker for realization via an established WebSocket

connection.

4 DISCUSSION AND CONCLUSIONS

This work demonstrates how a rich and complex en-

vironment can be utilized “out of the box” by large

numbers of users. The Spatial Audio Worker, Dis-

play Bridge, and front-end interface abstract from users

much of the complexity of engaging with a techno-

logical facility like our lab space. This allows them

to prototype and present content much more rapidly

than if they were required to learn these individual

components and tailor their content to the environment.

Furthermore, an Internet-connected audio and video

display is capable of remote presentation by researchers

and artists alike.

In an ongoing effort, data streams from the multiple

sensor platforms will be combined in future work for

contextual information about the users occupying the

space. This tracking data will be made accessible to

the end user via an API. This spatial data can then be

utilized to manipulate the content and the environment,
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and possibly in turn the user, creating a feedback loop

of influence in the space.

While the APIs offer specific functionality that some

users will find helpful, others may seek more powerful

or bespoke presentation and processing abilities. Those

users are not the intended audience of these services as

they are likely more advanced and familiar with many

of the environment’s complexities or have more to time

learn what they do not.

There is value to be had in constructing these immersive

facilities. However, the variety of end users should be

considered when designing services and interfaces for

their operation. The variety of end users calls for a

variety of user interfaces and services as well.
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