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Numerical simulations of atmospheric air streamers at 300 K are performed using a one-
dimensionalmodel with a local field approximation. Transport equations for electrons and ions,
including drift, diffusive, and reactive processes are solved via a spectral deferred correction
(MISDC) method, which is used to advance the solution with time steps of size comparable to
the drift time scales. A simplified chemistry model based on a quasi-steady state assumption
accounting for electron impact ionization, electron-ion and ion-ion recombination, electron
attachment, electron detachment, and seed charge generation is employed. An improved set of
boundary conditions for the electrons and ions are used to model ion and electron fluxes at the
electrode boundaries. In order to test the performance of the algorithm, a suite of steady-state
solutions to a boundary value problem are formulated. It is found that for simulations with
a strong applied electric field (�/# ≈ 100 Td), the time step size required for the solution to
converge is limited by the electron drift velocity when the electron drift is solved explicitly. The
improved boundary conditions are found to produce sharp gradients near the electrodes that
require grid resolution finer than what is typically used in streamer modeling (sub-micron grid
spacing). This is found to impose severe numerical restrictions given the explicit handling of
the advective terms.

I. Nomenclature

=4 = electron number density (cm−3)
=: = ion number density (cm−3)
`4,: = electron and ion mobilities (cm2 V−1 s−1)
D4,: = electron and ion diffusivities (cm2 s−1)
/: = ion charge
E = electric field (V cm−1)
¤l4,: = electron and ion source terms (cm−3 s−1)
q = electric potential (V)
4 = unit charge (C)
Y0 = vacuum permitivity (F cm−1)
YA = relative permitivity
A4,: = electron and ion advective terms (cm−3 s−1)
D4,: = electron and ion diffusive terms (cm−3 s−1)
#8 = number of ions
# = Neutral species number density (cm−3)
U = state variables
E0 = electric field due to the applied voltage (V cm−1)
Ed = electric field due to space charge (V cm−1)
3 = domain length (cm)
:� = Boltzmann constant (erg K−1)
)4 = electron temperature (K)
)6 = gas temperature (K)
<4,: = electron/ion mass (g)
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+: = ion drift velocity (cm s−1)

II. Introduction
Gaseous mediums, when exposed to sufficiently strong electric fields, can become rapidly ionized through an

electron avalanche, which leads to breakdown of the gas. This breakdown is characterized by sharp space charge
gradients ahead of the electron avalanche, which can induce electric fields that are themselves strong enough to produce
rapid ionization ahead of the avalanche. This results in the formation of a self-propagating streamer [1–3], which is
governed by highly nonlinear and tightly coupled physical processes.

Streamers have have found use in a wide range of practical applications, in areas such as combustion [4–7],
aerodynamic flow actuation [8, 9], biological decontamination through generation of reactive species [10, 11], and
hydrocarbon reforming [12, 13]. Simulations of streamers within these applications, however, has proven to be a
significant challenge. The time scales typically associated with the evolution of streamers, for instance the advective,
dielectric, and effective ionization time scales [14] (which typically fall within the sub-nanosecond to sub-picosecond
range), are often considerably smaller than the time scales driven by the application of interest (for instance, flow
actuation and combustion can evolve on second and millisecond scales). Additionally, the length scales that typically
define the plasma, for instance the Debye length, can be on the order of microns or smaller under atmospheric conditions
[15]. As such, the application of ideally suited numerical methods is of central importance.

Typically, streamers are modeled as a plasma fluid, with a set of transport equations for the electron and ions, which
are governed by the drift-diffusion approximation. This is coupled with Poisson’s equation for the electric potential,
which relates space charge and the electric field. Bulk fluid transport is often neglected, as the time scales over which
streamers evolve (O(1-100 ns), given streamer propagation speeds of 107-108 cm s−1 [16] in gaps sizes typically on the
order of centimeters) are several orders of magnitudes smaller than the time scales of fluid movement.

A range of kinetic models can be used to describe the streamer dynamics. More nuanced models that include several
ions, and reactions describing ionization, dissociative and ion-ion recombination, electron attachment and detachment,
and other processes are often used in one and two-dimensional models [17]. Three-dimensional simulations typically
rely on using simplified kinetics mechanisms, given the high computation costs [18].

In order to address the difficulties described above, a variety of numerical techniques have been explored. Earlier
approaches [19, 20] generally relied on an explicit treatment of the transport equations. In order to ease time step
restrictions, more recent approaches have involved semi-implicit [21, 22] and fully implicit approaches [23, 24] (although
most fully implicit approaches still rely on an explicit prediction of the source terms for evaluation of the Poisson
equation).

In this work, a semi-implicit spectral deferred correction (SDC) type approach is explored through a series of dark
discharge simulations in one dimension. In section III, the plasma model (including the governing equations, numerical
approach, kinetics model, boundary conditions, and initial conditions) are discussed. Results from the SDC simulations
are compared against solutions from a boundary value problem (BVP) solver, and physical characteristics are discussed
in section IV. In section V, insights drawn from the previous section are used to gain insight into the resolution and time
step size requirements, and conclusion are presented in section VI.

III. Numerical Model
A hydrodynamic model for solving streamer discharges in air at atmospheric pressure and 300 K is employed. In

order to simplify the equations, it is assumed that the transport of neutral species due to bulk velocity and diffusion is
negligible due to the short time scales typically associated with streamer propagation (O(1 − 100) ns). The adoption of
a drift-diffusion model for the electron and ion fluxes results in a set of transport equations for the electron and ions

m=4

mC
= ∇ · (=4`4E) + ∇ · (D4∇=4) + ¤l4 (1)

m=:

mC
= −∇ · (/:=:`:E) + ∇ · (D:∇=: ) + ¤l4, (2)

along with Gauss’s law

Y0YA∇2q = 4

(
#8∑
:=1

/:=:

)
− 4=4 . (3)
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In equations 1 and 2, the first and second terms on the right hand side represent the advective and diffusive source terms,
A4,: and D4,: , respectively. A local field approximation is used to model the electron and ion transport coefficients, as
well as the rate coefficients of select reactions, as functions of the reduced electric field �/# .

These equations are solved with a finite volume approximation in a one-dimensional domain of length 3, with values
located at the cell-centers. The domain represents the gap between two electrodes, with the anode located at the left side
of the domain (G = 0) and the cathode located at the right (G = 3). In order to adequately resolve the thin diffusive layers
near the electrodes, a constant stretch rate U (ΔG8+1 = Δ 8U) is used to generate a grid (in this study, 1.01 < U < 1.1).
The grid is symmetric across the center of the domain.

A. Time Advancement Algorithms
A MISDC strategy [25, 26] is used for time advancement of the system. The advantage of this approach is that it

provides a solution of arbitrary order in time through iterative approximations to the previous solution. In order to
advance the system from time C = = to C = = + 1, : = 1, :max iterations are performed, where :max controls the order of
accuracy in time. A minimum of two iterations are required to achieve second-order accuracy in time.

Each time step begins by using the solution from the previous time step as the initial solution vector at the next time
U=+1,:=0 = U= and q=+1,:=0 = q=, where the state vector U consists of the electron and ion number densities. Each
iteration begins with calculation of the thermochemical properties based on the data from the previous iteration (U=+1,: ).
Next, provisional time-advanced state variables are calculated implicitly via

U:+1�� − U
=

ΔC
= A=+1/2,:U + (DU):+1�� +

1
2
(D:U − D

=
U)︸                                        ︷︷                                        ︸

&:+1
U

+�:',U. (4)

In the above formulation, D:U and D=U are evaluated explicitly using data from the previous iteration and previous time
step, respectively, while the advective operator is obtained explicitly using time-centered edge states from a second-order
Godunov method [27]. Reactions are accounted for using the time-lagged reactive term �:

',U.
Next, the state is updated via

mU
mC

= ¤l(U) +&:+1U , (5)

using the implicit, variable-order BDF method available in CVODE [28] to integrate the reactive source term from C = =

to C = = + 1. Solution of this system yields the state variables at the next iteration U=+1,:+1, which can be used to update
the time-lagged reactive source term

�:+1U =
U:+1 − U:

ΔC
−&:+1U . (6)

Finally, the updated state variables are used to calculate the potential q:+1.

B. Electric Field Calculations
The electric field used to calculate the drift velocities and evaluate select thermochemical quantities is written as

the sum of two components E = E0 + Ed. The first components represents the electric field due to the voltage applied
across the electrodes, assumed uniform in space in the present configuration. The second component represents the
electric field due to space charge, which obeys a boundary value problem consisting of equation 3 with zero Dirichlet
boundary conditions.

In order to account for multidimensional space charge effects, an approximation of the Poisson equation is used
for calculation of the electric field [29, 30], in which it assumed that the charge density at each point in the domain is
distributed uniformly across a disk of prescribed radius A. Calculation of the space charge-induced electric field then
becomes

Ed (G) =
∫ 3−G

−G
− d(G + G

′)
2Y0YA

(
G ′

√
A2 + G ′,2

+ sgn(G ′)1
)
3G ′. (7)

In order to account for the boundary conditions, image charges extending a length 3 from the left and right boundary of
the domain are included. As expected, letting A → ∞ results in a solution that matches that obtained by solving the
Poisson equation in a one-dimensional cartesian domain (3).
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C. Chemical Kinetics Mechanism
The kinetics mechanism used to describe air plasma chemistry is adapted from [20]. The mechanism describes the

generation of electrons through direct electron impact ionization, electron attachment, various ion-neutral interactions,
dissociative recombination, and ion-ion recombination. Electron attachment rates in [17] are used instead of those
in [20]. Electron detachment is also considered for both low [31] and high [32] electric field strengths. Finally, a
volumetric ionization source term is included, accounting for charge generation due to radioactive decay (e.g. due to
radon in air) and cosmic rays. The full set of species includes the electron (E), positive and negative ions (O2

+, N2
+,

O4
+, N4

+, O2
+N2, and O2

– ), and neutral species (O2, N2, and O).
The full set of reactions used in the model includes electron impact reactions

E + N2 → E + E + N2
+ (R1)

E + O2 → E + E + O2
+, (R2)

conversion of N2
+ to O2

+

N2
+ + N2 +M→ N4

+ +M (R3)
N4
+ + O2 → O2

+ + N2 + N2 (R4)
N2
+ + O2 → O2

+ + N2, (R5)

conversion of O2
+ to O4

+

O2
+ + N2 + N2 → O2

+N2 + N2 (R6)
O2
+N2 + N2 → O2

+ + N2 + N2 (R7)
O2
+N2 + O2 → O4

+ + N2 (R8)
O2
+ + O2 +M→ O4

+ +M, (R9)

dissociative and ion-ion recombination

E + O4
+ → O2 + O2 (R10)

E + O2
+ → O + O (R11)

O2
− + O4

+ → O2 + O2 + O2 (R12)
O2
− + O4

+ +M→ O2 + O2 + O2 +M (R13)
O2
− + O2

+ +M→ O2 + O2 +M, (R14)

electron attachment and detachment

E + O2 + O2 → O2
− + O2 (R15)

E + O2 + N2 → O2
− + N2 (R16)

O2
− + O2 → � + 2O2 (R17)

O2
− + N2 → � + O2 + N2 (R18)

and generation of electrons via volumetric sources (primarily radioactive decay of radon-222, see section III.E for
further detail)

O2 → � + O2
+ (R19)

N2 → � + N2
+. (R20)

Since the rate coefficients for dissociative recombination and electron detachment are functions of the electron
temperature )4, data from BOLSIG+ [33] are used to fit the electron temperature as a function of the reduced electric
field strength ()4 = 5 (�/#)).

It is is found that most of the ions are produced and consumed on very short time scales. Thus, a quasi-steady state
assumption is adopted, whereby O2

+, N2
+, N4

+, and O2
+N2 are assumed to be in equilibrium. Under this assumption,

only the electron, one positive ion (O4
+), and one negative ion (O2

– ) are transported, thus reducing computational costs.
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D. Boundary Conditions
Boundary conditions for the electric potential are Dirichlet conditions, with a non-zero value applied at one of the

boundaries (the driven electrode), and a value of zero at the other boundary (the grounded electrode).
Following the approach in [34], the species number density boundary conditions are affected by the relative

magnitudes of the thermal and drift velocities. For the electron, it is found that for the conditions of interest, the thermal
velocity

Ē4 =

√
8:�)4
c<4

(8)

dominates over the drift velocity, and the flux directed into the left and right boundaries is

Γ4,G =
1
2
=4 Ē4 . (9)

Note that the flux used in this study is greater than that used in similar studies by a factor of 2. This flux can be modified
to take into account the emission of electrons from the cathode as

Γ4,2 =
1
2
=4 Ē4 − 2Γ4<. (10)

The emission of electrons can be due to the collision of ions with the cathode, in which case Γ4< can be given as

Γ4< = W
∑
:

Γ:,2 , (11)

where Γ:,2 is the flux of ion : at the cathode boundary, and W is the secondary electron emission coefficient (taken to be
0.05 [35]). Alternatively, a constant electron emission at the cathode =4< at the cathode can be specified, resulting in

Γ4,2 =
1
2
Ē4 (=4 − =4<). (12)

Note that it is assumed that the electrode is an absolutely absorbing surface (meaning none of the particles that impact
the electrode surface are reflected).

Calculation of the boundary conditions for positive and negative ions is more complex, as the relative importance of
the drift and thermal velocities changes depending on the strength of the applied electric field. Under the weak-field
assumption [34], the drift velocity is negligible and the boundary-directed fluxes are calculated in the same manner as
for the electron,

Γ:,G =
1
2
=: Ē: , (13)

where the ion thermal velocity is calculated using the gas temperature )6, and the ion mass <: .
Under the strong-field assumption, the ion drift velocity dominates over the thermal velocity. For positive ions, the

boundary conditions at the cathode become

Γ:,G = =:+: (for �G > 0) (14)
Γ:,G ≈ 0 (for �G < 0), (15)

with the drift velocity calculated as +: = /:`:�G . At the anode, the opposite conditions hold true

Γ:,G = =:+: (for �G < 0) (16)
Γ:,G ≈ 0 (for �G > 0). (17)

These strong-field conditions can be succinctly summarized by concluding that the ion flux at a given electrode boundary
is =:+: if the ion velocity is directed from the plasma towards the wall, and zero otherwise. Similar boundary conditions
for the negative ions are constructed using the same approach.
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E. Initial Conditions
It has been found in previous studies ([36, 37]) that initial conditions can impact streamer characteristics, especially

in the early stages of propagation. In order to construct initial conditions that adequately capture physical processes, we
start by considering the radioactive decay of gaseous nuclides, specifically radon-222 (222Rd), which is present in air in
trace amounts. When it decays, 222Rd is known to emit alpha particles with high energies (4.99 or 5.49 MeV), capable
of ionizing neutral species.

Due to the isotropic nature of the alpha particle emission, this is treated as a volumetric source of ionization,
occurring at the same rate everywhere in the domain. Following the work in [38], this source term is approximately
( = 101 cm−3 s−1 under atmospheric conditions, and contributes to the production of electrons, as well as N2

+ and
O2
+. In order to construct initial conditions, a simulation with no initial charged particles or electric field is run, until a

steady state is reached (occurring once the volumetric source term reaches an equilibrium with the diffusive losses at the
electrode boundaries). Given the absence of an applied electric field, the weak-field boundary assumptions are used to
evaluate the ion fluxes. This steady state is used as the initial condition for all subsequent simulations.

The steady state solution is composed primarily of O4
+ and O2

– ions, as the electric field is low enough to allow for
high rates of electron attachment. This differs from approaches typically used in streamer simulations, where an initial
distribution of seed electrons and positive ions is often assumed. The initial electron and ion profiles are provided in Fig.
1.

10−8

10−6

10−4

10−2

100

102

0 0.2 0.4 0.6 0.8 1

=
(c
m
−3
)

G (cm)

=4
=O4

+

=O2
−

Fig. 1 Initial conditions for the electrons and ions.

IV. Streamer Simulations
The accuracy and robustness of the SDC method is evaluated by considering a suite of test cases. The test cases are

comprised of various steady state solutions, so-called dark discharges, which are obtained under an applied electric field
�0 that is uniform in space and time. The applied electric field must be sufficiently strong to produce a non-negligible
degree of ionization, but weak enough to prevent the formation of an unsteady self-propagating streamer. In order to
assess the accuracy of the method, solutions obtained using the SDC approach are compared against solutions for the
same problem from the boundary value problem solver bvp4c available in MATLAB.

Each test case features a constant applied reduced electric field of 100 Td directed in the positive x-direction in a
domain of air under atmospheric conditions. The transport equations are solved on a one-dimensional stretched grid,
with the chemistry and initial conditions as described in section III. The grid features cells adjacent to the electrons have
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a grid spacing of ΔGmin = 10−4 cm, a stretching rate of U = 1.018, and a total of 500 points. A constant time step size of
ΔC = 10 ps is required to satisfy the CFL condition

f =
�0`4ΔC

ΔGmin
, 0 ≤ f ≤ 1 (18)

due to the explicit electron advection and the micron grid spacing near the electrodes. Note that although also handled
explicitly, ion drift does not need to be considered when evaluating the CFL condition, as their relatively large mass
results in a much smaller drift velocity.

Transport coefficients for the electron are taken to be constant, and are evaluated at a reduced electric field strength
of 100 Td using BOLSIG+ [33] and cross section data from the LXCat database [39]. Ions mobilities and diffusivities
are evaluated using cross section data as described in [40]. A disk radius of A →∞ is used, yielding a solution equal to
that obtained by solving a one dimensional Poisson problem for the potential. Simulations are run until a steady solution
is reached.

In order to understand how different physical processes govern the dark discharge, the electron flux at the cathode
Γ4,2 is modified to elicit different behaviors. In test cases A1 and A2, the electron emission flux Γ4< is determined
based on the flux of ions to the cathode, as described in equation 11. In test case A1, space charge effects on the electric
field are considered, while they are neglected in case A2 (�d = 0). Comparisons between the SDC approach and the
BVP solver for test case A1 are presented in Fig. 2.

10−11

10−10

10−9

10−8

10−7

10−6

10−5

10−4

10−3

10−2

0 0.2 0.4 0.6 0.8 1

=
(c
m
−3
)

G (cm)

=4
=O4

+

=O2
−

Fig. 2 Steady state number density profiles for the electron, positive ion, and negative ion in the A1 case.
Results from the SDC approach (solid lines) are compared against the results from the BVP solver (circular
markers).

Several trends and features are apparent. First, the positive and negative ions display maximum values at the cathode
and anode respectively, following the drift induced by the electric field. The electrons also reach a maximum value
near the anode, but support a sharp diffusive layer in that region as well (as do the positive and negative ions near the
anode and cathode, respectively). Throughout most of the channel, the profiles are dominated by a balance between
drift and reactive processes. Near the electrodes, however, diffusion also begins to play an important role, and the
profiles are characterized by a balance between all three processes. The impact of the space charge-induced electric
field can be considered by examining the solutions for the A2 test case in Fig. 3, which do not take into account the
space charge-induced electric field.

Evidently, the profiles do not change noticeably, indicating that the electric field is dominated by the applied
component (|E0 | � |Ed |). This can be seen clearly in Fig. 4, which shows the reduced electric field components and
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10−11

10−10

10−9

10−8

10−7

10−6

10−5

10−4

10−3

10−2

0 0.2 0.4 0.6 0.8 1

=
(c
m
−3
)

G (cm)

=4
=O4

+

=O2
−

Fig. 3 Steady state number density profiles for the electron, positive ion, and negative ion in the A2 case.
Results from the SDC approach (solid lines) are compared against the results from the BVP solver (circular
markers).

charge density. It is evident that although there is a small positive space charge across the gap, its contribution to the

0

20

40

60

80

100

0 0.2 0.4 0.6 0.8 1
10−27

10−26

10−25

10−24

10−23

10−22

10−21

�
(T
d)

d
2
(C

cm
−3
)

G (cm)

�0
�d
|d2 |

Fig. 4 Steady state reduced electric field components and space charge density through the gap in the A1 case.

electric field is negligible.
In order to examine a steady state configuration where �d has an appreciable impact on the results, we consider the
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B1 and B2 test cases. In these test cases, electron emissions from the cathode are instead given by equation 12, with a
constant value of =4< = 10 × 107 cm−3. The electron emissions at the cathode are significant enough to create a space
charge in the domain that induces an electric field �d that is of the same order as the applied electric field. In the B1 test
case, the impact of space charge effects on the electric field are taken into account, while they are neglected in the B2
test case. Results for the B1 and B2 test cases are presented in Fig. 5 and Fig. 6.

104

105

106

107

108

109

1010

0 0.2 0.4 0.6 0.8 1

=
(c
m
−3
)

G (cm)

=4
=O4

+

=O2
−

Fig. 5 Steady state number density profiles for the electron, positive ion, and negative ion in the B1 case.
Results from the SDC approach (solid lines) are compared against the results from the BVP solver (circular
markers).

It is clear that �d plays a more significant role in the second set of test cases (for instance, inclusion of space charge
effects results in an electron number density peak that is 34% lower than when it is neglected). Further insight can be
gained by looking at profiles of the steady state electric field components, and space charge in the domain.

As before, there is an abundance of positive space charge throughout the gap. This can be attributed to a high
electron temperature ()4 ≈ 2× 104 K at 100 Td) which induces a much larger electron flux at the electrodes as compared
with positive ions. Although not visible on the plot, there is a small region of negative space charge near the anode.
This produces the space charge-induced electric field profile �d with negative values near the anode and positive values
near the cathode.

V. Grid and Time Step Requirements
Diffusive electron losses at the anode create a sheath region with sharp gradients that present significant numerical

challenges. High spatial resolution is required in this region in order to resolve the electron and ion profiles accurately,
which is crucial for evaluating the fluxes at the boundary. Additional simulations of the A1 test case are performed with
varying resolution near the electrodes. In case A1R1, the minimum grid spacing is reduced by an order of magnitude
(ΔGmin = 10−5 cm), while retaining 500 points (U = 1.0296). For the second refined case (A1R2), 500 points are again
used, with ΔGmin = 10−6 cm and U = 1.04. The electron profiles near the anode for the three cases are compared in Fig.
8.

It is apparent that if one wants to accurately capture the electron profile at the boundary, grid spacing significantly
finer than those typically used in streamer simulations (by an order or two of magnitude) is required. This has severe
numerical implications, as the explicit electron advection necessitates a reduction in the time step size by the same
factor. The A1R1 test case requires a time step size ΔC = 1 ps, while A1R2 requires ΔC = 0.1 ps.
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Fig. 6 Steady state number density profiles for the electron, positive ion, and negative ion in the B2 case.
Results from the SDC approach (solid lines) are compared against the results from the BVP solver (circular
markers).
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Fig. 7 Steady state reduced electric field components and space charge density through the gap in the B1 case.

It is not uncommon to use a sub-picosecond time step size in the simulation of unsteady propagating streamers.
However, when one considers that the reduced electric fields in such cases is greater by a factor of five or more, the
corresponding increase in the electron drift velocity implies ΔC = 0.01 ps, or smaller. It is apparent that improvements
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Fig. 8 Electron profile in the region near the anode for the A1 test case with various resolutions.

to the approach are needed in order to conduct simulations of practical interest.

VI. Conclusion
Simulations of various dark discharge solutions were performed using a MISDC approach to advance a plasma

model consisting of equations for the electron, positive and negative ions, and a Poisson equation for the potential to a
steady state solution. Accurate boundary conditions were applied under the assumption of a strong electric field near
the electrodes, and initial conditions were constructed by considering the balance of charge generation through the
radioactive decay of 222Rd, and diffusive losses at the electrodes. A chemical kinetics model for air-plasma chemistry
consisting of reactions describing electron impact ionization, electron attachment, various ion-neutral interactions,
dissociative recombination, and ion-ion recombination was used, and simplifications were made by assuming certain
ions exist in a quasi-steady state.

Results were compared against solutions from the BVP solver in MATLAB to ensure accuracy, and insights into
physical characteristics of the problem were drawn. It was observed that sharp gradients near the electrodes necessitated
grid spacing on the order of 10−6 microns to accurately resolve the solution, along with time steps sizes on the order
of 0.01 ps. This implies even more severe restrictions for unsteady propagating streamers, highlighting the need
for improvements to the numerical methods used to solve such problems. Improvements to the methods aimed at
circumventing the restrictions imposed by the electron advective and dielectric time scales will be the focus of future
work.
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