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SUMMARY
The detailed structure near the 410-km discontinuity provides key constraints of the dynamic
interactions between the upper mantle and the lower mantle through the mantle transition zone
(MTZ) via mass and heat exchange. Meanwhile, the temperature of the subducting slab, which
can be derived from its fast wave speed perturbation, is critical for understanding the mantle
dynamics in subduction zones where the slab enters the MTZ. Multipathing, i.e. triplicated,
body waves that bottom near the MTZ carry rich information of the 410-km discontinuity
structure and can be used to constrain the discontinuity depth and radial variations of wave
speeds across it. In this study, we systematically analysed the trade-off between model parame-
ters in triplication studies using synthetic examples. Specifically, we illustrated the necessity of
using array-normalized amplitude. Two 1-D depth profiles of the wave speed below the Tatar
Strait of Russia in the Kuril subduction zone are obtained. We have observed triplications
due to both the 410-km discontinuity and the slab upper surface. And, seismic structures for
these two interfaces are simultaneously inverted. Our derived 410-km discontinuity depths
for the northern and southern regions are at 420±15 and 425±15 km, respectively, with no
observable uplift. The slab upper surface is inverted to be located about 50–70 km below the
410-km discontinuity. This location is between the depths of the 1 and 2 per cent P-wave
speed perturbation contours of a regional 3-D full-waveform inversion (FWI) model, but we
found twice the wave speed perturbation amplitude. A wave speed increase of 3.9–4.6 per cent
within the slab, compared to 2.0–2.4 per cent from the 3-D FWI model, is necessary to fit the
waveforms with the shortest period of 2 s, indicating that high-frequency waves are required
to accurately resolve the detailed structures near the MTZ.

Key words: Waveform inversion; Body waves; Interface waves; Subduction zone processes.

1 INTRODUCTION

The 410-km discontinuity defines the top of the mantle transition
zone (MTZ). This interface has long been attributed to the miner-
alogical phase change of olivine to wadsleyite at around 410 km
depth, demonstrated by laboratory experimental evidence (Ring-
wood 1975). The detailed structures near the 410-km discontinuity
provide key constraints on the dynamic interactions between the

This paper is dedicated to our co-author Min Chen who unexpectedly passed
away before the acceptance of the manuscript.

upper and the lower mantle through the MTZ, particularly via mass
and heat exchange.

One of the typical interactions involves cold slabs penetrating
and elevating the 410-km discontinuity and carrying volatiles into
the transition zone (Kawakatsu & Watada 2007). In a pure thermal
environment, the topography of the discontinuity can directly reflect
the temperature perturbations. That is, the topography can serve as
a thermometer in the deep mantle (Vidale & Benz 1992). The 410-
km discontinuity transitional thickness (i.e. sharpness) is highly
sensitive to the water content (Helffrich & Wood 1996; Van der
Meijde et al. 2003), which also provides insight into the deep Earth’s
volatile budget (Thompson 1992).
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Although deep-focus earthquakes and cold temperatures in the
subducting slab are associated (Isacks & Molnar 1971; Molnar et al.
1979), the mechanism for deep-focus earthquakes is still unclear.
Interaction between the 410-km discontinuity and the subducting
slab can help address this important question. Specifically, the 410-
km discontinuity topography inside the subducting slab could be
used to infer the existence of a metastable olivine wedge, on the edge
of which the transformational faulting from metastable olivine to
wadsleyite may cause deep-focus earthquakes (Green II & Burnley
1989; Kirby et al. 1991).

To detect and further constrain the upper-mantle discontinuities,
secondary seismic phases generated at the interface could be good
candidates. The related methods can generally be classified into two
categories: one is to use the reflected waves off the interfaces (e.g.
Flanagan & Shearer 1998, 1999; Gu & Dziewonski 2002; Schmerr
& Garnero 2007; Houser et al. 2008; Lawrence & Shearer 2008;
Ritsema et al. 2009b; Wang et al. 2017; Li et al. 2019b; Guo &
Zhou 2020; Tian et al. 2020; Wei et al. 2020) and the other is to use
the converted wave upon transmissions at the discontinuities (e.g.
Vinnik 1977; Collier & Helffrich 1997; Thirot et al. 1998; Chevrot
et al. 1999; Niu et al. 2005; Ritsema et al. 2009a). Although these
secondary phases provide direct constraints on the discontinuities,
stacking over hundreds of traces is usually necessary to enhance the
visibility of these minor phases (Shearer 2000).

An alternative approach is to use the regional (10–30◦) multi-
pathing seismic body waves that bottom near the interface. Unlike
the phase conversions and reflections which are too weak to observe
on an individual seismogram, these multipathing waves (triplica-
tions) are clearly recorded at a single station. Moreover, distinct
triplication branches with different moveout slopes can be observed
in record sections of dense seismic arrays.

Pioneering work on triplications was done by Niazi & Anderson
(1965) and Johnson (1967). After that, a series of studies followed
(e.g. Grand & Helmberger 1984; Tajima & Grand 1995; Brudzinski
& Chen 2000; Wang et al. 2009) to derive regional 1-D upper-
mantle seismic structures by waveform matching between observed
and synthetic seismograms. However, due to the complexity of the
observed waveforms, most of these studies rely on forward mod-
elling approaches.

Besides this trial-and-error modelling, some efforts to automate
the inversion procedure have been made by employing the conjugate
gradient method (Gao et al. 2006). However, for this gradient-based
method, it is a challenge to find an appropriate initial model to avoid
falling into local minima, especially for the complex triplication
data. The exhaustive grid search has also been used, but with a
reduced number of model parameters (e.g. Chu et al. 2012; Li et al.
2017).

With the rapid development of full-waveform inversion (FWI) in
earthquake seismology, triplicated waveforms have been recently
incorporated into the 3-D FWI with the adjoint method (Tao et al.
2018). The adjoint method and its derived sensitivity kernels provide
an effective way to minimize the given misfit in 3-D FWI (e.g. Tromp
et al. 2005; Bozdağ et al. 2016; Koroni & Trampert 2021). However,
this approach has only been applied to long-period data with the
shortest period of ∼8 s (Tao et al. 2018) due to the prohibitive
computational cost to simulate higher frequency (shorter period)
seismic waves, which consequently limits the image resolution.
Also, the currently available data coverage may still not be adequate
to provide 3-D constraints of the MTZ structure in some regions.
In addition, the uncertainty quantification of the inverted models
is always challenging, especially for the 3-D case. Therefore, 1-
D simulation and inversion, with high-frequency waveform data

(up to ∼1 Hz) and fewer parameters, still are complementary and
important in characterizing the MTZ discontinuities, especially near
the turning points of seismic waves.

The temperature of the subducting slab is critical for under-
standing the mantle dynamics near the subduction zone. However,
the inverted or modelled fast wave speed perturbations within the
subducting slab still vary a lot amongst different studies. In the
Kuril subduction zone, the global traveltime tomography model
(Obayashi et al. 2013) shows the wave speed perturbations within
the slab are on the order of ∼1 per cent. Although the current re-
gional 3-D FWI model (Tao et al. 2018) shows a thinner but more
strongly perturbed slab with ∼2–3 per cent wave speed increase,
this value is still much smaller than ∼5 per cent, which is derived
from the previous traveltime (Ding & Grand 1994) or waveform
(Zhan et al. 2014) modelling studies. Whether or not and/or to
what extent the perturbation of the slab is underestimated in tomo-
graphic results deserve in-depth investigation. Wang et al. (2014)
and Tao et al. (2017), through waveform modelling, have shown
that the subducting slab near the turning points can influence trip-
licated waveforms. Therefore, with a carefully selected event and
station distribution, triplication can be used to better constrain the
slab structures with higher frequency waves. In this paper, we will
first introduce the phenomena of triplications. Then, we system-
atically analyse the trade-off between model parameters, through
forward modelling and waveform inversion. We also illustrate the
necessity of using array-normalized amplitude. Finally, we present
a case study for seismic data sampling below the Tatar Strait of
Russia, where triplications due to both the 410-km discontinuity
and the slab upper surface are observed. We simultaneously invert
the seismic structures of these two interfaces and demonstrate that
with high-frequency data (∼2 s), full-waveform inversion can ac-
curately constrain the detailed structures of the MTZ, comparable
to the findings from previous modelling studies.

2 MULTIPATHING TRIPL ICATED BODY
WAVES

Triplications originate when seismic body waves encounter regions
where wave speed increases sharply with depth (e.g. at the Moho, the
410-, or 660-km discontinuities, and the slab upper surface). Near
such discontinuities or regions with steep wave speed gradients,
body waves (both P and S phases) will propagate along different
paths and can be observed on the regional distance seismic stations
(10–30◦). An example of the ray path geometry and corresponding
synthetic seismograms ofP-wave triplications caused by the 410-km
discontinuity is shown in Fig. 1(a). To clearly present the triplicated
phases, in this section we use the WKBJ code (Chapman 1978) to
separately calculate each of the three branches. The synthetics are
computed using the seismic reference model IASP91 (Kennett &
Engdahl 1991), with an intermediate-depth earthquake (the same
event as analysed in Section 4) at 114 km to minimize the inter-
ference of multiple arrivals (e.g. depth phases). The three branches
consist of the direct branch (AB), the reflected branch (BC) and
the refracted branch (CD), which are illustrated in Figs 1(b)–(d),
respectively. We note that here we have not applied normalization
to this synthetic case such that the relative amplitude variations
between stations are kept. As shown in Fig. 1(a), these triplicated
phases provide dense samplings of the 410-km discontinuity. Since
the ray paths of the different triplication branches are largely over-
lapping in the shallow part, the relative traveltimes and amplitudes
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Figure 1. Ray paths and waveforms for P-wave triplications. (a) Ray paths and waveforms for all the triplicated P waves. In the upper panel, the black star is
the earthquake source at 114 km, and black lines show all the ray paths. In the lower panel, the black waveforms are synthetics, and the dashed grey lines are
the traveltime curves. AB, BC and CD branches represent the direct waves, reflected waves and refracted waves, respectively. The O point shows the crossover
point of the AB and BC branchs. A reducing slowness of 11.5 s deg−1 is used. (b) Ray paths and waveforms for the direct waves AB. (c) Ray paths and
waveforms for the reflected waves BC. (d) Ray paths and waveforms for the refracted waves CD.
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of triplications can be attributed primarily to the structure near the
transition zone.

3 THE TRADE -OFF BETWEEN MODEL
PARAMETERS

3.1 Discontinuity depth and wave speed above

The existence of a low wave speed zone above the 410-km discon-
tinuity, indicative of partial melting, can provide evidence for the
water content in the mantle transition zone (Bercovici & Karato
2003). Some researchers using converted or transmitted phases
have observed the existence of the low wave speed zone above
the 410-km discontinuity in some regions (Revenaugh & Sipkin
1994; Schmandt et al. 2011; Wei & Shearer 2017). Such anomaly
has also been modelled from triplication data (e.g. Song et al. 2004;
Li et al. 2019a; Han et al. 2021).

Here, we perform an ideal synthetic case without noise to test
the sensitivity of triplications to the low wave speed zone above
the interface. For the model set-up, we keep the wave speed above
360 km, the same as the IASP91 model, and decrease the wave
speed at 410 km by 0.1 km s−1 to represent a low wave speed
gradient within 50 km above the 410-km discontinuity (the red line
in Fig. 2a).

We calculated both the traveltime curves and waveforms (am-
plitude normalized by each trace) for this case. We note that for
this modelling here and all the others in subsequent parts, we use
the QSEIS program (Wang 1999) to calculate the full wavefield,
instead of specified phases by the WKBJ program in Fig. 1. QSEIS
uses the orthonormal propagator algorithm, a numerically more sta-
ble alternative (Wang 1999) to the reflectivity method. In addition,
it can directly calculate waveforms starting from the onset time
of the triplication phases instead of the origin time of the earth-
quake, which significantly saves computing time. As shown in the
traveltime curves, the low wave speed zone above the discontinu-
ity mainly affects the extension of the OB branch (the red line in
Fig. 2b). Specifically, in this case, the direct waves (OB branch)
terminate at a larger epicentral distance, thereby with increased OB
branch’s amplitude compared to the IASP91 synthetics (the shaded
grey area in Fig. 2c). This phenomenon has also been observed in
previous studies (e.g. Li et al. 2017, 2019; Han et al. 2021) and has
been used to detect the existence of the low wave speed zone.

However, other model candidates also have such equivalent be-
haviour near cusp B. For example, we show a comparison between
this model (the red line in Fig. 2a) and the other equivalent model
with a depressed 410-km discontinuity but with a normal wave
speed gradient as the IASP91 above the discontinuity (the blue line
in Fig. 2a). The traveltime curves (Fig. 2b) show that both of these
two models will produce synthetics with an extended OB branch
to larger epicentral distances to different extents compared to the
IASP91 model. Specifically, the model with a low wave speed layer
above the interface extends the OB branch to a relatively larger
epicentral distance.

The waveforms of the OB branch from the two models, are
quite similar at certain epicentral distances (the shaded grey area in
Figs 2c and d), indicating that the trade-off does exist between the
discontinuity depth and the wave speeds above the discontinuity.
We note that the amplitude of the waveforms shows some discrep-
ancies with the traveltime curves (e.g. Fig. 2b shows that the OB
branch terminates at 21◦ for the model with 15 km depression of
the discontinuity, while the OB branch for the same model seems to

be extending beyond 21◦, in Fig. 2d). This inconsistency is due to
two reasons. The first is the difference between the ray theory and
the finite frequency effect; the waveform calculated numerically,
which takes the finite frequency effect into account, is more reliable
and closer to the real physical situation. The second reason is from
the normalization by each trace which we will discuss in the next
subsection.

This trade-off has also been noted and investigated in previous
studies (e.g. Song et al. 2004; Wang & Chen 2009). For example,
Wang & Chen (2009) analysed similar model pairs for the 660-
km discontinuity and rejected the model with a depressed interface
based on its different slope for the OC branch in the traveltime
curves. According to our test, even if there are some differences for
the slope of the OC branch in the traveltime curves (Fig. 2b), the
differences in the corresponding waveforms for the OC branch are
more subtle (e.g. less than a quarter of the wavelength). The other
reason why the waveforms from our two tested models look more
identical is that we applied our waveform inversion code to search
for the equivalent model to the one with low wave speed above
the discontinuity (out of 15 000 models). Song et al. (2004) also
discussed these two endmember models for the 410-km disconti-
nuity by comparing the waveforms. The model with a depressed
interface is ruled out due to its failure to generate the visible wave-
forms of the OB branch (Song et al. 2004). However, the proposed
model in our case does generate a clear OB branch whose am-
plitude is equivalent to the model with a low wave speed zone
above the interface. This discrepancy could partly come from the
different earthquake sources we choose (different depths and fo-
cal mechanisms). The other possibility is that our synthetic model
has an extra localized high wave speed anomaly below the inter-
face. Assuming that this anomaly doesn’t exist in the MTZ, the
CD branch will be delayed. Thus, if viewed in the velocity seis-
mogram (e.g. Song et al. 2004), the negative pulses of the delayed
CD branch will partly overlap with the OB branch and lower its
amplitude.

We also note that this equivalent model we propose might not
be consistent with other constraints in certain regions (e.g. the re-
ceiver function results in Song et al. 2004). However, theoretically,
these two models are identical examined by only triplication data.
Therefore, triplication data alone cannot well constrain a low wave
speed zone due to the trade-off between the interface depth and the
wave speed gradient above it, especially when we normalize the
amplitude by each trace.

3.2 Array normalization

In most of the previous triplication studies, researchers prefer
to normalize the waveforms by each trace. Normalization is
needed because of the uncertainties in the source magnitude,
fault plane solution, attenuation, and site effects, which make
the absolute amplitudes more difficult to constrain. However,
when using the normalized amplitude of each trace, informa-
tion about the relative amplitude variations between stations is
lost.

In this paper, we propose to use array normalization rather than
trace normalization. In a record section, array normalization means
that we normalize all traces relative to one particular reference sta-
tion. Because all the records are from the same earthquake, the
source magnitude uncertainty will not affect the results after ar-
ray normalization. Furthermore, within the narrow azimuthal range
for the particular record section, the effect of uncertainty in the
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Figure 2. Modelling tests for the trade-off between model parameters. (a) The bold grey line shows the model IASP91, the solid red line indicates the model
with a low wave speed zone above the discontinuity and the dashed blue line represents the model with a 15-km depression for the interface. (b) Traveltime
curves for the models in (a) with the same line styles. (c) Waveform comparison between model IASP91 (grey) and the solid red model in (a). (d) Waveform
comparison between model IASP91 and the dashed blue model in (a). The amplitude is normalized by each trace and waveforms in the grey region are similar.

fault plane solution is also insignificant. When we invert for one
discontinuity, the range of epicentre distances is only within about
ten degrees, therefore, we expect the attenuation near the discon-
tinuity within this relatively small range should not influence the
waveforms dramatically. Nevertheless, suppose we have observed
stations with unusual amplitudes either due to attenuation or site
effects, we could use trace normalization for these stations or re-
duce the weights of them in waveform misfit contribution for full-
waveform inversion.

We first compare the trace normalization and array normalization
for the two models shown before (Fig. 2a). In the array-normalized
waveforms (Fig. 3a) where amplitude information between stations
is kept, we do observe differences in amplitude between these two
models (the shaded grey region in Fig. 3a). More specifically, the
amplitude of the OB branch for the blue one is smaller than the
red one, although still larger than the IASP91 model. Besides, the
amplitude for the OD branch is also different. When we apply the
traditional trace normalization (Fig. 3b), since the amplitudes of
both the OD and OB branches are magnified for the blue one, there
are no obvious differences between the waveforms for these two
model types (blue and red). In other words, the larger amplitude of
the OB branch comes from the magnification of the trace normaliza-
tion due to the smaller amplitude of the OD branch. Therefore, rela-
tive amplitude information between stations in the array-normalized

record section (Fig. 3a) can help to distinguish these two types of
models, whose waveforms are almost identical in the traditional
trace-normalized record section (Fig. 3b).

We show another comparison between trace normalization and
array normalization to illustrate the necessity of applying array
normalization. As shown in Figs 4(c) and (d), we present model
IASP91 (black) and another designed model (red) with a −0.4 km
s−1 low wave speed layer only in the shallow part (<160 km).
As shown in Fig. 4a, the array-normalized seismogram demon-
strates that the different structures in the shallow part will cause
an overall time delay (of ∼3 s) and affect the amplitude of the di-
rect wave at different epicentral distances (AO). In comparison, the
amplitudes of the later phases (CO) remain basically unchanged.
However, for trace normalization, because the amplitude for the
direct wave (AO) is always the largest within the epicentral dis-
tance range before 15o, the amplitude of the direct wave is al-
ways unity after trace normalization (Fig. 4b). Therefore, the am-
plitude of the later phases (CO), which is originally unchanged,
seems to have a smaller amplitude relative to the IASP91 syn-
thetics after the trace normalization. We note that the later phases
(CO) correspond to the reflected wave at the 410-km discontinuity
and the transmitted wave below it. Therefore, the deeper struc-
ture is likely to be incorrectly inverted due to trace normalization
(Fig. 4d).
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As such, besides losing the relative waveform amplitude informa-
tion between stations (increasing trade-off), trace normalization will
also lead to the erroneous mapping of the corresponding structure
due to the artificially created mismatch in the waveforms. Therefore,
we propose and recommend using the array-normalization approach
for full-waveform inversion.

3.3 Synthetic inversion test

Using array normalization, the trade-off between the interface’s
depth and the wave speed gradient above it can be minimized. Here,
we will perform a synthetic inversion test to show to what extent
this trade-off will be reduced and how much of it remains.

To obtain quantitative error bounds, and to avoid the risk of falling
into the local minima faced by the gradient-based inversion method,
we adopt the niching genetic algorithm (Koper et al. 1999; Li et al.
2012, 2021) in the inversion framework of triplicated waveforms.
Niching genetic algorithm (NGA) is a non-gradient-based inversion
scheme that searches the model space through massive forward
modelling and is independent of the initial model. Only the search
range of the model space is given as a priori. The key difference
between NGA and other global search techniques is that NGA
promotes model diversity by applying a penalty term for the model
similarities. Moreover, because NGA involves numerous samplings
in the model space, it can provide a series of acceptable model sets.
The mean and variance of these acceptable models can help estimate
the uncertainty of the final model.

We design a P-wave synthetic test and apply the array normal-
ization. In this test, we set model IASP91 as the ‘ground truth’,
and invert for the 1-D wave speed profiles using its corresponding
synthetic displacement waveforms as inputs. We set the maximum
epicentral distance to be 21◦ because within this range the tripli-
cated OB branch is visible. In the inversion set-up, considering the
ray path’s penetration depths, we only invert the structure between
210 and 570 km depths. Within this depth range, we parametrize
the seismic structure with ten unknowns to be inverted for. Three
parameters are used to capture the sharp wave speed gradient across
the ‘410-km’ discontinuity: two of them are used to describe the
wave speed jump across the discontinuity, the third one represents
the discontinuity depth perturbation. Seven more parameters are
set above and below the interface with a depth interval of ∼40 km
to capture more gradual wave speed changes away from the dis-
continuity. We only invert the wave speed at these points. Between
two adjacent anchor points, the wave speeds are linearly interpo-
lated. Beyond this depth range, the wave speeds are the same as the
model IASP91. The P wave speed at each anchor point is allowed
to vary between plus and minus 0.3 km s−1, and the position of the
discontinuity varies within plus or minus 20 km, relative to model
IASP91 (Fig. 5a). In addition, the effect of attenuation for the P
wave is considered by applying a constant t∗ value of 1 s (Stein
& Wysession 2009). We note that the P wave speed is the only
unknown parameter for each fixed anchor point, and the Poisson’s
ratio and density are the same as those in the model IASP91. We
think this assumption is appropriate for this case, where only the
P-wave data set is involved. To further constrain the Poisson’s ratio,
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an additional S-wave data set is required. But this joint inversion is
currently beyond the scope of this paper.

As for the misfit window, we choose a continuous one from
32 to 52 s (reduced time) which contains the entire triplicated P
wave train, for the case without noise. Before the calculation of the
misfit, we first cross-correlate the synthetic and observed waveforms
for the ith station to obtain the time difference �ti . This cross-
correlation is to mitigate some baseline shifts and emphasize the
relative traveltime between the triplicated phases (e.g. Grand &
Helmberger 1984; LeFevre & Helmberger 1989; Brudzinski & Chen
2003). After shifting the synthetic trace by �ti , we calculate the L2
norm of the differences between the observed and aligned synthetic
waveform in the time domain as the misfit function χL2:

χL2 =
N∑
i=1

∫ t2

t1

| d (xi , t)

max
t1≤t≤t2

|d (xref , t)|

− u (xi , t + �ti )

max
t1≤t≤t2

|u (xref , t + �tref )| |
2dt,

where d(xi , t) is the displacement data recorded by the ith station,
u(xi , t + �ti ) is the synthetic data for the ith station after a time
shift of �ti . The start and end time for the misfit window are t1

and t2, respectively, and N is the total number of stations used in
the inversion. The data and synthetics for the reference station are
represented by d( xref , t) and u( xref , t + �tref ), respectively, and
their maximum absolute values are used for the array normaliza-
tion. Here we normalize the data and the synthetics separately to
minimize the influence from the possible inaccurate magnitude of
the event.

After the first 20 generations (100 simulations per generation),
the misfit significantly reduces, and after 80 generations the mis-
fit starts to converge (Fig. 5c). From the 100 models in the last
generation, we define the acceptable model with a misfit of less
than 10 per cent increase than the misfit of the best model. In
case, sometimes, the misfit does not readily detect the mismatch,
we further examine all the acceptable models by visually com-
paring the data and synthetics, to determine the final acceptable
candidates.

Finally, we have three acceptable model groups (Fig. 5a). The
first groups converge to the ground truth model, verifying the effec-
tiveness of our triplication inversion package. The other two model
groups (group 2 and group 3) are similar to the pair of models we
discussed previously (Fig. 2a). We further use the averaged value
of these two groups of models to calculate their corresponding dis-
placement waveforms. Waveforms between these two groups are
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almost identical, and both of them are also quite similar to model
IASP91 waveforms (Fig. 5b).

This synthetic test shows that even if the array normalization
is applied, this trade-off between the interface depth and the wave
speed gradient above it cannot be eliminated. The reason is that
a depressed interface truly has a similar impact on the amplitude
of the OB branch compared with a negative wave speed gradi-
ent above the interface (Figs 2c and d). Some differences between
these two models in the waveforms are less obvious compared
with the traveltime curves (Fig. 2b) due to the finite frequency
effect.

Nevertheless, for a given frequency band, we can estimate the
depth uncertainty due to this trade-off. These depth limits can be
quickly found using our automatic inversion program (Li et al.
2021). For this case, given this frequency band (half duration of
∼2 s) and misfit tolerance, the trade-off from the wave speed above
the discontinuity will lead to a ∼10 km uncertainty in the depth
estimation.

3.4 Discontinuity depth and wave speed in the MTZ

In the western Pacific subduction zone, tomography results (Huang
& Zhao 2006; Chen & Pei 2010) indicate a ‘flat slab’ in the MTZ,
which increases the wave speeds in the MTZ. We first test the
triplication’s sensitivity to the high wave speed perturbations in
the MTZ. Here we calculated the traveltime curves when the wave
speed below the 410-km discontinuity is increased by 0.1 km s−1

(Fig. 6a) relative to model IASP91, using the Taup toolkit (Crotwell
et al. 1999). Traveltime curves show that the wave speed in the
MTZ significantly impacts the CD branch’s traveltime (Fig. 6c). In
other words, the increase of the wave speed below the discontinuity
will make the transmitted waves (CD) travel faster. Crossover point
(O) marks the intersection of the AB and CD branch, where the
waveform amplitude reaches its maximum. Therefore it is one of
the most obvious signatures of this triplication. In this case, the
earlier arrivals of the CD branch will cause the crossover point (O)
to appear at a smaller epicentral distance.
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Similar behaviour of the traveltime curves occurs when the depth
of the interface is shallower, and near the subducting slab, the 410-
km discontinuity can be elevated due to the positive Clapeyron
slope (e.g. Bina & Helffrich 1994; Flanagan & Shearer 1998). As-
suming a situation where the 410-km discontinuity has a 30-km
uplift (Fig. 6b), the CD branch arrives earlier, and consequently, the
crossover point (O) occurs at a smaller distance (Fig. 6d). This is
because, in this situation, this elevated interface is equivalent to a
high wave speed anomaly between 380 km and 410 km depth.

It is critical to have stations with smaller epicentral distances
(before the crossover point) to distinguish the model with uplifted
discontinuity and the one with high wave speed within MTZ. One
difference between these two models (Figs 6a and b) is that when the
410-km discontinuity is uplifted, the earlier arrival of the CD branch
can be seen at smaller epicentral distances where this branch just
emerges (cusp C in Figs 6d and f). While for the other case where a
high wave speed exits in the MTZ, the advance of the CD branch is
not obvious until at epicentral distances greater than the crossover
distance (O in Figs 6c and e).

However, stations close to the epicentre near the subduction zone
are often scarce which makes it difficult to distinguish between
these two models. Nevertheless, the additional detailed waveform
differences may help differentiate these two models. For example,
in the case of a more considerable wave speed jump beneath the
discontinuity, the amplitude near cusp B remains unchanged (the
shaded grey area in Fig. 6e). Meanwhile, for the model with an
uplifted 410-km discontinuity, the amplitude near cusp B is smaller

(the shaded grey area in Fig. 6f). Therefore, even if the traveltime
differences between the OB and OD branches are almost identical
for these two situations (Figs 6c and d), we can make an unam-
biguous distinction between them based on the waveform details at
certain epicentral distances (Figs 6e and f).

4 APPL ICAT ION TO THE KURIL
SUBDUCTION ZONE

We focus on an intermediate depth (114 km) event that occurred
in the Kuril subduction zone on 2009 October 10 with moment
magnitude of ∼5.9 (Fig. 7b). We choose this intermediate-depth
event to avoid the interference of the depth phases in the triplicated
waveforms. The observed waveforms are selected from a subset
of the broad-band CEArray stations (Zheng et al. 2010) and the
NECESSArray (the NorthEast China Extended SeiSmic Array) in
northeast China. We choose the P-wave data to achieve a better
resolution of the MTZ structure because the P wave is typically
observed at a higher frequency than the S wave due to its smaller
attenuation. Therefore, even though the wave speed of the P wave is
larger than that of the S wave, the P wave still has a smaller Fresnel
zone. After removing the instrument response, we have applied a
first-order, zero-phase shift Butterworth filter with a frequency band
of 0.05–1 Hz to the data. We choose this relatively broad frequency
band to avoid waveform distortion due to narrow-band filtering. We
further divide the stations into two sublinear arrays according to
their azimuthal angles (282.5◦ for the northern region along with
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Figure 7. Research region and inversion results. (a and c) Cross-sections ON and OS as shown in (b). The blue lines are wave speed contours of model
FWEA18. The black, red and green lines are the ray paths corresponding to the traveltime curves in (e) and (h). The shaded grey regions indicate the locations
of the inverted slab upper surfaces with uncertainties. (b) Research region. Beach ball represents the earthquake. Hollow and solid triangles denote the stations
for the northern and southern regions, respectively. ON and OS show the location of the cross-sections. Dashed lines are the depth contours of the slab. (d and
g) Displacement waveform (P wave in the Z component) comparison between aligned data (grey) and FWEA18 synthetics (red, 2-D forward modelling) in
the northern and southern regions, respectively. A reducing slowness of 10.5 s deg−1 is applied. (e and h) Waveform comparison between aligned data (grey)
and 1-D inverted synthetics (red) for the best-fitting model in the northern and southern regions, respectively. (f and i) P wave speed inversion models in the
northern and southern regions, respectively. The shaded red region indicates all the acceptable models, whereas the solid grey line shows model IASP91. The
dashed black line represents the averaged (from 5◦ to 14◦) value for model FWEA18.

ON and 279.5◦ for the southern region along with OS) and the
observed distinct waveform patterns (Figs 7e and h). Within each
sublinear array, the azimuth range is relatively narrow (∼1◦), and
one model should explain all the waveforms in this particular record
section.

Compared with the synthetic waveforms shown before (e.g.
Fig. 5b), the observed data are more complex because there are
two triplications in each record section. Specifically, there is a
third phase (along the red line in Figs 7e and h) between the
first (the green line) and the last phase (the black line). This ex-
tra phase requires, in the inverted models, another discontinuity
(high-wave speed gradient) below the 410-km discontinuity. By
parametrizing two interfaces in the inversion, we obtain acceptable
models indicated by the shaded red region in Figs 7f and i. We
choose one of them to generate the synthetic waveforms, which
show good agreement with the observed waveforms in terms of
both the relative waveform timing and amplitudes on each trace
and the relative amplitude variations between stations (Figs 7e
and h).

Certain a priori information is assumed in the inversion. First,
given the fact that with this triplication data alone we cannot ex-
clusively verify the presence of a low wave speed zone above the
410-km discontinuity, therefore we force the wave speed gradient
above the 410-km discontinuity to be no less than the value in
model IASP91. As such, we can reduce the model unknowns and
focus more on inverting the parameters pertaining to the secondary
discontinuity. But we know that given the half duration of 2 s, a
negative wave speed gradient above the discontinuity can introduce
a topographic uplift of ∼10 km for the 410-km discontinuity in
an equivalently accepted model (Fig. 5a). Second, we set all the
interfaces as a sharp discontinuity to further reduce the number of
model unknowns in the inversion. We will systematically test the
sharpness of the discontinuities in the discussion.

Results show that the average depth for the first discontinuity
is 420 km and 425 km for the northern and southern regions, re-
spectively (Figs 7f and i). The depth uncertainty is estimated to
be ∼±5 km from all the acceptable models given the frequency
band (2–20 s). We note that this uncertainty is based on our a
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priori assumptions. If we fully consider the trade-off between dif-
ferent model parameters, another ± 10-km uncertainty should be
taken into account. Therefore, the overall estimated depth should
be 420±15 and 425±15 km for the northern and southern regions,
respectively. Turning points, that is the most sensitive regions of the
triplicated wave paths, are below the Tatar Strait of Russia. Our in-
verted 410-km discontinuity depths at 420±15 and 425±15 km are
consistent with the insignificantly uplifted 410-km discontinuity in
this region derived from ScS reverberations (Wang et al. 2017).
Furthermore, our result has improved resolution due to the smaller
Fresnel zone of the P wave at a higher frequency (∼ 0.5 Hz).

For the secondary discontinuity, it is located at 490±10 and
475±15 km for the northern and southern regions, respectively
(Figs 7f and i). The second discontinuity is located at depths be-
tween +1 and +2 per cent wave speed contours (Figs 7a and c) of
the regional FWI model FWEA18 (Tao et al. 2018). We also note
that the trade-off between the interface depth and the wave speed
gradient above it can be observed from the acceptable models. In
this region, the upper slab surface is located ∼50–70 km below
the 410-km discontinuity (Figs 7f and i). The cooling effect from
this relatively distant slab should be weak, which also explains the
insignificant uplift of the 410-km discontinuity.

5 D ISCUSS ION

5.1 Comparison with the 3-D regional FWI model

Tomographic velocity model FWEA18 (Tao et al. 2018) is the
currently highest resolution FWI model in this region. Because
FWEA18 is inverted with body waves with the shortest period of
8 s, thus it is important to examine how well this model can predict
the body waves of a higher frequency of 2 s and if further refinement
of the model is necessary. Due to the prohibitive computational cost
of 3-D simulations for 2-s waves, 2-D simulations are performed
for the profiles close to the selected stations which are sublinear.
The 2-D models along with profiles ON and OS (Figs 7a and c)
are extracted from 3-D model FWEA18 and implemented in the
2-D finite-difference (FD) package (Li et al. 2014) to generate the
2-D synthetics (Figs 7d and g). This 2-D package has incorporated
several corrections, e.g. out-of-plane spreading, point-source exci-
tation, and Earth-flattening, to better account for the 3-D wavefield
spreading (Li et al. 2014). We note that this 2-D package is only used
to compute seismograms for comparison here, not for the inversion.

Waveform fitting comparison indicates that although model
FWEA18 predicts the observed 2-s waveforms much better (Figs 7d
and g) than the model IASP91 (Supporting Information Figs S1a and
b), its synthetics still can’t fit the data completely. The mismatch
mainly comes from the differential traveltime between the direct
wave and the refracted wave, which is smaller in the FWEA18 syn-
thetics (Figs 7d and g) than in the data (e.g. the black and green
lines in Figs 7e and h). This mismatch suggests that although the
high P wave speed perturbation within the slab of model FWEA18
is stronger, twice the perturbation within the slab of model GAP-P4
(Obayashi et al. 2013), the perturbation is still not large enough
to advance the refracted phases relative to the direct waves. The
underestimation of wave speed perturbation within the slab model
FWEA18 is likely caused by the relatively long-period data (>8 s)
used in the model inversion. Through the 1-D full-waveform in-
version in this study, we can find acceptable models with adequate
wave speed jump across the slab upper surface. More significantly,
these models can predict not only the differential traveltime between

the direct and the refracted waves but also an additional moveout
in the record sections (indicated by the red line in Figs 6e and h).
Therefore, 1-D full-waveform inversion based on a higher frequency
(∼2 s) waveforms is indispensable to reveal precise structures such
as the wave speed jump across the slab upper surface, which will
be discussed in the following subsections.

For all the stations in the northern region, both the data and syn-
thetics are normalized according to station WDL so that the relative
amplitudes between stations are preserved. We also observe a large
amplitude difference between the data and the FWEA18 synthetics
for station XUK, but a much smaller amplitude difference between
data and the synthetics of the model inverted in this study. This
large amplitude discrepancy between data and FWEA18 synthetics
can be explained by the misfit function used in the inversion, which
is based on normalized-zero-lag cross-correlation (Tao et al. 2017)
and is insensitive to the amplitude differences. This suggests that
full-waveform inversion with preserved relative waveform ampli-
tude is necessary to recover more realistic models that can predict
the waveform data across the array.

5.2 Discontinuity sharpness

The discontinuity sharpness is one of the critical parameters to
distinguish models with mineralogical phase changes and chemical
layering (Benz & Vidale 1993). In addition, the sharpness of the
410-km discontinuity is sensitive to the water content (Helffrich &
Wood 1996) and is critical to understand the deep water cycle of the
Earth (Thompson 1992).

In our inversions, to reduce the model unknowns, we set all
the discontinuities as sharp interfaces. However, it is important to
discuss if the 2-s waveforms in this study can resolve the sharp-
ness across the 410-km discontinuity and the slab upper surface.
The systematic waveform modelling tests with different 410-km
discontinuity thickness (0, 20 and 40 km as shown in Supporting
Information Fig. S2a) show that the discontinuity thickness has the
biggest impact on the extent of the BC branch, with thicker discon-
tinuity corresponding to a smaller extent on the traveltime curve
(Supporting Information Fig. S2b). In these tests, we keep the wave
speeds the same above and below the 410-km transitional zone as
model IASP91, but only vary the thickness centred at the depth of
410 km.

However, different from the impact of the discontinuity thickness
on the traveltime curves calculated based on ray theory, the corre-
sponding 3-s waveforms of the BC branch exhibit no sensitivity to
the discontinuity thickness even up to 40 km (Supporting Informa-
tion Fig. S2c), which is likely due to the wave-front healing, a finite
frequency effect (Nolet & Dahlen 2000).

We perform a set of forward modelling tests to further investi-
gate the sensitivity of waveforms with different dominant frequency
periods (3, 2 and 1 s) to the discontinuity thickness up to 40 km
(Supporting Information Figs S2c–e). As the frequency increases
(e.g. from 2 to 1 s), the waveform differences become more appar-
ent between the sharper and gradual discontinuities, especially for
the pre-critical reflections at a smaller epicentral distance (Support-
ing Information Figs S2d and e). A similar frequency-dependent
sensitivity to the discontinuity thickness has also been observed
in previous triplication studies (Melbourne & Helmberger 1998;
Zhang et al. 2019). Given the fact that 2-s waveforms cannot dis-
cern a model with a sharp jump across the 410-km discontinuity
from the model with a certain thickness, therefore, we set the dis-
continuity as a sharp interface in the inversion. Nevertheless, the
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inverted sharp interface’s depth should reflect the centre of alterna-
tive gradual interfaces with a certain thickness.

To investigate the sharpness of the slab upper surface, we apply
waveform inversion to the real data. In the southern region, we fix
the midpoint of the interface at 480 km and set its thickness to be 20,
40, 60 and 80 km (Supporting Information Fig. S3a). For each inter-
face thickness, the full-waveform inversion is performed to search
for the acceptable models. Up to 60 km for the slab upper interface
thickness, the models inverted can predict the second triplication on
the observed waveform (annotated by the black arrow in Supporting
Information Fig. S3b). However, when the thickness reaches 80 km,
the wave speed gradient is too small to generate the second triplica-
tion. Therefore, triplication waveforms of 2 s alone, recorded from
one event, are unable to discern the slab interface thickness between
0 and 60 km, but they certainly require the thickness to be less than
80 km. There is also a challenge to use shorter period (higher fre-
quency) waveforms from lower magnitude earthquakes, due to the
low signal-to-noise ratio. Nevertheless, combining triplication data
with converted or underside reflected phases could better constrain
the discontinuity’s sharpness in the future. Additionally, for the ac-
cepted model with a slab interface thickness of 60 km, the positive
wave speed gradient within the inverted slab is twice the average
value of model FWEA18, which will be further discussed in the
next section.

5.3 Wave speed jumps across the slab upper surface

Although model FWEA18 shows a 2-D structure, in the cross-
section roughly parallel to the strike direction of the slab, its struc-
ture near the turning points of the wave paths varies little laterally
and can be treated as a 1-D layered model (the grey region in Figs 7a
and c) with averaged velocity from the epicentral distance of 5◦ to
14◦ (dashed black lines in Figs 7f and i). To obtain the wave speed
jump across the slab interface, we choose the wave speed values
at points 30 km (on the order of one wavelength of the waveform)
above and below the inverted interface for both the inverted mod-
els and model FWEA18. This helps avoid the complication due to
the trade-off between the interface depth and the wave speed in its
vicinity. We also isolate the wave speed jump due to the cold slab
from that due to pressure and temperature increase in the ambient
mantle, by removing a value of 0.2 km s−1, for both the inverted
models and model FWEA18.

The inverted wave speed jump across the slab upper surface is
∼3.9 per cent and ∼ 4.6 per cent for the northern and southern
regions, respectively. These wave speed jumps are about twice the
values from the averaged FWEA18 model, that is ∼2.0 and ∼2.4
per cent for the northern and southern regions, respectively. The
2.0–2.4 per cent wave speed perturbations for the slab can neither
fit the relative timing nor produce the extra triplicated phase ob-
served in the data (Figs 7d and g), therefore can be treated as the
minimum limit value for the subducting slab in this region. As for
the 3.9–4.6 per cent wave speed jump from our inverted results,
they are robustly constrained and not affected much by the slab
interface thickness, for example a sharp interface or a 60-km thick
interface (Supporting Information Fig. S3a). Nevertheless, our in-
verted wave speed jump of 3.9–4.6 per cent can be viewed as the
maximum limit value because these values might be overestimated
when the slab perturbations, in the source region, are not accounted
for. Therefore, the wave speed jump across the slab upper surface,
over a depth range of 60 km, should be between 2.4 and 4.6 per
cent. This relatively larger wave speed perturbation of the slab is

consistent with the value in the slab core (∼5 per cent) discovered
in the same Kuril subduction zone by modelling the teleseismic
waveforms recorded in the downdip direction (Zhan et al. 2014).

5.4 Future improvement

Because triplications are most sensitive to the turning points of the
wave paths, we only inverted for the structures in the deeper re-
gion where there are enough path crossings. However, the effect of
shallow structures should be considered. Although triplication can
minimize the influence from the shallower structure due to the sim-
ilar wave paths in the shallower part (e.g. Li et al. 2021), when the
unconstrained structure is close to the depth range to be inverted, the
triplicated waveforms can still be influenced (Fig. 4a). To overcome
this, the shallow part can be pre-constrained with a priori informa-
tion from independent studies (e.g. Chu & Helmberger 2014). In this
study, for the region above 300 km, we use the value from the aver-
aged model FWEA18 to minimize the influence from the shallower
structure. In the results, the inverted wave speeds are consistent
with the averaged values of model FWEA18 even down to 360 km
(Figs 7f and i), which confirms that choosing the pre-constrained
model down to the depth of 300 km is reasonable.

Strong lateral heterogeneities can also influence the FWI results
based on 1-D assumptions. Previous studies indicate that 2-D and
3-D slab structures near the wave path turning points can affect
the triplicated waveforms (e.g. Wang et al. 2014 and Tao et al.
2017). To minimize such influence from lateral heterogeneities,
we purposefully choose the event–station configuration with wave
paths roughly parallel to the slab’s depth contours where the slab
structure can be approximated as 1-D near the turning points (Figs 7a
and c). However, near the earthquake source, the high wave speed
slab is roughly parallel to the ray paths. This accumulated effect
of the source-side wave speed perturbation along the ray paths
cannot be neglected (Li et al. 2016). Otherwise, the slab wave speed
perturbation near the wave path turning points can be overestimated
and our inverted wave speed jump of 3.9–4.6 per cent can only
be viewed as the upper bound. To overcome this, the current 1-D
simulation tool QSEIS can be replaced by 2-D simulation tools in
the future, which can take into account the lateral heterogeneities
either in the shallower part or near the source side with a priori
information, for example tomography results from other studies. To
reduce the computational costs for our non-gradient-based inversion
approach, a GPU version of the 2-D FD method (Li et al. 2014) can
be utilized. The current non-gradient-based framework still works
with the fast speed of the GPU-based 2-D FD simulations, although
it is beyond the scope of this study.

We note that this work is a case study showing the effectiveness
of the high-frequency (∼2 s) triplications in resolving MTZ dis-
continuities and the slab upper surface. More events and stations
are needed to better constrain the model because the full-waveform
inversion results in this study strongly depend on the details of
high-quality waveforms. For instance, in the northern region, if we
consider another model with a low wave speed zone between the
410-km discontinuity and the slab upper surface (Supporting In-
formation Fig. S4c), the waveform fitting is similar but slightly
different (Figs S4a and d) from the model without this zone (Sup-
porting Information Fig. S4b). Due to the limited number of sta-
tions, the details of the waveform cannot be verified as consistent
and robust waveform features or subjected to noise contamination.
To definitively discriminate these two models, more high-quality
waveforms with better spatial coverage are required, not only for
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1-D full-waveform inversion but also for obtaining a 3-D model
of discontinuity structure in this region (e.g. Stahler et al. 2012;
Takeuchi et al. 2014).

6 CONCLUS IONS

Triplicated body waves effectively sample the structure near the
transition zone and carry rich information of the discontinuities
regarding their depths and wave speed gradients. The 1-D non-
gradient-based waveform inversion of triplication waveforms is a
useful and efficient tool in accurately mapping the MTZ structural
details to the first order from the high-frequency waveforms.

We systematically analysed the trade-off between the depth of the
discontinuity and the low wave speed gradient above it, discussed
the necessity of using array-normalized amplitude, and applied the
non-gradient-based waveform inversion to obtain 1-D structures
below the Tatar Strait of Russia.

We have observed triplications due to both the 410-km dis-
continuity and the slab upper surface, the seismic structures
of which are simultaneously inverted. Our derived 410-km dis-
continuity depths for the northern and southern regions are at
420±15 and 425±15 km, respectively, with no observable uplift.
The average depth of the slab upper surface is inverted to be located
about 50–70 km below the 410-km discontinuity. This location is
between the 1 and 2 per cent P-wave speed perturbation contours
of the regional tomography results (Tao et al. 2018), but we found
twice the amplitude of the wave speed perturbation. A strong wave
speed jump between 2.4 and 4.6 per cent (potentially over a depth
range of 60 km) is necessary to both fit the differential traveltime
between main phases and generate an extra triplication phase ob-
served in the data. Our inverted wave speed jump across the slab
upper surface is consistent with the strong wave speed perturbation
of ∼5 per cent in the cold slab core (Zhan et al. 2014) as well as
the results from the residual sphere method (Ding & Grand 1994)
in the same region. Our study also indicates that full-waveform in-
version at a relatively higher frequency band (∼2 s) is required to
resolve the detailed and precise structures near the MTZ. Due to the
prohibitive computational cost with 3-D full-waveform inversion,
the method used in this study provide an incremental yet effective
approach to probe the MTZ structure perturbed by the subducting
slabs.
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SUPPORTING INFORMATION

Supplementary data are available at GJI online.

Figure S1: Displacement waveform comparison between aligned
data (bold grey) and IASP91 synthetics (red) in the northern region
(a) and southern region (b).
Figure S2: Modelling tests for the 410-km discontinuity sharpness.
(a) Models used in this test. The black line is the model IAPS91,
while the blue and red lines are models in which the 410-km discon-
tinuity is replaced by a gradual transition with thicknesses of 20 km
and 40 km, respectively. (b) The traveltime curves for models in
(a). (c) Synthetic waveforms for models in (a). Although there are
significant differences in the traveltime curves as shown in (b), the
waveforms are almost the same with this period of 3 s. (d) Wave-
forms comparison with a period of 2 s. (e) Waveforms comparison
with a period of 1 s. We note that for all these cases, a t∗ ∼ 1 s is
convolved.
Figure S3: Inversion tests for slab upper surface thickness in the
southern region. (a) Models. The shaded red region marks the ac-
cepted models with interface thickness from 20 to 60 km. The bold
blue line shows the unaccepted model with a thickness of 80 km.
The bold grey line indicates the model IASP91. The dashed black
line is the averaged value for model FWEA18 (from 5◦ to 14◦).
(b) Waveforms comparison between data (bold grey), and the best-
fitting model (red) and the model with a gradual interface of 80-km
thickness (blue).
Figure S4: Inversion tests for the low wave speed zone in the
northern region. (a) Waveforms comparison between data (bold
grey), and the best-fitting model (red) without a low wave speed
zone. (b) The shaded red region marks the accepted models without
a low wave speed zone. The solid grey line indicates the model
IASP91. The dashed black line is the averaged value for model
FWEA18 (from 5◦ to 14◦). (c) The shaded red region marks the
accepted models with a low wave speed zone between the 410-km
discontinuity and the slab upper surface. Other symbols are the
same as (b). (d) Waveforms comparison between data (bold grey),
and the best-fitting model (red) with a low wave speed zone. The
grey circle indicates the waveform differences compared with (a).

Please note: Oxford University Press is not responsible for the con-
tent or functionality of any supporting materials supplied by the
authors. Any queries (other than missing material) should be di-
rected to the corresponding author for the paper.
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