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Cell neighbor exchanges are integral to tissue rearrangements in biology, including development and
repair. Often, these processes occur via topological T1 transitions analogous to those observed in foams,
grains, and colloids. However, in contrast to those in nonliving materials, the T1 transitions in biological
tissues are rate limited and cannot occur instantaneously due to the finite time required to remodel complex
structures at cell-cell junctions. Here, we study how this rate-limiting process affects the mechanics and
collective behavior of cells in a tissue by introducing this important biological constraint in a theoretical
vertex-based model as an intrinsic single-cell property. We report that, in the absence of this time constraint,
the tissue undergoes a glass transition with lowering of cell motility characterized by a sharp increase in the
intermittency of cell-cell rearrangements. Remarkably, this glass transition disappears, as T1 transitions
are temporally limited. As a unique consequence of limited rearrangements, we also find that the
tissue develops spatially correlated populations of fast and slow cells, in which the fast cells organize into
streamlike patterns and maintain optimally stable cell-cell contacts. The predictions of this work are
compared with existing in vivo experiments in Drosophila pupal development.
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I. INTRODUCTION

Cell neighbor exchange is fundamental to a host of active
biological processes, from embryonic development [1,2] to
tissue repair [3,4]. Often referred to as cell intercalations
[5,6], it is the leading mode of rearrangement in a confluent
cell packing and in the simplest form described by a
topological T1 process observed in foams [7]. During
development, T1 rearrangements lead to diverse reorgani-
zation patterns [8–12], based on polarized global cues
[13,14], or apparently random localized active fluctuations
[15,16]. Disruption of neighbor exchanges leads to defects
in developing embryos [13,14], while an increase is shown
to alleviate disease conditions [8,17]. It is, therefore,
important that the underlying biological programs of
neighbor exchanges are regulated in a tissue.
A common feature that nearly all experiments following

cell intercalations point out is that there is always a finite
time delay involved with the T1 processes. The most basic
form of delay comes from the fact that any T1 event
requires a modification of the adherens junctions between

cells which are made of homotypic bonds between
E-cadherin receptors across two cells, supported by acto-
myosin networks and other adhesion molecules like α- and
β-catenin. The dynamics in tissues are always highly
stochastic and overdamped. There are several dissipative
processes, like the friction from the membranes at the
contact, actomyosin cortices of the cells involved, other
filamentous structures in the cytoskeleton, and cytoplasm
of the two cells, that slow down the movement of the
adhesion molecules associated with junction remodeling
[13,18–26]. Several papers over the past two decades report
timescales associated with the dynamics of T1 transitions in
converging and extending Drosophila germ band. Bertet
and co-workers [13] measure typical timescales of 10 min
for junction shrinkage and another 10 min for reextension.
The combination of these two timescales introduces a
natural time delay between successive T1 events involving
a given cell. They also report almost doubling of this time
delay in gap gene Krüppel mutant embryos attributed to a
defect in the polarization of myosin-II at the anterior-
posterior junctions. This means the arrangement of mol-
ecules at the junctions can give rise to a time delay which
can be modified by perturbations. Blankenship et al. [27]
report similar timescales of junction remodeling (approx-
imately 7–8 min for shrinkage and approximately 5–8 min
for reelongation). In more recent works, Simões, Mainieri,
and Zallen [28] report a rate of one T1 event per cell in
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30 min, and Wang et al. [29] report a nonmonotonic
variation of T1 rate in the range 0–0.1 per cell per minute in
Drosophila germ band. Curran et al. [16] measure T1 rates
in Drosophila pupal notum, where a monotonic drop in T1
rate is observed during tissue maturation. All these results
confirm that not only is there a natural time delay
associated with T1 events, this delay can vary during the
developmental process or be modified by mutation. Curran
et al. [16] also show potential ways to tune the natural
time delay by perturbation of the Rho-signaling pathway.
Based on these examples, it is clear that cellular rearrange-
ments are associated with time delays with origins in the
cellular machinery driving the neighbor exchanges based
on intra- and extracellular cues and frictional forces from
the cell-cell contacts.
While there is a scarcity of quantitative measurement of

cell-level neighbor exchange rates [16,28,29], recent evi-
dence suggests that limiting the rate of neighbor exchanges
influences many tissue-level properties. The fluidity of an
epithelium [30] is affected by differential rates of neighbor
exchanges in development [16,31]. Neighbor exchanges
and dynamic remodeling of cell-cell contacts [32,33] are
crucial in collective cell migration through dense environ-
ments; examples include the migration of border cells in
developing Drosophila oocyte [34], the formation of dorsal
branches in Drosophila tracheae [35], and the formation of
zebrafish posterior lateral line primordium [36]. In in vitro
human bronchial epithelial monolayers, T1 rearrangements
are required for fluidization, yet isolated T1s are difficult to
capture even during unjamming as the cellular collective
often fluidizes by forming collective, coherently moving
packs [37,38]. Similarly, invading cancer cells often form
multicellular streams to migrate through narrow spaces in
rigid tissues [39–45] that depend crucially on neighbor
exchanges, as suggested recently [46].
Despite this evidence, it is unclear how the dynamics of

neighbor exchanges and dynamic remodeling of cell-cell
contacts are related and what roles they play in the
emergent multicellular behavior. In this work, we try to
understand this relation within a theoretical approach.
We extend the well-known 2D vertex model [47,48], which
has already provided valuable insights on morphogenesis
[49,50], epithelial maturation [37], unjamming [38], and
wound healing [51]. In all these cases, the T1 events are
considered instantaneous [48,52], implicit [53], with an
embargo timer [54] or controlled using a Monte Carlo
scheme [55]. However, the interactions of single-cell
motility and the rate of T1 events have not been considered.
The focus of this work is to study the interplay of active

cell motility and the controlled rate of T1 events regulated
at the level of individual cells. We explore this relation and
its consequences within a theoretical approach by a single-
cell temporal control on cellular neighbor exchanges in
terms of a characteristic timescale for which T1 transitions
are stalled. We use an extended dynamic vertex model to

investigate how this rate constraint influences epithelial
tissue properties, both material and functional. A rich set
of dynamical regimes emerges as a result of this control.
Changing the intrinsic cell-level persistence time for T1
events induces a gradual slowing of the cellular dynamics.
Though this is reminiscent of the dynamical arrest in
glassy systems, the nature of the glassy state that emerges
is distinct and not previously described. The interplay of
cell motility and intrinsic persistence of T1 events gives
rise to out-of-equilibrium states that behave as a glassy
system yet lacks conventional dynamic heterogeneity
and, surprisingly, contains a population of mobile cells
that can migrate via an unusual coordinated streamlike
motion. In addition, the tissue develops collective migra-
tion patterns akin to cell streaming in cancerous tissues
[41,44]. We also demonstrate that single-cell control
yields realistic neighbor exchange rates and correctly
captures the relationship observed between the rate of
neighbor exchanges and cellular junctional tensions in a
developing Drosophila pupa [16].

II. DYNAMIC VERTEX MODEL

A. Equations of motion and forces

Our appropriately modified “dynamic vertex model”
(DVM) [38] retains most of the classic features
[53,56,57]. Cells in a 2D epithelial monolayer are described
by irregular polygons [Fig. 1(a)], defined using vertices,
which constitute the degrees of freedom for the model. The
vertex positions frig evolve against a uniform frictional drag
ζ according to the overdamped athermal equations of motion

ζ
dri
dt

¼ fshapei þ factivei : ð1Þ

The forces fshapei and factivei are described below.
Because of the biomechanical interactions, cells resist

changes to their shapes, described by the tissue mechanical
energy [48,56,57]

E ¼
XN
i¼1

½KAðAi − A0Þ2 þ KPðPi − P0Þ2�; ð2Þ

where N is the number of cells and Ai and Pi are the area
and the perimeter of cell i, respectively. A0 and P0 are the
equilibrium cell area and perimeter, respectively, consid-
ered uniform across the tissue [58]. KA and KP are the
elastic moduli associated with deformations of the area and
perimeter, respectively. The second term in the right-hand
side of Eq. (2) yields a dimensionless target cell shape
index p0 ¼ P0=

ffiffiffiffiffi
A0

p
[37,38]. The force on any vertex due

to cell shape fluctuations is

fshapei ¼ −
∂E
∂ri : ð3Þ
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Each cell in the DVM behaves like a self-propelled
particle with motility force v0 [53,59,60] acting on the
geometric cell center. The total active force on vertex i is

factivei ¼ v0ñi; ð4Þ

where ñi is the direction of average active force on vertex i
[Fig. 1(a) and Appendix A].

B. Implementation of T1 stalling time

The most crucial ingredient in our model is a “T1 stalling
timescale.” We introduce this as a tunable time period τT1
for which we limit T1 processes for any cell in our
simulated tissue. A technical advantage of vertex-based
models for cells over particle- or Voronoi-based models is
the ability to explicitly control the connectivity between
edges, vertices, and cells in the tissue. A T1 transition
consists of a local topological change in the network as
illustrated in Fig. 1(b). Whereas previous implementations
treat these events as instantaneous or a fixed embargo timer
[48,49,52,54,56,61,62], here we implement a method of
executing T1s in a history-dependent manner. For each cell,
a timer δtc is kept which records the time elapsed since the
last T1 transition involving the cell. This timer measures the
single-cell waiting time between successive T1 events.

Initially, cells are seeded with random values of this
timer δtc, chosen from a uniform distribution ½0; τT1�.
Subsequently, in the simulation, an edge adjacent to the
cell undergoes a T1 if and only if two conditions are met:
(i) The length of the edge is shorter than a threshold
lmin ¼ 0.1 times the simulation length unit, and (ii) δtc > τT1.
This rule introduces an effective persistence governing
intercalations of cells and is illustrated schematically in
Fig. 1(b). Such persistence originates from the inherent
delays associated with the stochastic cell intercalation
observed in living tissues [13,16,27–29]. The tissue remains
a confluent monolayer (where cells do not overlap and no
gaps exists between them) throughout the entire simulation
run within this implementation of the vertex model.

III. RESULTS

A. Dynamical slow down in cellular motion
due to persistence in T1 events

The primary focus of this study is the interplay of
motility and the inherent T1 stalling timescale and how
it affects collective tissue behavior. Hence, our starting
point is a tissue that is solidlike when cell motility is absent
(v0 ¼ 0). In the vertex model, this corresponds to the
cell shape index p0 < p�

0, where p�
0 ¼ 3.81 [56] is the

FIG. 1. Increased persistence of T1 events in the dynamic vertex model (DVM) slows down cell dynamics. (a) In the DVM, the
dynamics of a vertex depends on motility of adjacent cells (also see the Appendix A). (b) Introducing the “T1 stalling timescale” τT1
which represents the time duration over which T1 transitions are stalled for any cell i. Consequently, τT1 becomes the lower bound for
the waiting time observed between successive T1 events involving cell i. This happens due to the stochastic dynamics of cellular
junctions. (c) Mean-square displacements (MSDs) of the cell centers for fixed v0 ¼ 1.6 at different τT1. The dashed line, with a slope of
1 on a log-log scale, indicates the diffusive behavior. (d) Self-intermediate scattering function Fsðq̃; tÞ for the same v0 at different τT1.
Here, q̃ ¼ π=

ffiffiffiffiffi
A0

p
, where

ffiffiffiffiffi
A0

p
is the unit of length in our model. (e) β- and α-relaxation timescales, τβ and τα, respectively, as functions

of τT1.
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transition point between solidlike and fluidlike behaviors
in the limit of v0 ¼ 0. Therefore, the majority of results
presented hereon are at a fixed p0 ¼ 3.6. In Fig. 9 of
Appendix B, we show that results at other values of p0 do
not alter our overall finding. A recent concurrent study [63]
reaches the same conclusions using a similar vertex model
implementation for delayed T1s and varying p0.
In order to understand the effects of τT1 on cell dynamics,

we start in the fluid phase of the model [corresponding to a
high motility (v0 ≫ 0.6) at this p0]. To quantify the cell
dynamics, we compute the mean-square displacements
(MSDs), hΔrðtÞ2i of cells [Figs. 1(c), 8(a), 9(a), and 9(b)
in Appendix B], and the self-intermediate scattering func-
tion Fsðq̃; tÞ [Figs. 1(d), 9(d), and 9(e) in Appendix B], a
standard measure in glassy physics to quantify structural
relaxation (see Appendix B for details of the calculation).
When τT1 is small, cell motion is ballistic [hΔrðtÞ2i ∝ t2] at
short times and at long times behaves diffusively (∝ t). This
corresponds to the fluidlike behavior when T1 events are
nearly instantaneous which is extensively studied
[37,48,49,51]. As expected in this motility-driven fluid,
here, Fsðq̃; tÞ decays sharply with a single relaxation
timescale [Fig. 1(d)]. However, at a larger choice of τT1,
the MSD develops a “plateau” after the early ballistic
regime and requires an increasingly longer time to become
diffusive as τT1 is increased. The appearance of this plateau
is indicative of the onset of kinetic arrest, i.e., glasslike
behavior. This shows up as a two-step relaxation in terms of
Fsðq̃; tÞ [Fig. 1(d)]. These features of MSD and Fsðq̃; tÞ
persist regardless of the choice of p0 (Fig. 9 in
Appendix B). In glassy physics [64–67], the origin of
the two-step relaxation is attributed to β relaxation, taking
place at intermediate times when each cell jiggles inside the
cage formed by its neighbors, which is also responsible for
the plateau in MSD, and α relaxation, taking place at later
times when a cell is uncaged and undergoes large-scale
motion to make the MSD rise after the plateau.
We quantify the glassy behavior by extracting the time-

scale of β relaxation, τβ [68], by locating the point of
inflection in the MSD curve on a log-log plot [see
Appendix B and Fig. 8(c)]. The timescale τα associated
with α relaxation can be extracted from Fsðq̃; tÞ (see
Appendix B). In Fig. 1(e), we plot the dependence of τβ
and τα on τT1 [see also Fig. 9(f) in Appendix B for results of
τα at different p0]. For low τT1 (fast T1s), the two timescales
coincide, indicating τT1 has no discernible effect on the
dynamics, but for τT1 > 20 the difference between the two
timescales grows dramatically. This provides a characteristic
timescale where the hindrance of T1s causes effective caged
motion and kinetic arrest in cells. This behavior is reminis-
cent of the onset of glassy behavior in supercooled liquids;
the natural question is whether introducing a T1 stalling
timescale merely provides another route leading to a conven-
tional glassy state, similar to, e.g., decreasing the temper-
ature. To answer this question, we quantify the dynamical

heterogeneity in states undergoing kinetic arrest due to the
time constraint and compare with more conventional glassy
states obtained by lowering of v0 at short τT1.
We compute the four-point susceptibility χ4ðtÞ, a stan-

dard measure of dynamical heterogeneity in glassy systems
[68,69]. For nearly instantaneous T1s [Fig. 2(a)], the tissue
behaves similar to a conventional supercooled glass as v0 is
decreased: χ4ðtÞ exhibits a peak which shifts toward larger
times with decreasing v0. Together with the increase in the
peak magnitude of χ4ðtÞ, these results indicate that the
length scale and timescale associated with dynamic hetero-
geneity become increasingly larger due to lowering of v0,
which plays the role of an effective temperature [53]. Using
the peak value χ�4 [Fig. 2(c)], the glass transition can be
located at v0 ≈ 0.8. In contrast, the behavior of χ4ðtÞ for a
large τT1 is drastically different. Here, χ4ðtÞ develops a
plateau [70,71] over decades in time [Fig. 2(b)]. Here, the
width of the plateau is significantly broader than in the low
τT1 regime. Further, hindering T1s here also reduces the
dependence of dynamic heterogeneity on v0, and the peak
value of χ�4 [Fig. 2(c)] no longer exhibits pronounced peaks
as a function of v0. This indicates that the T1 stalling
timescale dominates over motility and acts as the rate-
limiting factor in determining cell rearrangements. This
analysis reveals that, while the high τT1 regime becomes
kinetically arrested, it does so in a manner distinct from
reducing temperature in conventional supercooled liquids.
Here, the characteristic dynamical timescale is largely
controlled by τT1 rather than the effective temperature in
the system. Therefore, the glassy behavior in the tissue is
directly controlled by τT1, and the resultant glassy states
possess a lower degree of dynamic heterogeneity compared
to the conventional glassy states.

B. Intermittency in T1 events points to a dynamic
regime distinct from a conventional glass

Given that the origin of a growing dynamic heterogeneity
in glasses is attributed to the highly intermittent motion of
individuals [67], we explicitly investigate how intermittency
of T1 rearrangements depends on v0 and τT1. For this, we
measure the single-cell waiting time (τw), which is defined as
the length of time periods between successive T1 events
involving a single cell [illustrated in Fig. 1(b)]. By tracking all
neighbor exchanges, we maintain a time-dependent list
of single-cell waiting times, denoted by fτiwðtÞg,
i ¼ 1; 2;…; N, which contains the instantaneous values of
the waiting times for all the cells. From this list, we define an
instantaneous average waiting time τ̄instw ðtÞ ¼ ð1=NÞτiwðtÞ
[Figs. 2(d) and 2(e)] per cell at time t. We also consider
distributions of all the observed waiting times for all the cells,
denoted by PðτwÞ (Fig. 10 in Appendix B).
When τT1 is small, T1 rearrangements are nearly uncon-

strained [Fig. 2(d)]. When the motility is high, τ̄instw ðtÞ
exhibits steady fluctuations about a mean value that is
slightly larger than the lower bound set by τT1. As motility
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is lowered, neighbor exchanges become less frequent,
hence increasing τ̄instw ðtÞ overall. At even lower motility,
near the glass transition, the dynamics becomes highly
intermittent, and, consequently, T1 events are separated by
a broad distribution of waiting times (Fig. 10 in
Appendix B), and multiple rearrangements can take place
simultaneously akin to avalanches [69]. Deeper in the glass
phase, τ̄instw ðtÞ increases slowly over time, reminiscent of the
aging behavior observed in glassy materials [67,69].

At large τT1 [Fig. 2(e)], the intermittent fluctuations,
observed around the glass transition regime in Fig. 2(d),
are dampened significantly. Here, τ̄instw ðtÞ always fluctuates
around a mean value until motility becomes too low. The
low-motility behavior of τ̄instw ðtÞ remains unaffected by an
increase in τT1.
To further characterize the nature of fluctuations in the

instantaneous waiting times and the intermittency, we follow
the variation of kurtosis κ extracted from the distributions of
the waiting times given by PðτwÞ (Fig. 10 in Appendix B). In
the short τT1 regime,PðτwÞ decayswith heavy power-law tails
for v0 ∼ 0.6–0.8 [Fig. 10(a) in Appendix B], and here κ vs v0
exhibits a very pronounced peak [Fig. 2(f)]. This is alsowhere
the glass transition takes place upon decreasing the single-cell
motility. At higher motilities, away from the glass transition
point, κ ≈ 3 corresponding to Gaussian fluctuations which is

apparent from the nature ofPðτwÞ [Fig. 10(a) in Appendix B].
However, at sufficiently large τT1, PðτwÞ [Fig. 10(b) in
Appendix B] becomes relatively narrow for all motilities
and κ remains close to 3. This is a clear indication that large τT1
reduces the intermittency of cell rearrangements near the glass
transition. These evidences consolidate our observations and
conclusions from the behavior of dynamic heterogeneity.
Next, we analyze the interplay between the T1 stalling time
and the observed mean waiting times.

C. Universal scaling separates fast
and slow glassy regimes

The mean waiting times hτwi obtained from PðτwÞ
exhibit strong dependence on both v0 and τT1 [Fig. 3(a)].
We compare hτwi=τT1, which always remains larger than
unity and varies by orders of magnitude. This variation
is more than 1000-fold at small τT1. However, as τT1
increases, hτwi=τT1 approaches unity and depends weakly
on v0. This behavior suggests a universal scaling

hτwi
τT1

¼ fðτT1vz0Þ: ð5Þ

In Eq. (5), fðxÞ is the dynamical crossover scaling function
with x ¼ τT1v

z
0.

FIG. 2. Persistence in T1 events introduces variable degrees of dynamic heterogeneity and drives intermittency of rearrangements. (a),
(b) Four-point susceptibility χ4ðtÞ for different v0 at two different τT1. (c) Peak value of χ4 denoted as χ�4 vs v0. (d),(e) Time series of the
instantaneous average of the waiting times of all cells, given by τ̄instw ðtÞ, for the parameters corresponding to (a) and (b). (f) The kurtosis κ
of the observed values of τ̄instw , as a function of v0.
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Replotting the data using Eq. (5), we find good scaling
collapse with exponent z ¼ 4.0� 0.1 [Fig. 3(a), inset].
This scaling relation uncovers two distinct regimes.
For small x, fðxÞ ∼ x−1, which implies hτwi ∝ v−z0 . We
refer to this as the fast rearrangement regime. For large x,
fðxÞ → 1, indicating a slow rearrangement regime where
hτwi ∝ τT1 and independent of v0. The transition between
the two regimes occurs at x ¼ x� ≈ 100, corresponding to a
scaling relation of τT1 ¼ x�v−z0 that constitutes the boun-
dary separating these two rearrangement regimes.
The dynamics in the fast regime is not hindered by τT1

and is primarily driven by the effective temperature Teff ∝
v20=Dr [53]. For high values of v0 in this regime, the motile
forces are sufficient to overcome the energy barrier asso-
ciated with T1 transitions; however, as v0 drops below
v�0 ≈ 0.8, the tissue enters into a glassy solid state where cell
motions become caged.
In the slow regime, τT1 dominates the dynamics, as it is

the longest timescale in the system and, therefore, the
ultimate bottleneck to rearrangements. This leads the mean
waiting times for T1 events to depend linearly on τT1 while
being insensitive to motility. In addition to glassy behavior,
which is a source of nonequilibrium fluctuations, here, τT1
constitutes another possible route that can take the system
out of equilibrium, effectively slowing down the dynamics.
Here, the uncaging timescales (τα) grow with τT1

[Fig. 1(e)] but remain quite finite, as in a highly viscous
or glassy fluid. This kind of dependence of tissue relaxation
on the rate of T1 events is also reported recently by Krajnc
and co-workers [55] using a 3D vertex model. They show,
using a Monte Carlo implementation of T1 transitions, that
if active T1 events are allowed in a tissue at a rate kT1,
independent of the energy barriers, the tissue viscosity

η ∝ k−1T1 . Since away from a glass transition τα and η both
are similar measures of relaxation [72] and τT1 ≡ 1=kT1,
our observed linear growth of τα with τT1 [Fig. 1(e)]
resembles the above behavior of tissue viscosity.

D. Phase diagram of cellular dynamics

Based on these observations, the phase diagram on the
v0 − τT1 plane [Fig. 3(b)] can be categorized into three
phases: (i) a glassy solid phase, (ii) a fluid phase, and
(iii) an unusual active streaming glassy state (ASGS),
which is discussed in depth below. The approximate
solid-fluid phase boundary is given by peak positions in
κ [Fig. 2(f)] and χ�4 [Fig. 2(c)] and effective diffusivity Deff
[Appendix B and Figs. 3(b) and 8(b)] [53]. The boundary
between fluid and the ASGS phase is given by the cross-
over scaling [Eq. (5)] between the slow and fast regimes.
The ultralow Deff values in the ASGS phase resemble a

solid more than a fluid. However, the finite τα [Fig. 1(e)]
and the nature of MSDs (Figs. 8 and 9 in Appendix B) and
waiting times (Fig. 10 in Appendix B) indicate that these
states are solidlike only for timescales less than τT1.
Furthermore, the eventual transition to diffusive motion
(at times≫ τT1) is due to a small population of fast-moving
cells. To understand this peculiar form of fluidity, we
quantify the fraction of relatively fast-moving or mobile
cells, given by fmob (for details see Appendix B). As
expected, fmob is large and close to 1 for fluid and zero for
glassy solid. This also holds true for other values of p0

[Fig. 9(c) in Appendix B]. However, in the ASGS, fmob

decreases slowly as τT1 increases yet always remains finite.
These results indicate that the ASGS always includes states
with a heterogeneous mixture of fast and slow cells. This is

FIG. 3. Universal scaling of waiting times and phase diagram of cell dynamics. (a) Mean waiting times, scaled by τT1, hτwi=τT1 as a
function of τT1 at different v0. Inset: scaling collapse of hτwi=τT1 with the scaling variable x ¼ τT1v

z
0 and exponent z ¼ 4.0� 0.1. The

black dotted line is a guideline for the power law of x−1. (b) The phase diagram on the v0 − τT1 plane shows three different regimes of
cell dynamics along with approximate phase boundaries. The black dotted line represents an approximate boundary between the glassy
solid and the fluid phase. The black solid line is the phase boundary predicted by the crossover scaling function given by Eq. (5). The
heat map represents the values of effective diffusivity Deff, and the intensities of the color of overlaid circular symbols represent the
values of fmob, the fraction of mobile cells with net displacements of at least two cell diameters.
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a signature of an emergent spatial-temporal heterogeneity
which we try to understand next.

E. Self-organization of fast-moving cells leads
to the emergence of cellular streams

We observe that depending on the phase they belong
to (solid, fluid, or ASGS), the fast cells exhibit different
degrees of neighbor exchanges. This can be quantified by
defining a single-cell intercalation efficiency

I ¼ d∞=nT1; ð6Þ

where d∞ is the net displacement and nT1 is the net T1
count for a given cell in the entire simulation (see
Appendix B for more details). This quantity captures the
difference between reversible T1 events that do not help
cells to move away from its neighborhood and irreversible
T1 events that effectively allow cells to uncage and move.
We find that for the fast cells I increases with increasing
τT1 at a fixed motility [Fig. 4(a)]. This is consistent, because
short τT1 offers a higher tendency of reversing T1 tran-
sitions, compared to when τT1 is large. Simultaneously, the
spatial distribution of the fast cells becomes increasingly
heterogeneous and streamlike at large τT1. The distributions
of I [Fig. 4(b)] also reflect this change, as they become
broader and heavy tailed, with a two- to fivefold increase in
the mean efficiency Ī as τT1 goes up. These results indicate
that, as T1 events are limited at large τT1, only a few mobile
cells are able to undergo T1 and they become increasingly
irreversible and induce effective migration. The fast cells
also exhibit mutual spatiotemporal alignment that grows

rapidly with τT1 as reflected in the distribution of their
mutual alignment angles [Fig. 11(a) and see Appendix B
for details]. We also extract an overall alignment proba-
bility ϕa [defined in Appendix B, data shown in Fig. 11(b)]
which is insensitive to τT1 at small motilities but remains
large due to collective vibrations in a solidlike tissue [53].
ϕa becomes increasingly dependent on τT1 at higher
motilities, which shows that stalling T1s for a prolonged
time period alone can induce alignments, but such align-
ments can result migratory potential and streamlike behav-
iors only when cell motility becomes sufficiently large.
This observation also justifies the location of the ASGS on
the phase diagram shown in Fig. 3(b).
These self-organized cell streams are visualized in cell

trajectories [Fig. 5(a), top]. When τT1 is low, they are
uniformly distributed and randomly oriented. However,
as τT1 increases, they become sparse and grouped into
streamlike collectives. These collectives are increasingly
correlated and persistent at larger τT1. Here we use
a time interval much smaller than the corresponding
β-relaxation timescales to compute the displacement vec-
tors of cell centers. Therefore, this type of collective
behavior occurs even before a majority of the cells uncage.
To quantify the spatial correlations arising during stream-
ing, we adapt a quantity  V [73], computed in the comoving
frame of a given cell, which represents the average
velocities at different locations around it. Collective migra-
tory behavior shows up as vectors of similar length and
direction near the cell, whereas solid or fluidlike behavior
results in isotropic organization of vectors of uniform sizes.
In Fig. 5(a), bottom, signatures of collective motions are
absent when τT1 is small but gradually appear with an

FIG. 4. Fast cells organize into streams as T1 stalling time increases. (a) Simulation snapshots for four different τT1 values at fixed
v0 ¼ 1.6. Only the fast cells are shown (net displacement d∞ ≳ 2 cell diameters; see Appendix B for details) are color coded according
to their intercalation efficiencies, defined as I ¼ d∞=nT1, where nT1 is the net T1 count. (b) Distributions of cell-level I values, for
different τT1.
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increase in τT1 as the sizes and orientations of the vectors
become more correlated along the direction of motion and
remain uncorrelated along the direction perpendicular to it.
Such anisotropic vector fields are hallmarks of cellular
streaming [73,74] that involves high front-back correlations
[Fig. 5(b), top] and low left and right correlations [Fig. 5(b),
bottom]. The decay of these correlations also provides

the size of streams. The stream lengths extracted from the
front-back correlations [Fig. 5(b), top] are shown as a color
map as function of v0 and τT1 in Fig. 5(c). The stream
length remains small (approximately 3 times the average
cell diameter) in the solid and fluid phases, while it varies
up to 8 times average cell diameter and nicely highlights the
distinctive dynamics of ASGS. The stream width, on the

FIG. 5. Visualization and characterization of cell streaming. (a) The individual cell trajectories at different τT1 and fixed v0 ¼ 1.6.
Top row: cell trajectories for a short time period. Colors change from green to blue to mark cell positions progressively forward in time.
Trajectories are shown only for the cells that travel 80% of average cell diameter or more distance in this time window. Bottom row:
average velocity field  V around any cell corresponding to each panel in the top row. Here, the reference cell is always at the origin, its
velocity vector pointing from left to right. (b) Correlation of cell motions is shown by plots of Vx, the x component of  V, along two lines
parallel to the x axis (top) and the y axis (bottom), respectively. These two lines are also illustrated as dotted lines in the insets. (c) The
typical length of cell streams, estimated from the plot of Vx along the x axis [top in (b)], shown as a color map as a function of v0 and τT1.
Here, we define the length or width of the stream, as we move away either along the x or y direction from the origin, respectively, to be
the distance between the points where Vx falls off below a fixed value V�

x ¼ 0.05, suitably chosen to calculate the stream sizes. The color
map of stream lengths varies significantly across the three phases as encountered in Fig. 3, while the stream widths vary very little
between three and four average cell diameters.
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other hand, remains constant throughout (approximately
3–4 times the average cell diameter). A closer analysis of
the spatial-temporal velocity correlations reveal that these
streams are reminiscent of a leader-follower behavior
[40,44,75–77]. Here, the strength of correlations increases
with τT1 [Fig. 11(c) in Appendix B].

F. Increased persistence of T1 events results
in effective cell-cell cohesion

Having demonstrated the organization of collective
multicellular streams, a remaining question is the physical

mechanism underlying streaming. Since streaming behav-
ior must rely on cells becoming stuck to one another over
some time, we next focus on the dynamical evolution of
cell-cell contacts. The delays between successive T1 events
introduced by τT1 in our model tune the stability of cell-cell
contacts. Two neighboring cells maintain an effective
adhesion for a time period equal to τT1 or longer, depending
on the time evolution of the shared junction. In simulations,
we have direct access to the lifetimes of the cellular
cohesion events or an effective dynamic adhesion timescale
τad from the cell-cell adjacency information. Alternatively,
we can measure these timescales using cell tracking.

FIG. 6. Effective cell-cell cohesion depends on T1 stalling timescale and introduces cell streaming. (a) Typical time evolution of the
adjacency (blue) and center-to-center distance (orange) of a pair of cells. Adjacency is 1 when the pair are immediate neighbors (i.e.,
sharing a junction) and zero when they are not neighbors. Width of the blue shaded areas indicates periods for which they form a
cohesive pair, defined as the effective adhesion timescale τad. The time evolution of cell-cell separation provides another measure of τad,
given by the periods for which the separation remains below a suitably chosen fixed threshold of 1.5 times an average cell diameter.
Examples are shown for different τT1 at fixed v0 ¼ 1.6 which show that cell pairs can undergo multiple events of cohesion, and the two
different methods of determining τad agree quite well. See Fig. 11(d) in Appendix B for more data on comparison of these two methods.
(b) Probability distribution functions of the effective adhesion timescales PðτadÞ, shown at different combinations of v0 and τT1. (c) A
color map of hτadi, estimated from cell adjacency information as a function of τT1 and v0. (d),(e) Proposed mechanism of how effective
cohesion can lead to cell streaming. (d) shows a tissue patch of 18 cells, each with a different timer δti ¼ ti recording the time elapsed
since the last T1. Cells 1 and 3 (sharing the blue colored junction) undergo T1 at time t as their respective waiting times exceed τT1. This
T1 not only resets the timers on cells 1 and 3, it also resets the timers on nearby cells 2 and 4, because they now become neighbors after
the T1. This resetting introduces an effective adhesion in several cell pairs and forbids another T1 event involving the junctions colored
in red for a period at least τT1. (e) shows the consequence of this effect. These four cells can now only move coherently [case (i)] with
types of motions forbidden, as illustrated here [case (ii)]. Thus, this cluster of four cells acts as a nucleator for a cell stream, that can grow
in length as any of the neighboring cells, marked by circles [case (i)], can join the cluster via T1 transitions involving the junctions
colored green [case (i)] and propagate the streaming.
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Figure 6(a) illustrates the time evolution of cell-cell
cohesion for multiple cell pairs which become neighbors
at some point using these two techniques. Figure 6(b)
shows the probability distributions of the effective adhesion
times, PðτadÞ, in different regions of the phase diagram.
When τT1 is small, cell-cell contacts are frequent but short
lived. Then PðτadÞ is very narrow for low motilities, with a
single peak at τad ≈ τtotal, the total simulation time, as
expected in the glassy solid state. Increase in motility
widens PðτadÞ in the fluid state, while the peak at τtotal
disappears. At high motility, if τT1 becomes large, the
system enters the ASGS. Here, PðτadÞ remains wide and is
maximum at τad ≈ τT1. An important feature is that the
variance of τad is always large for high-motility states,
indicating a heterogeneity in the remodeling of cell-cell
contacts.The mean adhesion times hτadi, shown as a color
map in Fig. 6(c), also reflect these trends. In addition, hτadi
strongly depend on τT1 in the ASGS, which indicates
the existence of a state where stability of cohesive
cell clusters can be tuned over a broad range [see also
Fig. 11(d) in Appendix B]. This is reminiscent of the
previous suggestions [39–45,77,78] that streaming cells
observed in cancer tumors are typically associated with a
range of strengths of cell-cell adhesion, from weak to
intermediate. This is exactly what we observe here as well.
This analysis reveals that different glassy regimes

[Fig. 3(b)] can be distinguished based on measuring the
characteristic time of cell-cell cohesion and its statistical
distributionPðτadÞ. For example, consider twodifferent glassy
states, onewith a large τT1 andonewith smallmotility. In terms
of conventional measures, both states exhibit glassy features
(vanishingDeff and large χ4); however, our work predicts that
the state with a large τT1 should have a broadly distributed
PðτadÞ compared to a conventional glassy state.
The emergence of cell streaming from the effective cell-

cell cohesion is an amplified tissue-level response to the
persistence memory introduced by the stalling of the T1
events. This can be shown by inspecting the consequences
of a single T1 event in our model [Fig. 6(d)]. It not only
resets the timers on the two cells swapping the shared
junction, but also resets timers on nearby cells that now
become neighbors after the swap. These events introduce a
cohesive four-cell unit that is stable for a time period of at
least τT1. This time restriction also sets a natural lower
bound to the τad’s, as reflected in Fig. 6(b). A consequence
of this effective cohesion is that these four cells can now
move coherently only for a period τT1 or more [Fig. 6(e)].
The only way this cluster can move is via T1 transitions
involving junctions at the periphery, as illustrated in
Fig. 6(e)-case (i). This also allows this cluster to grow
into a stream only when τT1 is optimal, because very
frequent or rare T1 events would not be useful. That is why
we see a drop in fmob [Fig. 3(b)] and saturation of τad
[Fig. 6(c)] as τT1 becomes very high. The movements of
such streams are always unidirectional at any given time

instance which gives rise to an effective leader-follower
behavior [Fig. 11(c) in Appendix B]. One possible way to
test whether synchronized T1 rearrangements can lead to
streaming in the physiological context is to use high-
resolution cell tracking, e.g., as described in Ref. [22].
Stabilization of four-cell units for a finite time period
following T1 events is, however, a common observance in
biological tissues and has been quantified [13,16].

G. Predictions for Drosophila pupa development

Cell intercalations in our model are randomly oriented and
spatially uncorrelated. Such unpolarized cell intercalations
have recently been observed in the Drosophila notum during
the early pupal stage [16]. Experimental evidence indicates
that random fluctuations in junction lengths are necessary for
unpolarized cell intercalations. It is also observed that the rate
of intercalation drops as the pupa ages, coinciding with an
increase in junctional tensions. In Ref. [16], T1 rates and
junctional tensions are studied by perturbing the myosin-II
activity via the Rho-signaling pathway. Overexpression of
Rho-kinase (Rok-CAT) leads to an increase in myosin-II
activity and junctional tensions, which stiffens the junctions
to lower the rate of rearrangements. On the other hand, a
downregulation of Rok by RNA interference (Rok-RNAi)
lowers junctional myosin-II activity and tensions, which, in
turn, enhances the T1 rates. Similarly, tuning the activity
within the DVM corresponds to changing the single-cell
motility v0, which also controls the active fluctuations at cell-
cell junctions. At the same time, tuning τT1 allows for direct
control on T1 rates in certain regions of the phase space as
pointed out before (Sec. III C). Now the question is whether
we can understand the mechanism of how the T1 rates and
junctional tensions get coupled under the influence of these
two parameters.
We observe that the experimentally measured T1 rates

of the three cases—the wild type, Rok-CAT, and
Rok-RNAi—can be quantitatively mapped onto the pre-
dicted T1 rates from the DVM as a function of v0 and τT1
[Fig. 7(a)]. Thus, values for v0 and τT1 for these three
scenarios can be represented by different contours with
their respective experimentally observed T1 rates on the
v0 − τT1 plane [Fig. 7(a)]. We predict a v0 − τT1 value pair
for the wild-type pupa on this plane, from which two
diverging paths corresponding to the two perturbations can
be forged that conform to the experimentally observed
trends of junctional tensions [Fig. 7(b)]. The agreement of
the predicted fold change of junctional tensions from the
wild type to Rok-CAT is quantitative, while that to the Rok-
RNAi is qualitative. Interestingly, both of these predicted
paths involve changes in both v0 and τT1 which are beyond
the fluctuating tension-based model used by Curran and co-
workers to interpret their results. In their model, junctional
tensions are considered to undergo Gaussian fluctuations
with a characteristic autocorrelation time. In DVM, we do
not make any such assumption, and the junctional tension is
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an emergent quantity that arises from the balance of the
restoring forces on any shared junction due to cell shape
mechanics and force from the active motility of the cells.
Thus, DVM overcomes this limitation of the vertex model
in Ref. [16] and adds a more realistic interpretation for the
mechanism of the junctional tension-T1 rate coupling in a
tissue. DVM predicts that the perturbations done to the Rho
pathway could be associated with changes in both the
active forces associated with cell motility and the cell-level
persistence of T1 events. Therefore, both the single-cell
parameters v0 and τT1 would be necessary to understand
the mechanics of this tissue development. Both of these
parameters are included here as intrinsic to a single cell,
which also brings in the premise of a cell-level control of
local dynamical processes in tissues.
Furthermore, in our previous work with human lung

tissues, we have encountered situations where both the
junctional tensions and T1 rates vary proportionately
with v0, when τT1 remains low, and this can be captured
within the conventional version of the DVM [38]. In the
Drosophila pupal notum, however, we see a departure from
this conventional behavior of cell arrangements. This is
where the roles of the persistence of T1 events and τT1
become crucial. From wild type to Rok-CAT, DVM
predicts an increase in v0 accompanying an increase in
tension while the T1 rate decreases. From wild type to
Rok-RNAi, on the other hand, DVM predicts a drop in v0
while tension diminishes, but the T1 rate increases. In both
of these paths, activity incorporated as v0 seems to remain
the mechanism controlling tension. However, the T1 rate
seems to decouple with v0 that cannot be described by
the conventional vertex-based models where T1 rates are

fundamentally correlated with activity. The current version
of DVM becomes relevant which describes these trends
in T1 rate through tuning of τT1.
Finally, DVM predicts the wild-type tissue and the tissue

resulting from Rok-RNAi to be in the fluid regime, which is
consistent with the observed uncorrelated T1 events that do
not alter the overall shape of the tissue. On the other hand, the
Rok-CAT system exhibits a large drop in T1 rates from the
wild type and DVM consistently predicts it in the ASGS,
where T1 events are strongly limited. The Rok-CAT system
also involves a reduced number of reversible T1 events,
which means the rearrangements that happen lead to perma-
nent changes in cell neighborhoods. This is also a common
feature of the ASGS. Thus, our analysis brings out the power
of this simple framework, which can help us understand the
nature of tissue fluidity in different tissue states.

IV. DISCUSSION AND CONCLUSION

To model the collective dynamics of confluent epithelial
cells, we introduce an inherent timescale (τT1) for cells to
undergo rearrangements based on the important observa-
tion that T1 events in real tissues do not occur instanta-
neously. When τT1 is short compared to other timescales in
the model, we recover a glass transition, occurring way
below the motilities large enough to overcome the energetic
barriers that cause a cell to become caged. Near this glass
transition, we observe highly intermittent cell motion, as
well as neighbor exchanges concomitant with growing
dynamical heterogeneity.
However, when τT1 grows, we discover a rich dynamical

regime where the system appears glassy on timescales

FIG. 7. DVM makes a qualitatively consistent prediction of the trends of T1 rates and junctional tension observed during the
development of Drosophila pupal notum by Curran and co-workers in Ref. [16]. (a) Color map of T1 rates predicted by DVM. Contours
representing the experimental T1 rates are marked by dashed lines (wild-type, red; Rok-CAT, green; Rok-RNAi, blue). To map the
experimental T1 rates from Ref. [16] on our model-predicted T1 rates, we make the former dimensionless (see Appendix A for details).
(b) Color map of tensions predicted by DVM. Both panels show the DVM-predicted transition paths from the wild-type to the
perturbation scenarios on the v0 − τT1 plane. We also show the experimentally observed fold changes of T1 rate (a) and tension (b) in the
two perturbations from the wild type. In (b), the numbers in parentheses are the corresponding fold changes predicted by DVM for
tensions. þ or − within parentheses indicates increase or decrease, respectively.

CONTROLLED NEIGHBOR EXCHANGES DRIVE GLASSY … PHYS. REV. X 11, 041037 (2021)

041037-11



governed by τT1 but becomes fluidized at longer times.
Compared to the glass transition mentioned above, this
regime has a completely different kind of heterogenous
glassy behavior characterized by the disappearance of the
conventional glass-fluid boundary and the appearance of
spatially distributed pockets of fast and slow cells. The
origin of this new glassy behavior stems from the effective
cell-cell cohesion caused by the inability to undergo local
cellular rearrangements. Surprisingly, this local frustration
actually serves to enhance collective migration by facili-
tating streamlike patterns, reminiscent of leader-follower
behavior, albeit without any explicit alignment interactions
between cells. Interestingly, this connection diminishes as
mean effective adhesion times saturate when persistence of
rearrangements becomes too low or too high [Fig. 11(d) in
Appendix B]. Therefore, the cell-cell contacts need to be
dynamic but optimally stable to maintain the streaming
mode. These results are consistent with the existing
biological mechanisms of cell streaming [40,77] and shed
new light on the nature of cell-cell adhesion associated with
cell streaming in cancerous tissues [40].
The glass transition for small τT1 is consistent with

previous observations with cell-based models [53,59].
Similar behaviors are also observed in other models of
biological tissues by tuning the rates of cell growth [79] or
division and death [80–82]. The emergence of collective
streamlike behavior as a result of tuning τT1 is also
reminiscent of the recent observations that increasing the
persistence of motility timescales can lead to swirl-like
correlations in active-matter models [83–86].

Experimental dynamical measurements in cell layers
often have limited time durations. When measuring
dynamic heterogeneity χ4ðtÞ with limited time windows,
it is, therefore, possible that a cell layer in an active
streaming glassy state cannot be easily distinguished from
a conventional fluid state near a glass transition (e.g., when
τT1 is low). Here, we suggest some alternative measure-
ments that can distinguish ASGS from a conventional
glassy fluid state. In experiments where individual T1
events between pairs of cells can be tracked over time, then
the intercalation efficiency I (defined in Sec. III E) can be
used. The corresponding theoretical predictions can be
found in Sec. III E and Fig. 4. In cases where experimental
limitations prevent the tracking of individual T1s, but the
cell displacement field can be obtained (e.g., by using
particle image velocimetry), we propose that multicellular
streams in ASGS can be captured by the analysis of the
spatial correlation function of the cell displacement field
(detailed in Sec. III E and Fig. 5). Furthermore, we suggest
a simple measurement for the overall polarization of a
cellular stream [Figs. 5 and 11(a) in Appendix B] can reveal
its front-back polarity. The alignment probability ϕa
[Fig. 11(b) in Appendix B] can then be used as an order
parameter for ASGS. In situations where neither T1
tracking nor long-time displacements of cells are available

but live cell nuclei staining can be performed, we suggest
the measurement of the effective cell-cell adhesion time τad
(detailed in Sec. III F). In this case, the variance in PðτadÞ
can be used as a signature to distinguish between ASGS
and a conventional fluidlike tissue (Fig. 6).
Also, in prior implementations of the vertex model

[45,60], when an additional alignment is included between
the single-cell polarization and its migration velocity, cells
can form collective flocks where their polarization vectors
are persistently aligned. Interestingly, such flocks can also
contain cellular packs that are spatially anisotropic—
qualitatively similar to cell streams in the ASGS.
However, in ASGS, the cell polarizations do not develop
explicit orientational order in the polarity field fn̂ig. While
structurally similar, it will be interesting to study whether
ASGS and cellular flocks share the same degree of spatial
fluctuations. Moreover, it would be interesting to introduce
the T1 timescale to the flocking model and understand the
interplay between the persistent time of a “liquid-flock”
state [60] and τT1.

On the other hand, the ASGS partially shares some
similarities with previous observations in glassy or super-
cooled liquids as well. For example, a similar kind of global
slowing of the dynamics has been recovered previously by
one of us in a square-well fluid with tuned interparticle
bond lifetimes [87]. Accompanying the slowing down in
the ASGS, the structural relaxation becomes slaved to the
imposed persistence on cell rearrangements as τα increase
following a power law with τT1. This dependence is very
much in line with the observed power-law dependence of τα
or viscosity η on shear rate near glass transition in sheared
glassy materials [88–92]. The flat wide χ4ðtÞ observed in
the ASGS appears to arise also in attractive colloids where
the mechanism could, in essence, be similar—from clusters
of particles that are stuck together and are mobile at low
densities [70,71]. On the other hand, the streamlike motions
in the ASGS happens in the absence of any dynamic
heterogeneity, and this sets it apart from stringlike co-
operative motion observed in a 3D supercooled liquid [93],
which is a direct consequence of dynamic heterogeneity.
Note that a totally different kind of large-scale collective
streaming has been observed within the vertex model by
controlling the persistence of single-cell motion with open
or ring-shaped boundaries [94].
The effective adhesion picture that emerges from our

study is also supported by the recent observations regarding
polarized intercalations in extending the germ band of
a Drosophila embryo [22]. Oscillation in the levels of
adhesion protein E-cadherin at the remodeling junction has
been deemed necessary for successful intercalations, while
inhibition of this oscillation by preventing E-cadherin
endocytosis leads to its sustained enrichment at junctions
and a decrease in successful T1 events. Our predictions
reverse engineer this effect by limiting the rate of T1 events,
which leads to an increase in effective cell-cell adhesion
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and stability of junctions. Therefore, increasing the
E-cadherin levels at the junctions and reducing its fluc-
tuation would be a biochemical way of achieving this
junction stability and, consequently, a control mechanism
for the T1 stalling timescale. Regulation of the rates of
E-cadherin endocytosis or an overexpression of E-cadherin
near the junctions about to remodel could be two such
mechanisms [22]. Furthermore, myosin-II flows directed to
the junctions have been suggested as upstream controllers
of E-cadherin enrichment at T1 associated junctions during
Drosophila germ-band extension [20,21] and pupal notum
development [16]. Reference [22] further correlates myo-
sin-II activity with the temporal oscillation of E-cadherin at
the remodeling junctions. Thus, controlling the signaling
pathways that govern these myosin-II flows, such as the
Rho-Rok pathway, could be other possible ways cells
regulate neighbor exchanges and the T1 stalling timescale.
The unusual nature of the active streaming glassy

state has a multitude of implications. The slow but finite
structural relaxation gives the material a tunable viscosity
which can be highly useful for preparation of biology-
inspired sheetlike objects of controllable stiffness [95,96].
The control of T1 rate can be potentially translated to
gene-level control of the signaling [97] associated with
developmental events and disease conditions that strongly
depend on cell intercalations, e.g., body-axis extension and
kidney-cyst formation [2], respectively. This might even
allow design of organisms with programmable develop-
ment [98] or one with controlled disease-spreading rates.
Finally, the effective adhesion introduced as a result of

delayed rearrangement addresses a long-standing shortfall of
the static vertex model. In the vertex model interaction
energy [Eq. (2)], an increase of the target shape index p0

corresponds to an increase in the cell-cell adhesion [48,61],
while at the same time it has been shown that higher p0 also
corresponds to fluidlike tissue behavior [56]. The reason for
the emergence of this solid-fluid transformation was clarified
recently [57,58]. At higher p0 values, the edge tensions on
cell-cell junctions vanish, making it unable support rigidity.
However, this alone suggests stronger cell-cell adhesion
enhances fluidity—an assertion that may seem counterin-
tuitive. The reason for this apparent disconnect is that
previous vertex models capture only the static energetic
contribution of cell-cell adhesion but do not include the
dynamical aspect of cell-cell adhesion, i.e., increased adhe-
sion causes rearrangements to slow down. Here, as we
demonstrate, the inclusion of a T1-time delay provides a
natural way to introduce the additional viscous timescale that
governs the dynamics of junction remodeling.
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APPENDIX A: MODEL DETAILS

1. Active cell motility in DVM

The explicit form of the active force on any vertex i
depends on the motility force contributions from the
adjacent cells:

ñi ¼
X
c↔i

acnc; ðA1Þ

where ac ¼ lc=ð2zi
P

c↔i lcÞ is the weight associated with
cell c adjacent to the vertex i, lc is the total length of the
edges shared by vertex i and cell c, zi is the connectivity
at vertex i, and the factor 2 takes care of double contri-
butions from the same cell. This averaging scheme is
different than the recent approaches using a flat average of
active forces on adjacent cells [37,81,99] and ensures that
the active force on vertex i is dominated by the cell sharing
the longest edges attached to i. The polarization of the
self-propulsion on cell c is given by nc ¼ ðcos θc; sin θcÞ,
where the polarization angle θc is perturbed only by a white
noise [100–104]:

dθc
dt

¼ ζθ; ðA2Þ

where the ζθ is a Gaussian white noise with zero mean and
variance 2Dr which sets the repolarization timescale for the
cells in our model given by 1=Dr. We use a fixed Dr for all
cells throughout the present study.

2. Simulation details

Our simulations are overdamped dynamics of N ¼ 256
cells periodic boundaries along both x and y directions. We
use

ffiffiffiffiffi
A0

p
as the unit of length, KPA0 as the unit of energy,

and ζ=KP as the unit to measure time t in our simulations.
The vertex positions are updated by solving Eq. (1) using
Euler’s scheme. Our dynamical simulations are initialized
from randomVoronoi configurations which are subjected to
energy minimization using the conjugate-gradient algo-
rithm. All simulations are done in the Surface Evolver program
[105] with a fixed equilibrium cell area A0 ¼ Ā ¼ 1 (Ā, the
mean cell area) and time step of integration Δt ¼ 0.04.
We run each of our simulations for approximately 106 steps
and collect data for subsequent analyses after the tissue
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properties, like the mechanical energy reaches steady state.
Simulations take typically 105 steps to reach steady state.
We scan the following parameter space: v0 ∈ ½0.2; 2� and
τT1 ∈ ½0.4; 2000� at a fixedDr ¼ 0.5. For each combination
of v0 and τT1 we perform 10–20 independent simulations.

APPENDIX B: ANALYSIS OF CELL
TRAJECTORIES

1. Measuring junctional tension

Tensions arise in the vertex model due to mismatch
between the actual cell perimeters and the equilibrium
perimeter. It can be defined in terms of the preferred scaled
perimeter or target cell shape index p0. We calculate
tension on any junction shared between cells i and j by

Tij ¼ ðpi − p0Þ þ ðpj − p0Þ; ðB1Þ

where pi and pj are respective scaled cell perimeters,
measured during the simulation.

2. Determination of τβ
We extract the β-relaxation timescale from any given

MSD vs t plot by locating the minimum in the time
derivative of MSD given by d ln½hΔr2ðtÞi�=d lnðtÞ [106].

Plots of this time derivative for MSDs shown in Fig. 1(b)
are shown in Fig. 8(c).

3. Analysis of self-intermediate scattering
function Fsðq̃; tÞ

We use the following definition of self-intermediate
scattering function: Fsðq; tÞ ¼ heiq·ΔrðtÞi, where q is the
wave vector corresponding to our length scale of choice and
the angular brackets represent ensemble average and
averages over angles made by q and ΔrðtÞ, cell displace-
ment vectors for time delay t. The latter average reflects
the azimuthal symmetry of the scattering function with
respect to the orientation of wave vector q. Conventionally,
emphasis is given to how Fsðq ¼ 2π=σ; tÞ decays as a
function of time, where σ is the interparticle particle
separation for configurations with particles just touching.
However, we choose to focus on analyzing the behavior of
Fsðq̃; tÞ at a more restrictive wave vector q̃ ¼ π=σ, corre-
sponding to a length scale of two cell diameters. The reason
for this is a technical one: Since the degrees of freedom in
the DVM are the vertices rather than the cell centers, the
cell centers (calculated at every step based on vertices)
can exhibit unusual fluctuations even when cells are
completely caged. The current choice of q̃ allows us to
consider relaxations where these artificial fluctuations

FIG. 8. (a) MSDs for three different v0 at different τT1. (b) Effective diffusivity Deff as a function of v0 at different τT1. Error bars are
SEM for n ¼ 10 independent simulations. (c) Time derivative of MSD for v0 ¼ 1.6. Data shown for p0 ¼ 3.6.
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contribute much less. To eliminate contributions from
any local or global drift, we consider temporal changes
in nearest-neighbor separations as ΔrðtÞ instead of pure
displacements of cell centers.
We define the α-relaxation timescale τα as follows:

Fsðq̃; t ¼ ταÞ ¼ 0.2, following the definition used recently
by another cell-based model study on similar tissues [107].

4. Calculation of four-point dynamic
susceptibility χ 4ðtÞ

We calculate χ4ðtÞ as the variance of the two-point
correlation function QðtÞ [68] which is widely used in the
glassy physics to characterize caging and uncaging dynamics:
χ4ðtÞ ¼ N½hQðtÞ2i − hQðtÞi2�. The two-point correlation
function is defined as QðtÞ¼ð1=NÞPN

i¼1w½jriðtÞ−rið0Þj�,

FIG. 9. (a),(b) MSDs and (d),(e) Fsðq̃; tÞ for v0 ¼ 1.6 with (a),(d) p0 ¼ 3.8 and (b),(e) p0 ¼ 4.2. (c),(f) Comparison of relaxation and
transport properties across three different p0’s for fixed v0 ¼ 1.6. (c) Deff and fmob as a function of τT1. (f) τα vs τT1 as a function of τT1.
Error bars are SEM for n ¼ 10 independent simulations.

FIG. 10. Here, we show normalized probability distribution functions of measured waiting times τw between successive T1 events
involving individual cells at different v0 and two different τT1 values. The distributions at small τT1 and v0 near glass transition are much
broader with heavy power-law tails, while they are always quite narrow and without heavy tails for large τT1 value. The colors follow the
legends shown in the right.
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where wðxÞ is a window function that is unity for x ≤ rc and
zerootherwise.Therefore,QðtÞ represents the fractionof cells
thatmoves by a distance rc ormore after time t, from its initial
position at t ¼ 0.We fix rc ¼

ffiffiffiffiffi
A0

p
, the typical size of one cell

as the characteristic distance. The angular brackets here
represent the ensemble average over thousands of steady-
state time windows chosen from 10–20 independent simu-
lations. Each of these timewindows are of length 2.5–8 × 105

steps. Because each time step in our simulation is 0.04

simulation timeunits, this allowsus to plotχ4ðtÞ in Fig. 2 up to
at least t ¼ 104 simulation time. We use a similar protocol
to calculate all the ensemble averages associated with the
dynamical quantities, like MSD and Fsðq̃; tÞ.

5. Definition of quantities associated with mobility

We use several order parameters to describe different
regimes of cell dynamics in our model tissue. Below, we

FIG. 11. Characterization of cell-cell alignment and front-back correlation in the direction of motion. (a) Distributions of angles
(shown as polar plots) between displacement vectors of a pair of cells separated by less than two cell diameters. This is calculated for
cells with I ≥ Ī , the mean intercalation efficiency per cell in the tissue. Data shown for v0 ¼ 1.6. (b) Average cell alignment probability
ϕa as a function of τT1 for different v0. The error bars are standard deviations of the mean for 10–20 samples. (c) Spatial directional
correlation of cell motions around the fast cells in the tissue. We follow a recent analysis [76] that probes how the motion of any two cells
are correlated as a function of both their distance and the direction from one cell, chosen as reference, to another. We find that this
directional correlation, shown above for different τT1 values at v0 ¼ 1.6, is low and nearly uniform in all directions and decays very
sharply within 1–2 cell diameters for short τT1. As τT1 increases, we see the correlation contours getting longer-ranged, polarized, and
elongated along the direction of motion of the reference cell. These features are classical signatures of leader-follower behavior. For
τT1 ≥ 100, we see very strong, anisotropic directional correlations that remain significant even at six cell diameters away from the
reference cell. This approximate correlation length is consistent with that found from vector field analysis of cell streaming. These
results show that the fast cells play major roles driving the cellular streaming observed for very large τT1. (d) Comparing mean effective
adhesion timescale hτadi, estimated from cell adjacency information (blue squares) and tracking of cell centers (red squares), as a
function of τT1 at different v0. This highlights the robustness of the estimation from cell tracking which can be employed to analyze
experimentally tracked cell trajectories.
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define them one by one. We define effective diffusivity by
Deff ¼ Ds=D0, where Ds ¼ limt→∞hΔrðtÞ2i=4t, the long-
time self-diffusion coefficient, and D0 ¼ v20=2Dr, the free
diffusion coefficient of a single isolated cell. Ds is
computed using the value of mean-square displacement
at the largest t allowed in our simulation.
To define the fraction of mobile cells fmob, we follow

individual cell MSD and define the net displacement
of a cell: d∞ ¼ limt→∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hΔr2ðtÞi

p
. Then, we find out

the number of cells Nmob that have d∞ ≳ 2 cell diameters.
Finally, fmob ¼ Nmob=N. This definition is consistent with
the definition of mobile particles used in Ref. [108].

6. Analysis of orientation alignment in cell trajectories

To capture the orientational order and spatial organiza-
tion of fast cells, we concentrate on the cells with
intercalation efficiency I ≥ Ī, the mean intercalation
efficiency. This gives us a list of fast cells. Then, we
consider the whole simulation trajectory and calculate the
probabilities of the angle θa between the instantaneous
displacement vectors of any cell pair chosen from our list of
fast cells, where the cell-cell separation is less than or equal
to two cell diameters. We consider all possible cell pairs
satisfying this criterion and pool all the θa to generate the
probability density function PðθaÞ. We define the net
alignment probability ϕa by the following:

ϕa ¼
Z

tc

−tc
PðθaÞdθa; ðB2Þ

where tc ¼ 30°.

7. Connecting model results to previous
experimental observations

In the DVM, the T1 rate is measured as the number of T1
events per junction per simulation time unit. It is expressed
as a dimensionless count. In order to compare the trends of
T1 rates as a function of the various model parameters
of DVM, it is convenient to express the experimentally
measured T1 rates in Curran et al. [16] also as a dimen-
sionless quantity. We choose the typical myosin turnover
timescale [16] as the unit of time with which to non-
dimensionalize T1 rates reported in Ref. [16]. Then, the
rescaled experimental T1 rates are mapped on the DVM
heat map [Fig. 7(a)] by comparing the fold changes in the
experimental data vs the fold changes in DVM. We also
compare the trends of predicted vs measured tensions as a
function of the model parameters of DVM. However, the
tensions in Ref. [16] are not measured in units of force but
in terms of the recoil velocity of the ablated junctions.
Therefore, we make a comparison of the fold changes in
our predicted tension values corresponding to the mapped
T1 rates with the experimentally measured fold change in
recoil velocities.
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