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ABSTRACT

While batching and sectioning have been widely used in simulation, it is open regarding their higher-order
coverage behaviors and whether one is better than the other in this regard. We develop techniques to obtain
higher-order coverage errors for sectioning and batching. We theoretically argue that none of batching or
sectioning is uniformly better than the other in terms of coverage, but sectioning usually has a smaller
coverage error when the number of batches is large. We also support our theoretical findings via numerical
experiments.

1 INTRODUCTION

Sectioning and batching are widely used methods in simulation analysis. The basic idea of these methods
is to divide the data into batches and quantify the variability of point estimates by suitably combining the
batch estimates. They are especially useful tools to construct confidence intervals (CI) when the variance
of the output is hard to compute, such as quantile (Nakayama 2014) whose variance estimation involves
density estimation, and in serially dependent problems and steady-state estimation (Asmussen and Glynn
2007; Nakayama 2007).

While widely used, the detailed coverage behaviors of sectioning and batching are not well understood.
To understand the statistical performances of these methods and to conduct comparisons, however, this
question seems imminent. To put things in perspective, note that a good CI should have a small half width
and coverage error. By construction, with the same choice of batch size, the CI half widths of sectioning
and batching are equal. Therefore, their difference lies in the coverage errors. Nonetheless, under regularity
conditions, both sectioning and batching lead to asymptotically exact ClIs. Thus, both methods only have
higher order coverage errors, and it is these errors that can differ from each other.

There are very few studies on the higher-order coverage probabilities for sectioning and batching. The
challenge is that the statistics used in sectioning and batching have an asymptotic ¢-distribution rather than
a normal distribution, so Edgeworth expansion cannot be directly applied. The most relevant result is the
heuristic argument given in Nakayama (2014), which argued that since the estimator based on the whole
empirical distribution has smaller bias, sectioning appears to lead to better coverage. Nakayama (2014)
supported this claim with numerical results.

In this paper, we develop tools to study the higher-order expansion for the coverage probabilities of
sectioning and batching. Under regularity conditions, we show that the coverage errors of sectioning and
batching can be expanded as series of n~'/2 where n is the data size in each batch. For a symmetric
CI, we show that both methods have coverage errors of order O(n~!). The coefficients in the expansion
involve some integration which can not be explicitly calculated in general, but we provide examples
where explicit calculation is possible and sufficient to draw some conclusions. In terms of methodology,
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our analysis utilizes Edgeworth expansion and Taylor expansion techniques combined with oddness and
evenness arguments for functions. To the best of our knowledge, we are the first to study the higher-order
coverage of sectioning and batching using this type of analysis.

From our analyses, we conclude that whether sectioning or batching has smaller higher-order coverage
error depends on the problem parameters, so none of them is uniformly better. But for a fixed problem,
when the number of batches is large, batching suffers from a significant bias and sectioning has better
coverage.

We briefly review the literature on sectioning and batching techniques. Pope (1995) analyzes the
coverage error of sectioning using Edgeworth expansion, but it focuses on the case when the number of
batches goes to infinity so that the problem statistic can be approximated by normal. This is different
from our analysis for the ¢ distribution approximation which is our key novelty and faced challenge in this
problem. For the CI half width, Schmeiser (1982) shows that if we assume the data size is large enough so
that the non-normality of the batch estimators is negligible, then the expected half width would decrease
as the number of batches increases, but the rate of decrease would become much slower when the number
of batches is large. Similar observations are also made in Glynn and Lam (2018). Jackknife can be used to
reduce small-sample bias within sections, but at the cost of greater computation time and uncertainty about
the variance inflation (Lewis and Orav 1989). Finally, as shown in Example 3.1 of Glynn and Iglehart
(1990), batching can also be seen as a special type of the more general umbrella technique of standardized
time series.

The rest of this paper is organized as follows: Section 2 gives the formulation for batching, sectioning
and modified sectioning. Section 3 studies the coverage error of batching, and Section 4 for sectioning and
modified sectioning. Section 5 considers a specific example to reveal comparisons on the coverage errors
for different methods. Section 6 provides numerical examples.

2  SECTIONING AND BATCHING

Consider the problem of constructing a CI for y(P) where P is an unknown distribution, v is a known
statistical functional and we have data drawn i.i.d. from P. Suppose the data size is N = nK. Divide the
data into K batches each with size n and denote £; as the empirical distribution for the i-th batch where
i=1,2,...,K. Denote P as the whole empirical distribution using all of the nK data. Then the batching
. . A A A2
Cl is given by Clp := (%Zi‘I/(Pi) itK,l’a/zsb%/‘%‘) where SZ,., = ﬁ):{(zl (v(B)- %):jl[/(Pj)) and
tk—1,a/2 is the upper o/2-quantile for the 5 distribution. This CI is asymptotically exact since
nK (LY, w(B) -
Wy e VK (g L (P) — v) .
w1 Lt (Vv (B) = X; Vv (P)
Here y = y(P) is the target value and the limit is as n — oo with K fixed. For sectioning, the CI is given

by Cls := (1// (ﬁ) L 1,002 f}%) where S2,. = ﬁ Y (l// (IA’I) -y (ﬁ))z. This CI is also asymptotically

W VK (v (P) — y)
Ve (Vay (B) - vay ()’

We also consider modified sectioning (Nakayama 2014) that is viewed as a middle ground between batching

and sectioning. This approach uses the same variance estimator as batching, but the center estimate as

sectioning. The resulting CI is Clsp := (1// (f’) Ltk 1002 S\"/a;i(h). We call this method sectioning-batching

exact since

= WB—l-Op(l) = IK_1.

(SB). This CI is also asymptotically exact since
VK (v (P) —y)

WSB = ~ —
VETIE, (Vay (B) - L5, vy (B)

:WB+OP(1> =1IK_1.
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Note that —1x_1 o/ <Wp <ig_1 q/2 < ¥ € Clp and similar arguments hold for sectioning and SB. Therefore,
to study the higher order coverage errors, it suffices to study the distributions Wg, Ws and Wsp, and how
much they deviate from #x_;.

3 ERROR ANALYSIS FOR BATCHING

The following theorem states that the coverage error for batching admits an expansion as a series of n~1/2,
and the coverage error is of order O(n~!) for a symmetric CI. For the one-sided CIs, since we cannot
cancel the first-order coverage error, the coverage error is typically of order O(nfl/ 2).

Theorem 1 Suppose that y (ﬁl) has a valid Edgeworth expansion, in the sense that for some 0 < 0 < co,

P (ﬁ wih)-v) q) =00+ ¥ 1 0ta)+0 (1 "7)

o

holds uniformly over ¢ € R, and p; is an even polynomial when j is odd and is an odd polynomial when
Jj is even. Here ® and ¢ are the cdf and pdf of standard normal. Then P(Wp < g) can be expanded as a
series of n~1/2 with residual O (n*(’“)/z) and we have P(—q<Wp<q)=P(—q<tx_1<q)+0(n ).

Proof.  As long as we have a valid Edgeworth expansion for \/ﬁ(l[/ (é) — 1//), noting that Wp is a
function of (y/n (v (P) — I//))lil, we can evaluate the probability P (W, < g) based on integration. let

1y . A K
flz)= \/‘Z\fll({z;zl):-z-)z’ then one can check that W = f ((\/ﬁ(l//(P,) -v) /G)l.:]) So we have
K—1 &i= LK &~J%)

P(WB§CI):/

f(z)<q I} d (‘D(Zj) +) n—j/zpj(zj)q)(zj)) 1o (n—(r+1)/z) '

J=1

For a symmetric confidence interval, we have that

P(—g<Wz<q)= / 1 d (<I><z,-> +n 2y (z;>¢<zj-)) +0(n")

—q<f(z)<q

=P(—q<tg 1< 6])+K”_1/2/q<f(z)<q¢(11)¢(22)---¢(ZK) (—z1p1(z1) + Pl (21)) dz+ O(n™").

Here p| is the derivative of p;. Since p; is an even polynomial, —z;p;(z1) + p’(z1) is an odd polynomial.
In addition, note that the area {—¢g < f(z) < g} is symmetric around 0 since f(z) = —f(—z). Thus, the

integration in the RHS above is 0. As a result, we have that P (—g < W; < g) can be expanded as a power
of n~'/2 and its leading term is of order n—". O

In the statement of Theorem 1, the reasonableness of the assumption on the evenness and oddness of
pi can be checked from Theorem 2.2 of Hall (1992). In general, the integrals in the expansion do not
have explicit expressions and we may need numerical methods to evaluate them. Nonetheless, we provide
explicit results for some simple models in Section 5 and use them to draw comparisons among different
methods.

4 ERROR ANALYSIS FOR SECTIONING

The analysis for sectioning is a bit harder, since Wg cannot be expressed as merely a function of
(\/ﬁ (l// (lA’,) — l;/))f:l, but also dependent on y(P). Moreover, it is difficult to study the joint distri-

bution of
A= (ViR (w (P) —w). (Vi (w (B) ~ )£
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via Edgeworth expansion, since its asymptotic joint distribution is degenerate. By this we mean that,
under regularity conditions, vnK (y (P) —y) —VK+ YK /n(y (P) — v) = 0,(1), which implies that
the limiting distribution of A € RX*! has only K degrees of freedom, hence is degenerate.

To handle this issue, we consider the smooth function model where y (P) = f (EpX) for some vector
X. This assumption is understandably restrictive, e.g., the quantile of X ~ P does not belong to the smooth
function model. However, we also note that the smooth function model has been widely assumed to allow
tractable analyses in the bootstrap (Hall 1992) and empirical likelihood (DiCiccio, Hall, and Romano 1991).

For this model, we can express Ws in terms of the sectioned averages denoted by X, ..., Xk. It is also
known that y(P) admits a valid edgeworth expansion under regularity conditions (Bhattacharya and Ghosh
1978). For this model, we can show the following theorem that is similar to our batching result.
Theorem 2 Suppose that y (P) = f (EpX) for some vector X, the following Cramér’s condition holds for
the distribution of X (denoted by Fy):

limsup | Ep, (exp{i (1,X)})] < 1,

Jt|—ee

X has finite moments up to order r+2, and f is r times differentiable in a neighborhood of Ep X. Then
P(Ws < ¢) can be expanded as a series of n~'/? with residual O(n~"/2). In the symmetric case, we have
P(—q<Ws<gq)=P(—q<tx_1 <q)+0(n"). The same result holds if Wy is replaced by Wsp.

Proof. WeletAOZ\/ﬁ\/Ew_EPOX,AI JivK [X1 X4 +XK} N — /ivK [XK X 4-+Xk +X1<

By scale invariance, WLOG, suppose that VT -Varp X - Vf = 1, and also suppose that Ep X = 0. Then
for the asymptotic distribution of (Ag,Ay,...,Akx), V fT. A is standard normal independent of A;,j > 1.

Moreover,
n Agp A Ao+ A;
P) = — P) = )
v (P) w( TK),II/( ) w< TK)

When r > 2, with a Taylor expansion argument, we can show that

" 1 _
VIK(y(P) = y(R) = VI Ao+ oA [V2 ] A0+ 0, (n7) (M
and for each k=1,2,...,K
R -1/2
V(B - y(Py)) = \/IEVfT (Ao-+40) + 7 (Ao +40)" [V f] (Ao+Ax)+ 0, (") ()

Then Ws is given by

Ws

B VT -A0+2\—ﬁAT [V2f] Ao 10, ()
- p

e (M o+ AT (9261 (o + 1)~ A5 92 10) )

= VfT 'AO " TAT [VZf:| AO + OP (nil)

Ve (5 + 52 e 200 (9014 )

B VfTAo—i-TAT [sz]Ao +0 (nfl)
- p

e (S5 2 a2 100
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vir Ak T V2 V2
Li 4 [ 7[]12 (both of them are functions of A;,...,Ag). We have
vsTa vl A
) )

that the RHS above

Denote a =

B VfT'AO'i‘TAT [sz]A() Lo (n—l)
- p

7. 2
\/1(1_12115—1 ((V{/,{\k> +r(ATb+a)>
VT Ao+ 57=AT [sz]A()( 1
B a2\ 2ViK
e (1) g

Denote the above functionas g, (Ag,A1,...,Ag_1) (notethatAx = — (A} +--- +Akx_1)). Since (Ao, ...,Ax—1)
is a linear transformation of the sectioned averages, and the sectioned averages have valid Edgeworth ex-
pansions (see e.g. Theorem 20.1 of Bhattacharya and Rao 2010), we have that the joint distribution of
Agp,...,Ax—1 admits a valid multivariate Edgeworth expansion:

(Agb+a)> 10, (n ). 3)

P((Ao,...,Ax_1) € B) = /B¢>;(z)(1 Y2 p(2))dz+O(n )

for all Borel sets B. Here ¢x(z) denotes the density of the limit distribution of (Ag,Ay,...,Ax_1), and p(z)
is an odd polynomial. For the probability that —g < Wp < ¢, we have that

P(—q<Wp<gq)
( q<gn (A07A17 AK*I) §61)+0(n_1)
-/ 6x(2) +1” 9@ () dz-+ O(n”")
q<gn(z <q

_/q<gn dZJrn*l/Z/ ‘P(Z)P(Z)ﬁLO(n*l),

—4<8~(2)<q
Here g..(z) = lim, g, (z) = V72
(st (%)
K—1 &~k=1 VK

g(z) = O(n~'/?). Also note that g.. satisfies ge(2) = ge(—2) 50 J-4<¢.(2)<4 @ (2)p(z) = 0. Hence from the
above displayed equality,

= and in the last equality above, we used that g..(z) —

P(—g<Ws<gq)
— / (2)dz+O0(n™")
q<gn(z
—P(—g<ix1<q) +/ ¢Z(z)dz—/ 0s(z)dz+O(n ). @)
q<gn(z)<q —q<g~(2)<q

Here we used P(—q <tx_1 <q)= f—qﬁgm(z)gq ¢x(z)dz since the limiting distribution of Wy is 7x_;. Now
it suffices to study the difference between P(—q < g, (Zo,Z1,...,Zk—1) < q) and its counterpart as n — oo,
where Zy,Z,...,Zk_; follows from the limiting normal distribution of (Ay,...,Ax_1). In particular, we
have that VI f-Zy ~ N(0,1) and Z, is independent of Z;,...,Zx 1. For this probability, we can do the
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following computation

P(—q <gn(Zy,Z1,....Zx1) < q)

VT -Zo+57=27§ [V*f] Zo 1
=P|—¢< %t (V'] <1 (Z§b+a)>gq
1 K VfT~Zk 2 2 I’LK
®=1 =1 Uk
VT -Zo+ =2 [V*f - bV fT] Z
=P| —(¢q< ZF [ ] <l— a )<q
\/1 yK (VfT~Zk)2 2vnK
K—1 k=1 \ "k
2 2
77 1 yvK VfT-z
K1Zk1< ) 1 q ﬁzkzl( K)
—P p— VK <Vl Zo+ ——=Zz§ [V f—bVfT| 2o < T VK
BN 2vn BN
Conditional on Z;,...,Zx_1, by normality of the dlstrlbutlon of Zy and Edgeworth expansion, we know

that the conditional distribution function for V £ - Z, Z0 [V2 f—bVf T] Z can be expanded as ®(q) +

sol [V =0V T Z
is a polynomial with the same form as Theorem 2.1 of Hall 1992). Thus, conditional on Z;,...,Zg_1, the

+
F
n='251(q)9(q)+O(n~") where j is even (this evenness claim follows since V 7 - Zo +

2
above probability is given as (denote ¢’ = g1/ z5 Lo, <V{/TI;(Z"> )

@ (¢ (1457 ) )+ pio) - (= (14502 ) ) =0 Po@)et) + ol )

which is (by the evenness of pi)

(¢) =@ (=d) +0(d)d =+ 007

n

From this, we conclude that
P(—q S &n (Z(),Zl,...,ZKfl) § q|Zl,...Z[(,1) —P(—q § 8oo (Z(),Zl,...,ZKfl) § q|Zl,...ZK,1)

=Ez,...7 {¢(q’)q’\/;l7<} +0(n™)

Noting that a is odd (and ¢’ is even) in Z, ..., Z;_, we have that the expectation is 0, so the above difference
is indeed O(n~'). Then from (4), we have shown that P(—qg < Ws < q) =P(—q<tx_1 <q)+0(n"'). To
see that Wsp has the same property, notice that

2
nSZ,. = nSbatCh—i— ([ ny(P) —fz\f ny(P > = nSgyen +0,(1)

Here the second equality holds since \/ny(P) — £ Y5, \/ny(B) = O(n~'/?), which can be seen by
plugging in expansions (1), (2) and using the equation Y% ;A; = 0. This implies W5z = Wy + 0,(n™").
Since we have shown P(—g < Ws < q) = O(n"'), the same holds for Wsg.
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In general, similar to (3), with a Taylor expansion argument, we can then give an expansion for Ws
(and similarly for Wgp) of the following form

\v4 TA r » J .,
Ws = S A +Y (” 7y aiu’z...ion,nAo,iz---Ao,im> +o,(n"1?),

L vk (VAP m=1
ﬁZi:I VK

i; is a function of (Ay,...,Ax_1) that does not depend on

.....

n. Since Ag,A1,...Ag have Edgeworth expansions, we have that conditional on Ay, ..., Ak, the distribution
of Ag can also be expanded as a series of n1/2. So we can expand P(Ws < ¢q|A},...,Ag_1) as a series of
n~1/2. Then by integrating over the domain of (Ay,...,Ax_1), we have an expansion for P (Ws < g) as a
series of n~1/2, ]

S COMPARISONS ON COVERAGE ERRORS

Whether batching or sectioning has a smaller higher-order coverage error depends on the problem specifics.
In Section 5.1, we illustrate this using a K = 2 example. Then in Section 5.2, we discuss how our conclusions
change when K increases.

5.1 Higher-Order Coverage Error When K = 2: An Example

Suppose that K = 2, y(P) = f(EpX) := EpX + A (EpX)* and Py is standard normal. In this case, the
sectioned estimates are W(B) = f (EpX) 4 f (ﬁUi) where U; ~ N(0,1). For this model, the higher-order
coverage errors can be computed explicitly via the following lemma.

Lemma 1. With the model introduced above, the higher-order coverage errors for batching, sectioning,
and SB can be expressed as

P(_ <W < )_P(— <l’ < ):ﬁ - (2_ )2 _ 1 3& _|_O(n—3/2) (5)
q<Wp<gq g<n<gq q(q A1) 7 :
_A? 5 1 \4 1 \?1 3
P(—qSWs<q)—P(—q<t1<q)—n(—q <q2+1> ﬂ+q<q2+l> ﬂ>+0(n ), (6)
P(—g<Wsp <q)—P(—q<t1<q)= )ﬁ —q AN 4 +0(n 32 %
= n ¢?+1) =« '

Proof.  The test statistic for batching can be expressed as

f %,Ul +f %Uz
\/nK< (f )2 (f >> \/Q(UIJZFUZ_FLUHUZZ) \/§<U1JZFU2+LU12+U22>

Wg = _ Vo2 _ N
Vi (Go) -7 () - s o) B/ (+ 5 @)

Denote Ag = \@% and A = \ﬁ% (note that they are independent and this notation is indeed
consistent with the notation used in the proof of Theorem 2). Then from the above,

Aot (AAD) Aot A (a4

B_’Al| (1+\/\/§$A0>2_ |A1|<1+%Ao>
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Here the second equality holds as long as 1+ %Ao > 0 which happens with probability 1 —O(e™").
Based on this expression for Wy, we study the event W < g:

A 5o V22
Wp<g&eAg+——(Ag+A47) <glA 1+ ——A
B>{q 0 ﬂ\/ﬁ(o 1)_Cl| 1|< NG 0)

which is a quadratic function in Ag. It can be equivalently written as

Ao+~ (43 —2q1A1|Ag) < gl - ®

L L A2
V2n V2y/n !
We want to write the above as Ag < V + O(n~%/?) for some critical value V that is independent of Ay.
From the above inequality, V satisfy

V=qlAi|+0,(n %) =: q|A |+
for some V; = O,(n~'/?). Plugging this in (8) and solving for V, we get

A A
V2yn V2y/n

Again, by plugging this in (8) and solving for V,, we have that V, satisfy

Vi= (1) Al+on )= (#-1) AT+ V).

Va=0+0,(n"?).

So as a conclusion, with exponentially small error, Wp <t < Ag < g ‘Aq| + (q2 - 1) %ﬁA% +0, (n_3/2).
Similarly, Wz > —q < Ao > —q|Ai|+ (¢ — 1) %ﬁA% +0,(n3/?). Based on this, for the coverage error
we have

P(—q<Wp<q)—P(—q<t <q)

)

—pP <—q|A1|+(q2—1) fTﬁA% <Ao< qlAi|+ (£ —-1)

A

—E}, [Cb (q Ar]+ (¢* — 1) ﬁ\/ﬁA%) —® (—q|A1| +(¢* 1)

gA? (4% —1)° A}
2n

1 22 22127 1 \3 B
:\/ﬁn<_q(q2 ) <q2+1> “5>+0(” 3/2)

A2 1\’ 4 B
=— <—q(q2—1)2<q2+1> n) +0(n?).

Here in the second equality, we condition on A, first and use that Ap and A; are independent standard
normals. Also y; is the i-th absolute moment of the standard normal. So we have shown (5).
For sectioning, we can do a similar computation

Vév#ﬁ)—PbﬂMﬂéAoﬁqMﬂ%+0@3”)
A
NN

M)—@@mm+¢«qmm Lo

=Ex, | =0 (qlA1l) +0(n™?)

A A 2
v Aot 7570 Aot 7o
o

e > e \/Ek lez
(14 Ba0) 4 2 anl (1 <F2a0) (1455

+0p(n_3/2).

)



He and Lam

and
A A2A2
ngq®A0+\/—2>n(A(2)—2q|A1|Ao)§q|A1\+q\A1\ 4n1.
After some algebra, we get
A A2A2 B
WSSQ©A0SLI\AlHE‘]M%*’fI\Al’ﬁ‘*‘OP(” 3/2)
and
L AZA% -3/2
WsZ—qﬁAOZ—Q\AlHEQM—q,A]’ 1 +0,(n7/7).
Then we have that
P(—qg<Ws<gq)
A A2A2 A 1242
=P —qlA|+¢* A?—glA L<Ag<qlA|+ ¢ AZ4+qlA 1)+0n3/2
(a5 —ala S <40 gl +ob 2t gl T ) o)
A A2A2 A A2A2
—E, |®(qlA 2.2 AZ4qglA L Y 2 A2 _glA 1 O(n=3/?
Al[ (ql 1|+qﬂ\/ﬁ 1 +qlAil 4n) (q\ 1\+q\@\/ﬁ1 q|A1] el I (n%)
A? Sl 1 _
—Ex, | @(glA1]) - @ (—qli) + o (gl (—’2‘+2q|A1|3 rou")

Here the second equality follows by conditioning on A;. Thus, the coverage error of sectioning is given by

P(—q<Ws<gq)—P(—q<t1 <q)=Ejy, +0(n3?)

A2 Qa1 3
Z o (qgla )| - —glA
n¢(q\ 1)( 2 +26H 1

A2 s/ 1 \4 1 \*1 3
2 (= - - —3/2
(0 () fralgm) 5 roo

so (6) is proved. The algebra for SB is quite similar to sectioning. Starting from the following expression
for the sectioning statistic:

A 2
Wsp = >
A, (1 + \/j;A())
We can do similar computations as above and get (7). O

Lemma 1 indicates that these three methods have different higher-order coverage errors. More specifi-
cally, their leading term (n~! order term) in the error expansion is different. When ¢ > 1 (which is usually
the case; since 1 is the 75-percentile of the #; distribution), the RHS of each of (5), (6) and (7) is negative,
which implies that the actual coverage probability is smaller than the nominal coverage probability. With
a litte algebra, we can show that RHS of (7) < RHS of (6) < RHS of (5) < 0. Thus, batching has the
smallest higher-order coverage error and SB has the largest higher-order coverage error.

However, if the underlying distribution is not normal, then we also need to consider the error induced
by that. The joint density of (y/nX;,/nX;) admits an Edgeworth expansion where the coefficients are
determined by the cumulants of X. For simplicity, consider the case when EX3 = EX =0 and VarX = 1.
Let k4 = EX* — 3 be the 4-th cumulant. Then the density of \/nX; has Edgeworth expansion py.(x) =
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o(x)(1+ ﬁ kyHey(x))+0(n~3/?). Here Hey is the 4-th Hermit polynomial given by Hey (x) = x* — 6x> + 3.

Noting that all of W, Ws and Wsp can be expressed as ‘? +§2‘ +0,(n -1/ 2), we have that the contribution
of the error term in the Edgeworth expansion to the coverage error is given by (for both sectioning and

batching):

1+ 2 Ui +U; / 1 S
P\r= 1% =% P\ = 2 Hey(z))dz+0
< 9= 1X; — \q> ( 1= U —Us| — > n qgf(z)gq‘l)(zl)‘l)( )24’<4 es4(z1) (n77)
9
21+22 ( )

where f(z1,22) = ol Therefore, the coverage errors become the RHS of (6), (7) and (5) plus the above

term. Noting that k4 can be positive or negative, we have that after adding the above term, it could be
the case that 0 < RHS of (7) + (9) < RHS of (6) + (9) < RHS of (5) + (9). If this is the case, then the
coverage error of SB is the smallest.

5.2 Analysis of Coverage Error When K Increases

For a general y(-) and distribution P, we have the following theorem regarding the asymptotic as K — oo:

Theorem 3 Suppose that Ey/(P) — v # 0 (which happens when  is nonlinear), Var(y/(P)) < o, and
VK (y(P) — y) = N(0,0?) as K — oo for some ¢ < co. Fix n and let K — co. Then for any g > 0, P(—¢ <

Wi <) > 0and P(-g < s <) @ (aynE ()~ )2/ ) ~ @ (~ay e Cw(P) ~ )2/ ).

Proof.  As K — o, Spycn — \/nVary(Py). But \/nK( (ﬁ) 1//) — sign(Ey(Py) — y) - 0. Thus
Wp either converges to oo or —eo which implies P(—g < Wp < < q) — 0. Similarly, since
1 K N 2 K N
S~ 7 L (W(B) — )| < o (W(P) —w)* = 0,(1),
K—-154 K—1

by the strong law of large numbers and Slutsky’s theorem we have S — 1/E(W(P)) — w)? (as K — o),
using the asymptotic result v/nK (y(P) — y) = N(0,6%) we can prove the claim for P(—g < Ws <g). O

Theorem 3 implies that when K is large, batching has a significant bias which could lead to an extremely
small coverage, and sectioning performs better. This observation is also consistent with the numerical
findings in Nakayama (2014), which considers K = 10 and K = 20 and observes severe undercoverage for
batching when K = 20 in some examples.

We can also draw a similar conclusion by studying the coverage error in the specific example y(P) =
EpX 4+ A (EpX)* and X ~ N(0,1) under P. In this case, we have that (to simplify the computation, here
we focus on the one-sided CI, so the leading term for the coverage error is of order O(n_l/ 2) instead of
o(n~ 1)

P(WSSQ)Zl’(AoSq _12( ) ji,(l_l (ji>2>+o<n-‘>

Here A; is defined as in Section 3. Note that the same expansion holds for SB, since the difference between
the coverage of SB and sectioning is O(n~!) (as can be seen in the proof of Theorem 2). For batching, the
coverage error is given by

P(Wp<q)=P <A0 gq\/l(l_lg <\f/"l‘?)2+ \/%( (Kq_zl —1>§1 <3%>2) +0(n™h.
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2 2 2
So when £ > 1 (so that | X5 — 1| < &), batching has a smaller one-sided coverage error, otherwise

sectioning has a smaller error (similar to the K =2 case, this is only true when the underlying distribution
is normal. If the underlying distribution deviates from the standard normal, this relation may not hold).

As K becomes larger, K"—jl > % becomes harder to be satisfied, so it is more likely that sectioning has a
smaller coverage error when K is large.
6 NUMERICAL EXPERIMENTS

We study the coverage probability using batching and sectioning. We consider the example y(P) =
EpX + A(EpX)? and K =2 as in Section 5. We do experiments with different sample sizes and true

distribution.

Table 1: Coverage accuracy when Py = N(0,1),A =5

Nominal Level

80%

90%

95%

Batching, n =200
Sectioning, n = 200
SB, n =200
Batching, n =400
Sectioning, n = 400
SB, n =400
Batching,n = 800
Sectioning, n = 800
SB, n =800

77.07% £ 0.08%
77.68% £ 0.08%
75.68% £ 0.08%
78.33% £ 0.08%
78.16% £ 0.08%
77.74% £ 0.08%
79.15% £ 0.08%
79.02% £ 0.08%
78.90% £ 0.08%

86.78% +0.07%
87.65% +0.06%
86.10% +0.07%
88.36% +0.06%
88.51% +0.06%
88.16% +0.06%
89.28% +0.06%
89.26% +0.06%
89.22% +0.06%

92.37% £ 0.05%
93.30% £ 0.05%
92.05% +0.05%
93.80% £ 0.05%
94.00% £ 0.05%
93.73% £ 0.05%
94.57% +0.04%
94.58% +0.04%
94.56% +0.04%

For the first experiment, we set P = N(0,1) and A =5. We replicate the data generation and CI
construction 10° times to estimate the coverage probabilities. In Table 1, we report the the estimated
p(1=p)

N

coverage probabilities with their 95% confidence intervals (the 95% Cl is given as p£1.96 where

P is the empirical coverage probability and N is the number of replications). We observe that 1) All of
batching, sectioning and SB have empirical coverage probabilities smaller than the nominal level. For
example, when the nominal level is 90% and n = 200, each empirical coverage probability is smaller than
88%. 2) When n is small (n = 200), sectioning has the smallest coverage error, but when n is larger
(n = 800), sectioning is comparable with or worse than batching. And in each case, SB has the largest
coverage error. For example, when the nominal level is 80% and n = 200, the coverage error of SB is about
4.3%, which is larger than batching (= 3.0%), and sectioning has the smallest coverage error (=~ 2.3%). But
when n = 800, the coverage error of batching (= 0.85%) is close to or slightly smaller than the coverage
error of sectioning (= 1.0%).

Table 2: Coverage accuracy when Py =N(0,1)",4 = 0.015

Nominal Level 80% 90% 95%
Batching, n =100 | 82.97%+£0.23% 91.19%+0.18% 95.34% +0.13%
Sectioning, n =100 | 84.04% +0.23% 92.07% +0.17% 95.89% +0.12%

SB, n =100
Batching, n =200
Sectioning, n = 200
SB, n =200
Batching, n = 400
Sectioning, n = 400
SB, n =400

81.23% +0.24%
81.88% +0.24%
82.55% +0.24%
80.52% +0.25%
81.47% +0.24%
81.75% +0.24%
80.52% +0.25%

90.37% £ 0.18%
90.72% £ 0.18%
91.02% £0.18%
90.36% +0.18%
90.61% £0.18%
90.72% £ 0.18%
90.43% £ 0.18%

94.96% £ 0.14%
95.06% £0.13%
95.48% +0.13%
94.77% £ 0.14%
95.12% £ 0.13%
95.37% £ 0.13%
94.95% £ 0.14%
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For the second experiment, we set P = N(0,1)” (i.e., X ~ P has the same distribution as Z’ where
Z ~N(0,1)) and we again estimate the coverage probabilities for each method. This time, the required
computation is heavier and we only replicate 10° times. The result is reported in Table 2. Unlike the
previous example, we see that the empirical coverage probabilities are larger than the nominal levels. The
relation among the coverage errors is reversed compared to the previous example: This time SB has the
smallest coverage error, batching has a smaller coverage error than sectioning when n is small. When 7 is
large, the coverage errors of batching and sectioning are close. For example, in Table 2, when the nominal
level is 80% and n = 400, all of the methods have empirical coverage probabilities greater than 80%. SB
has the smallest coverage error (= 0.5%), and the coverage error of batching (= 1.5%) is slightly smaller
than the coverage error of sectioning (=~ 1.8%).

These simulation results are also consistent with our Lemma 1 and the discussion after that. For the
first experiment (normal case), the comparisons of the coverage errors among the different methods are
consistent with the comparisons among the RHS of (5), (6) and (7) as discussed after Lemma 1. For the
second experiment, since the underlying distribution has a large 4th cumulant, (9) is large and as a result,
the situation mentioned at the end of Section 5.1 unfolds, so the relation among the coverage errors is
reversed.
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