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This paper studies schemes to de-bias the Lasso in sparse linear regression with Gaussian design where the goal is
to estimate and construct confidence intervals for a low-dimensional projection of the unknown coefficient vector
in a preconceived direction ag. Our analysis reveals that previously analyzed propositions to de-bias the Lasso
require a modification in order to enjoy nominal coverage and asymptotic efficiency in a full range of the level
of sparsity. This modification takes the form of a degrees-of-freedom adjustment that accounts for the dimension
of the model selected by the Lasso. The degrees-of-freedom adjustment (a) preserves the success of de-biasing
methodologies in regimes where previous proposals were successful, and (b) repairs the nominal coverage and
provides efficiency in regimes where previous proposals produce spurious inferences and provably fail to achieve
the nominal coverage. Hence our theoretical and simulation results call for the implementation of this degrees-of-
freedom adjustment in de-biasing methodologies.

Let sg denote the number of nonzero coefficients of the true coefficient vector and X the population Gram
matrix. The unadjusted de-biasing scheme may fail to achieve the nominal coverage as soon as sg >> n2/3 if
Y is known. If ¥ is unknown, the degrees-of-freedom adjustment grants efficiency for the contrast in a general
direction ap when

sologp | {Sﬂlogl’ nz‘”aonlvﬁagﬁ} min(sg, so) log p
———— 4 min , -0
n n 1Z=12agll2v/n NG

where s = ||E_1a0||0. The dependence in sq, s and || Z_laolll is optimal and closes a gap in previous upper
and lower bounds. Our construction of the estimated score vector provides a novel methodology to handle dense
directions ag.

Beyond the degrees-of-freedom adjustment, our proof techniques yield a sharp £+, error bound for the Lasso
which is of independent interest.

Keywords: Statistical inference; Lasso; semiparametric model; Fisher information; efficiency; confidence
interval; p-value; regression; high-dimensional data

1. Introduction

Consider a linear regression model
y=XB+e (L.1)

with a sparse coefficient vector B € R”, a Gaussian noise vector € ~ N (0, ol | n), and a Gaussian
design matrix X € R"*? with iid N (0, X) rows. The purpose of this paper is to study the sample size
requirement in de-biasing the Lasso for regular statistical inference of a linear contrast

6 = (a0, B) (1.2)

at the n~!/2 rate in the case of p >> n for both known and unknown X. As a consequence of regularity,
the n~!/2 rate also corresponds to the length of confidence intervals for 6.
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The problem was considered in [29] in a general semi-low-dimensional (LD) approach where high-
dimensional (HD) models are decomposed as

HD model = LD component + HD component (1.3)

in the same fashion as in semi-parametric inference [6]. For the estimation of a real function 6 = 6(f)
of a HD unknown parameter f, the decomposition in (1.3) was written in the vicinity of a given B as

B — Bo=uo(6 —6) + Qu(B — Bo) (1.4)

where ug specifies the least favorable one-dimensional local sub-model giving the minimum Fisher
information for the estimation of 6, subject to (uo, VG(ﬂ0)> =1,and Qg =1Ipxp — uo(VG(ﬂO))T
projects 8 — B to a space of nuisance parameters. [29] went on to propose a low-dimensional projec-
tion estimator (LDPE) as a one-step maximum likelihood correction of an initial estimator B“"‘” in the
direction of the least favorable one-dimensional sub-model,

0=0 (B“““’) + arg max log—likelihood(ﬁ(‘"“’ + uod). (1.5)
peR

and stated without proof that the asymptotic variance of such a one-step estimator achieves the lower
bound given by the reciprocal of the Fisher information.

For the estimation of a contrast (1.2) in linear regression (1.1), we have VO () = ao, the Fischer
information in the one dimension sub-model {8 + ¢u, ¢ € R} is (u, Xu)o 2, the least favorable sub-
model is given by

> lag . L . (u, Xu)
up=———7 > lLe, the minimizer wuo=  argmin 3 (1.6)
(aog, X~ "ag) ueRr:(u,ap)=1 O
and the Fisher information for the estimation of 0 is
Fy =1/ (o*{ao. 2" ao)). (1.7)

In the linear model (1.1), the log-likelood function is b — —||y — X b||% / (202) up to a constant term
and the one-step log-likelihood correction (1.5) can be explicitly written as a linear bias correction,

(. - xB)

3 with  z9 = Xuy. (1.8)
llzoll3

§=<a0’ B(inil)>+

Here, zo = Xug can be viewed as an efficient score vector for the estimation of 6.

In the case of unknown X, the efficient score vector zy has to be estimated from the data. For
statistical inference of a preconceived regression coefficient 8; or a linear combination of a small
number of 8, such one-step linear bias correction was considered in [4,8,13,15,24,31] among others.
The focus of the present paper is to find sharper sample size requirements, in the case of Gaussian
design, than the typical n >> (s log p)? required in the aforementioned previous studies. Here and in
the sequel,

so =S| with S =supp(B). (1.9)

Our results study both known X —in that case the ideal score vector zg can be used—and unknown
¥ where estimated score vectors Z & zg are used. The results of [10] show that for unknown ¥ with
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bounded condition number, it is impossible to construct confidence intervals for 6 = a(—)r B with length
of order n=/?||ag|> in the sparsity regime s > /n. Proposition 4.2 in [15] extends the lower bound
from [10] to account for the sparsity and ¢; norm of ug in (1.6) as follows. Let ®(sg, sq, o) be the
collection of all pairs (8, X) such that Amin():)’l V Amax (X) < ¢o for some absolute constant cg > 1
and

IZ7'ejllo<sq,  IBlo<so, = 'ejlli <1.02vp.
When ag = e for a fixed canonical basis vector and so < ¢ min(p®*, n/log p),
sup  Egx[n'07!IB; = 11| = c2 4 carutso. s 0) (1.10)

(B, X)eO(s0,50,p)

with 7, (so, sq, 0) = min {min(so, Q) log(p)nfl/z, (pV 1.02)\/10gp}

for any estimator 3 ; as a measurable function of (y, X), where c1, c2, c3 > 0 are absolute constants.

Hence the minimax rate of estimation of 8; over ® (s, sq, p) is at least on~ Y2 + r,(s0, sq, ),
and any (1 — «)-confidence interval! for B; valid uniformly over ® (s, sq, o) must incur a length
of order on~12(1 +r, (s0, @, p)) up to a constant depending on «. Since the focus of the present
paper is on efficiency results and other phenomena for sparsity so > +/n, these impossibility results
from [10,15] motivate either the known X assumption (in Sections 2.1 and 3 below) or the sparsity
assumptions on ¥ ~lag for unknown ¥ in Section 2.2 where we prove that the lower bound (1.10)
is sharp. For known X, our analysis reveals that the de-biasing scheme (1.8) needs to be modified to
enjoy efficiency in the regime so > n?/3 when the initial estimator is the Lasso. For unknown X, the
modification of (1.8) is also required for efficiency when sg, sq satisfy the conditions in Theorem 2.6
of Section 2.2.

The required modification of (1.8) takes the form of a multiplicative adjustment to account for the
degrees-of-freedom of the initial estimator. Interestingly, [14] proved that for the Gaussian design
with known X = I, the sample size n > Csolog(p/so) is sufficient in de-biasing the Lasso for
the estimation of 8; at the n~1/2 rate. More recently, [15] extended this result and showed that n >
Cso(log p)2 is sufficient to de-bias the Lasso for the estimation of §; at the n~1/2 rate for Gaussian
designs with known covariance matrices ¥ when the £; norm of each column of >~ is bounded, i.e.,
for some constant p > 0

max |27 e;lli<p (1.11)
j=1...p
holds, where (e1, ..., e,) is the canonical basis in R”. From this perspective, the present paper provides
an extension of these results to more general X: We will see below that for n > Csglog(p)?, the
efficiency of the de-biasing scheme (1.8) is specific to assumption (1.11) and that the de-biasing scheme
(1.8) requires a modification to be efficient in cases where (1.11) is violated.

The paper is organized as follows. Section 2 provides a description of our proposed estimator, which
is a modification of the de-biasing scheme (1.8) that accounts for the degrees-of-freedom of the initial
estimator. Section 3 describes our strongest results in linear regression with known covariance ma-
trix for the Lasso. This includes several efficiency results for the de-biasing scheme modified with

L(footnote) Note that (1.10) is stated slightly differently than in [15]: It can be equivalently stated as a lower bound on the
expected length of (1 — &)-confidence intervals for §; valid uniformly over ®(sg, sq, o) up to constants depending on «. This
follows by picking as ﬁ j any point in the confidence interval, or by constructing a confidence interval from an estimate ﬁ j and
its maximal expected length over ® (sq, sq, p) by Markov’s inequality.
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degrees-of-freedom adjustment and a characterization of the asymptotic regime where this adjustment
is necessary. Section 4 studies the specific situation where bounds on the £; norm of X ~!a are avail-
able, similarly to (1.11) when a is a canonical basis vector. The additional assumptions on > !and
the results of Section 4 explain why the necessity of degrees-of-freedom adjustment did not appear
in some previous works. Section 5 provides a new £, bound for estimation of 8 by the Lasso under
assumptions similar to (1.11). Section 6 discusses efficiency and regularity, and shows that asymp-
totic normality remains unchanged under non-sparse n~!/2-perturbations of . Section 7 shows that
the degrees-of-freedom adjustment is also needed for certain non-Gaussian designs. The proofs of the
main results are given in Section 8 and in Appendices A, B, C and H of the supplement [2]. The proofs
of intermediary lemmas and propositions can be found in Appendices D to G of the supplement [2].
Our main technical tool is a carefully constructed Gaussian interpolation path described in Section 8.1.

Notation

We use the following notation throughout the paper. Let I, be the identity matrix of size d x d, e.g.
d =n, p.Forany p > 1, let [p] be the set {1, ..., p}. For any vector v = (vy, ..., vp)—r € R? and any
set A C [p], the vector vy € RI41 is the restriction (vj)jea. For any n x p matrix M with columns
(My,...,M,) and any subset A C [p], let My = (M, j € A) be the matrix composed of columns

of M indexed by A, and M L be the Moore-Penrose generalized inverse of M 4. If M is a symmetric
matrix of size p x p and A C [p], then M 4 4 denotes the sub-matrix of M with rows and columns
in A, and MZ}A is the inverse of M4 4. Let | - ||, denote the £, norm of vectors, | - ||op the operator
norm (largest singular value) of matrices and || - || the Frobenius norm. We use the notation (-, -) for
the canonical scalar product of vectors in R” or R?, i.e., (a, b) = a ' b for two vectors a, b of the same
dimension.

Throughout the paper, Co = || X~ /“ag||2, up is as in (1.6) and Fy as in (1.7). The score vector zg is
always defined as zo = Xug and Q) is the matrix Qg =1,x) — uoa(—)r, so that

172

X =X 0y +200]

always holds. As in (1.9), S and sp are the support and number of nonzero coefficients of the unknown
coefficient vector . For any event €2, denote by Iq its indicator function and a4 = max(0, a) for
aeR.

2. Degrees of freedom adjustment

2.1. Known X

In addition to the de-biasing scheme (1.8), we consider the following degrees-of-freedom adjusted
version of it. Suppose that the Lasso estimator $% is used as the initial estimator ™, where

B = arg min { ly — Xb13/(2n) + )»||b||1} . 2.1
beR?

The degrees-of-freedom adjusted LDPE is defined as

<z0a y . XB(lasso)>

s 2.2
lzoll3(1 —v/n) @2

é\v — <a07 B(]assc)) +
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where zg is as in (1.8) and v € [0, n) is a degrees-of-freedom adjustment; v is allowed to be random.
Our theoretical results will justify the degrees-of-freedom adjustment v = |§| where § = supp(ﬁ (lasso)y
The size of the selected model has the interpretation of degrees of freedom for the Lasso estimator in
the context of Stein’s Unbiased Risk Estimate (SURE) [20,28,37].

We still retain other possibilities for v such as v = 0 in order to analyse the unadjusted de-biasing
scheme (1.8). With some abuse of notation, in order to avoid any ambiguity we may sometimes use the
notation /9\,):0 for the unadjusted (1.8) and é\v:m for (2.2) with |§| being the size of the support of the
Lasso.

Our main results will be developed in Section 3. Here is a simpler version of the story.

Theorem 2.1. Let so,n and p be positive integers satisfying p/so — oo and (so/n)log(p/so) — O.
Assume that X j; <1 for all j € [p] and that the spectrum of X is uniformly bounded away from 0 and

00; e.g. max ([ Zllop, [z llop) <2. Let > =1.010/21og(8p/s0)/n.
(i) Then |S| = Op(sg) = op(n) and for v = |S| we have for every ay

VnFs (1= (81/n) (’e‘vz@ _ 9) =T, +op(1) 2.3)

where T,, = /nFy(zo, €>/||Z()||% has the t-distribution with n degrees of freedom. Thus the estimator
(2.2) enjoys asymptotic efficiency when v = |§|.

(ii) The quantity \/n Fy (@;:0 —0) — T, is unbounded for certain B satisfying n/log(p/sg) => so >>
n?/3/log(p/s0)'/? and ag depending on S and T only. Consequently, the unadjusted (1.8) cannot be
efficient.

Theorem 2.1(ii) implies that with v = 0, the unadjusted (1.8) cannot be efficient in the whole range
{so : solog(p/so) <& n} of sparsity levels unless extra assumptions are made on the covariance matrix
¥ such as (1.11). Theorem 2.1(i) shows that using the adjustment v = |§| repairs this: The efficiency in
(2.3) then holds in the whole range {s : so log(p/so) << n} of sparsity levels. Theorem 2.1(i) is proved
after Corollary 3.2 below while (ii) is a consequence of the following proposition.

Proposition 2.2. Let the setting and assumptions of Theorem 2.1 be fulfilled and let v be a random
variable with v € [0, n) almost surely. Then

VnFy@, —0) =T, +op(1) +n~ (v — [SDA, (2.4)

where Ay, = /nFg(1 —v/n)~ (1 — |81/n) Ylzol~2(z0, y — X B“*). Furthermore for any (sq, so)
with sq < so =o(n/log(p/so)), and any ay with 1=~ 2ag|lo =1 and ||Z " agllo = sq, there exists B
with ||Bllo = so such that

P[|Av] = 1Z  aollivlogBp/s0)] — 1, P[IS]| = s0] — 1. (2.5)

In particular, it is possible to pick aq satisfying in addition || > lagll; > sgz/z/H > ||;{,2.

Proposition 2.2 is proved in Appendix C of the supplement [2]. Theorem 2.1(ii) is implied by Propo-
sition 2.2 with sq = s¢: If sS/Z\/log(Sp/so)/n — 400 thenn™! |§|AU=0 is unbounded with probability
approaching one by (2.5), while the other terms in (2.4) are stochastically bounded.

Example 2.1. It is informative to unpack from the proof of Proposition 2.2 how (ag, ug, ) is con-
structed so that (2.5) holds. Theorem 2.1 and Proposition 2.2 apply to any ¥ with bounded spectrum
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and X;; < 1. Let B be an sp-sparse vector with large enough non-zero coefficients and 8; > 0 for some
index j = 1,..., p that is fixed throughout this example. Then let v € {—1,0, 1} be an sq-sparse
vector with supp(v) C supp(B) and vy = sgn(Bx) for all k € supp(v). Consider

Q=1,+ (/455" *[e;v" +ve]].

which has bounded spectrum since || — I ,lop < 1/2 and set X = @~ '« for some constant ¥ > 0
such that max;—;, ., X;; = 1. Since & has bounded spectrum, « is also bounded and the spectrum of
¥ is bounded as required. From the proof of Proposition 2.2, we see that the requirement for u is that

(mo, sgn(B)) = lluoll (2.6)

must hold. For the X just defined, set up = Qe; = (1 + (1/4)551 2vj)ej + (1/4)s§1/2v. Since B
was chosen with 8; > 0, we have v; > 0 by definition of v and u( satisfies (2.6). These quantities
(%, B,up), when B has large enough coefficients, satisfy (2.5) by the proof of Proposition 2.2. Finally,
from (1.6) there is a one-to-one correspondence between ug and ag given by ag = Xug/{(ug, Xugp).
This implies ag = Sl_luo/(uo, @ 'ug) and since ug = Qe |, the direction aq for this example is pro-
portional to the canonical basis vector e;. Proposition 2.2 thus proves the necessity of the degrees-
of-freedom adjustment with ag proportional to e;. Figure 2 illustrates this phenomenon on simulated
data.

The adjustment in (2.2) was proposed by [14] in the form of

N R E—IXT _ XA(lasso)
ﬂ — ﬂ(]assol + (y ﬁ ) (2.7)

n—v

based on heuristics of the replica method from statistical physics and a theoretical justification in the
case of X =1 ,. As zo = Xug with ug = X~ 'ao/{ao, T 'ag) in (1.8), Ellzoll5/n = 1/{ao, £~ 'a) and

oy = XB™) ] syl xpe
Elzol2) A —v/m)  \ '

n—v
Thus, the plug-in estimator

6, = <ao, /§> with the 8 in (2.7), 2.8)
is equivalent to replacing ||z0||% with its expectation in the denominator of the bias correction term in

(2.2). Another version of the estimator, akin to the version of the LDPE proposed in [31], is

~

. (ZO» y— XB(Iasso)>
91} — <a0, ﬂ(lusso)> + <

20, Xu)(l —v/n)

2.9)

with a vector u € R? satisfying (u, ap) = 1. Since E(z(), Xu) = ]E||zO||%, the estimator (2.7) also cor-
responds to (2.9) with (z¢, Xu) replaced by its expectation in the denominator of the bias correction
term.

Let A" = (ﬁ"“‘“"’ — B). It is worthwhile to mention here that when || X k" ||5//n = op(1) based
on existing results on the Lasso, the asymptotic distribution of (2.2) adjusted at the n~!/2 rate does not
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change when ||z()||% is replaced by a quantity of type ||z()||%(1 + O(n~"%)) in the denominator of the
bias correction term. Indeed,

<ZO, y — Xﬁ(la»o)> <ZO, y _ XB(]&W))>
lzol3(1 —v/m)  lIzol3(1 + O@"/2))(1 — v/n)

vnFy

(2.10)

= 01 = v/m ™ (ITaln ™2 4 | XB]12/ (@ Collzoll)).

The right-hand side converges to 0 in probability if (1 — v/ n)~!' = Op(1) and | X R 5 //1n = op(1)
since T, has the ¢-distribution with n degrees of freedom. Thus, as (2.2), (2.8) and (2.9) are asymp-
totically equivalent, the most notable feature of these estimators is the degrees-of-freedom adjustment
with the choice v = |§|, as proposed in [14], compared with earlier proposals with v = 0. While the
properties of these estimators for general 8 and ¥ will be studied in the next section, we highlight in the
following theorem the requirement of either a degrees-of-freedom adjustment or some extra condition
on the bias of the Lasso in the special case where the Lasso is sign consistent.

Theorem 2.3. Suppose that the Lasso is sign consistent in the sense of
P{Sgn(B(IH.VTn)) = sgn(ﬂ)] — 1. (2.11)

Let Co = =" 2ag|l2 and Cg = || =5 {*sgn(Bs) l12//50. Suppose that /(TV 50)/n+Cp /56 (%./0)) <
nn for a sufficiently small n, < 1. Let Fyg = 1/(0C0)2 be the Fisher information as in (1.7), and
T, = v/nFy(zo, e)/IIZoH% so that T,, has the t-distribution with n degrees of freedom. Let 0, be as in
(2.2) or (2.8). Then,

(1= v/m)/nFp (B, —0) = T, + Op(n) (2.12)
for a random variable v € [0, so] if and only if
VFo/n(so—v){ao. B — B) = Op(na). (2.13)
if and only if
VFo/n(so = v)((@o)s. M(X§ Xs/n)”'sgn(Bs)) = Op (). (2.14)

The conclusion also holds for the é:, in (2.9) when C0||El/2u . =0(1).

The proof is given in Appendix H of the supplement [2]. Theorem 2.3 provides an alternative nega-
tive result, similar in flavor to Theorem 2.1(ii) and Proposition 2.2 above. The settings may not match
exactly since the tuning parameter A required for sign consistency is larger than the one featured in
Theorem 2.1. Compared with Proposition 2.2, the sign consistency lets us derive the two explicit con-
ditions (2.13)-(2.14) for efficiency that are useful to pinpoint situations, such as those described in the
next two paragraphs, where efficiency does not hold.

Theorem 2.3 implies that for efficient statistical inference of 6 at the n rate, the unadjusted
de-biasing scheme (1.8) requires either a degrees-of-freedom adjustment or the extra condition that
the bias of the initial Lasso estimator of 6, given by ((ao)s,A(Xng/n)’lsgn(ﬁS)), is of order
op(n'/?/so), even when the initial Lasso estimator is sign-consistent. For example, if (ag)sc =0

—1/2
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and (ag)s = sgn(ﬂs)/||Z_l/zsgn(ﬂs)nz, then ag is standardized with | X ~"2ag|» = 1 and condition
(2.14) on the bias can be written as

(/o™ (s0 = W1 Z5 {Psgn(Bs)ll2 = Op ()

because the singular values of the Wishart matrix Z;’ls/z(X gX s/ n)):;ls/ 2 are bounded away from 0
and +oo with high probability. For v = 0, this is equivalent to Cg(A/a)sy’*//n = O (). If Cp is
of order of a constant and 1, < 1, this implies that the unadjusted de-biasing scheme (1.8) cannot be
efficient in the asymptotic regime when

(AJo)sy 7 Jm s> 1. (2.15)

Interestingly, the condition (A/ a)sg/ 2 /+/n = O(1) is weaker than the typical sample size requirement
n > (solog p)? in the case of unknown X.

Another enlightening situation is ag = e; the j-th canonical basis vector for some j € S, S =
{1,...,50} and x| diagonal by block with two blocks

w-1_ (1 151+ (1/4)1S]7*[sgn(Bs)e | +ejsgn(Bs) '] o|s,,,_|s>
051,151 Ipis

The eigenvalues of £ ~1/2 belong to [1/2,3/2] by construction since (|S|)_1/zsgn(ﬁs)e; has op-
erator norm equal to one. Again using properties of the singular values of the Wishart matrix

3 V2 (XT X5/m) 25 Y%, the left hand-side of condition (2.14) is of order

VFa/n(so—v)re] (Ts.5) ' sen(Bs) < (/o)™ (so — v)/s0.

Similarly to the previous paragraph, this implies that with v = 0 the unadjusted de-biasing scheme
(1.8) cannot be efficient if (2.15) holds. Up to a multiplicative constant in X, this example is similar to
Example 2.1 with sq = s¢.

The novelty of our contributions resides in the s(% >> n regime up to logarithmic factor, in the sparsity
range where the transition (2.15) happens. The necessity of the degrees-of-freedom adjustment can be
seen in simulated data as follows. Figure 1 presents the distribution of v/n (év — 0) with and without the
adjustment for X =1 ,,0 =1 for (n, p) = (4000, 6000) and so = 20, 40, 80, 120. Although classical
results on de-biasing in the regime sg <& n proves that /n (év —0)~ N(0,1) [13,24,31] with v =0,
simulations reveal that /1 0, —0) is substantially biased (downward in Figure 1), and any confidence
interval constructed from /n (6, — ) ~ N(0, 1) would not correctly control Type-I error due to this
substantial bias. This substantial bias is present for sparsity as small as so = 20 (for which sg /n=0.1).
On the other hand, the adjustment v = |§| repairs this, as shown both in the simulation in Figure 1
and by the theory in Theorem 2.1 and in the next sections. Thus our novel results on the necessity of
the degrees-of-freedom adjustment is not only theoretical; It also explains the gap between simulations
and the predictions from the early literature on de-biasing [13,24,31] where the degrees-of-freedom
adjustment is absent.

Guided by Theorem 2.3, one can easily exhibit situations with correlated X and a( proportional to
e; (a canonical basis vector), such that the unadjusted estimate leads to spurious inference: One just
needs to find problem instances such that (2.14) is large. As an example, Figure 2 shows boxplots of
the situation with ag = e; /(X" %2 sparsity so = [|B]lo = 120, p = 6000, n = 4000, o = 1 and ¥ is
correlated of the form X! = I,+ 0.07(sgn(ﬂ)e}— + e(isgn(ﬂ)—'—). In the un-adjusted case, the pivotal
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n = 4000, p = 6000, |B|o = 20 n = 4000, p = 6000, |B|o = 40
4 supp(ao) < supp(B) with |aolo = 20 4 supp(ao) < supp(B) with |aolo = 40
] ‘ 4
2 2 4
I | || I | |
0 oeeeens f 1 P Joeeees 0 oeeeens |
2] | | | -]
4 4 4 4
-6 -
=T -8 o =T,
o0 | =2 Vi (6, — 6)(1 —£) adjusted with v = || = Vi (6, — 6)(1 — ) adjusted with v = ||
== Va6, -6) unadjusted (v = 0) == VA (b, - 6) unadjusted (v = 0)
-12 r -12 .
20 40
sparsity of ao sparsity of ag
n = 4000, p = 6000, |8|o = 80 n=4000, p = 6000, |B|o = 120
4 supp(ao) < supp(B) with |aolo = 80 4 supp(ao) < supp(B) with |aoo = 120

) s e s s ]
' .

-4 -4
6 o 6 o
=T -8 o =T,
10 | T VA6, - 6)(1 - ;) adjusted with v =3 10 | T VA6, - )1~ 1) adjusted with v = 3]
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Figure 1. Distribution of ﬁ(év — 0) in the adjusted (v = @) and unadjusted v = 0 cases. For comparison, 7}, has the t-distribution with n
degrees-of-freedom. Here a( is proportional to sgn(f) normalized with == 2a0||2 = 1. Experiments were replicated 200 times. A two-sided
t-test rejects that the mean of ﬁ(év — 0) is zero in the unadjusted case (v = 0) with p-value 0.0048 for 5o = 20, p-value 0.00028 for sy = 40,
p-value 7 - 10=22 for so = 80 and p-value 2 - 10731 for so = 120.

quantity n'/ 2(@,—¢ — 0) is biased downward and would produce misleading confidence intervals with
incorrect coverage. The adjustment v = |§| exactly repairs this.

Theorem 2.3 requires sign consistency of the Lasso in (2.11). Sufficient conditions for the sign
consistency of the Lasso were given in [17,21,26,33]. In particular, [26] gave the following sufficient
conditions for (2.11) in the case of linear regression (1.1) with Gaussian design: For certain positive y,
dand ¢, > 2,

| Zs5e.sZ5 ssen(Bs) | <1- .

A=y o /¢pp(2/n)logp.

p(Cminy®) ™ (250/n) log(p — s0) + (¢ log p) ™" log(p — s0) < 1 -8,
. —1 . —1/2
with p = max;ese (Zj,j — Zj’szs’szgij) and Cpin = min||y|j,=1 HZS,S u”z, and

meiglﬁjl > (1+n""2¢,)a max H):;{{%HZO +20(0?(Crinn) ™! logso)l/z,
J Ulloo=

for some ¢, — 0.
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Figure 2. Boxplots of pivotal random variables ﬁ(én — 6) for v =0 (unadjusted) and v = |§\ (adjusted) when ag = ej-/():*l)liéz,

so = lIBllp = 120, p = 6000, n = 4000, o = 1 and >l = I, + O.O7(sgn(/3)e;-r +ej sgn(ﬂ)T). For comparison, 75 has the t-distribution with

n degrees-of-freedom.

2.2. Unknown X

In the case of unknown uq, one needs to estimate the ideal score vector zg = Xug as well as the
variance level ||zo||?/n in (1.8). In view of (1.6), we consider

z=Xu, Q=1,— uaS— with u satisfying (u, ap) = 1. (2.16)
As Q2 = (, by algebra and the definitions of u( and z¢ in (1.6) and (1.8),
z2=—XQuo+z0=XQy +2z0 (2.17)

with y = — Qug and E[(X Q)Tzo] = QTEuo = 0. Hence, (2.17) is a linear model with response
vector z € R”, Gaussian design matrix X @ € R"*? with n independent rows, true coefficient vector
y, and Gaussian noise zog ~ N (0, Co_zln) independent of X Q, where Co = £~ 2ay]|,. Note that
since @ is rank deficient, the linear model (2.17) is unidentifiable: For both ¥ = —ug and y = — Quy
we have X QY = X Qy so that both ¥, y can be regarded as the true coefficient vector in the model
(2.17). To solve this identifiability issue, we view the parameter space of (2.17) as the image of Q and
the true coefficient vector as y = — Quy.

It is thus natural to estimate zo in the linear model (2.17), as was already suggested previously for
ap =e; [15,24,31]. Given an estimator ¥ of y, we define the estimated score vector

Z=7z-XQy (2.18)

and the corresponding de-biased estimate

(’z\’ y _ Xﬁ(lasso))
(I—v/n)@.z)
This corresponds to (2.9) with the ideal score vector z( replaced by Z.

The vector u in (2.16) that defines the linear model (2.17) should be picked carefully to yield small
prediction error ||zg —’z\||%/n = X0y — y)||%/n in the linear model (2.16). As z9 = Xug with a

bvz = (ao, B™) + (2.19)
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high-dimensional u(, it would be reasonable to expect that a sparsity condition on uy would ensure
proper convergence of Z to zg. However, this requires a connection between the sparsity of y = — Qug
to that of ug. To this end, we pick

u=ej/(ao)j, with jo=argmax|(ao);|. (2.20)
j=1....p
For the above choice of u,
(u,ap) =1, |Qhllo<1+Ihklo, 1Qhl=2|kl, YheR?, (2.21)

so that the sparsity of ug implies that of y. This leads to the Lasso estimator

o~

7 = Qb with b = argmin { Iz — X Qbl13/(2n) + TAhu || Qb1 } (2.22)
beRP

where A,,, = /(2/n)log p, A is an upper bound for max;—;,.. , [|X Qe; ||2/nl/2 and 7 is an estimate
of the noise level Cy’ " in the regression model (2.17). We note the delicate difference between (2.22)
and the usual Lasso as the estimator and penalty are both restricted to the image of Q. To the best
of our knowledge, the regression model (2.17) in the direction (2.20), which plays a crucial role in
our analysis, provides a new way of dealing with dense direction a( in de-biasing the Lasso. We note
that the natural choice # = ag|laoll; 2 satisfies {ag, W) = 1, but for certain dense aq the corresponding
projection matrix Q =1I,— ?ia(—')— does not preserve sparsity as in (2.21).

For the purpose of the asymptotic normality result in Theorem 2.5 below, we will consider estimators
¥ satisfying

1Q@ — ¥l = 0p(Cy "y min {[|¥ lloAus. Coll¥ 11} (2.23)
sup {(Z. X Qh)/n: | Qhll1 =1} = Op(Cy ' A (2.24)

Inequality (2.23) is the usual £; estimation rate when p is sparse or y has small £; norm. Condition
(2.24) holds automatically for the Lasso estimator (2.22) when CyT = Op(1) as a consequence of the
KKT conditions as explained in the following proposition.

Proposition 2.4. Let z=Xu and Q =1, — uag be as in (2.16) with the u in (2.20). Assume that
X i <1V, ¢min(X) is bounded away from 0, and min{|| Quo||olog(p)/n, Col|l Quoll1y/log(p)/n} =
o(1). Let Q¥ be as in (2.22) with a constant A > 2 and T satisfying one of the following conditions:
O T=z—-X Q')7||2/n]/2 is the recursive solution of (2.22) as scaled Lasso [19],
(ii) or T is any estimator satisfying 1 + op(1) < CoT < Op(1).

Then, the requirements (2.23)-(2.24) are satisfied.

Proposition 2.4 is proved in Appendix C of the supplement [2]. The following is our main result for
unknown X.

Theorem 2.5. Assume that X.j; <1 for all j € [p] and that the spectrum of X is uniformly bounded
away from 0 and oo; e.g. max([| X |lop, ||2)_1 llop) < 2. Let A =1.010/210g(8p/s0)/n for the Lasso
(2.1) in the linear model (1.1). Let €, > 0 with €, = o(1) and B, be the class of (B,ag) € RP*2
satisfying

1 1 C V1
1Bllo ng+min{”u0”0 ogp Colluolh ng}sen (2.25)

n ' Jn
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and ag # 0, where u is as in (1.6). Given ag # 0, let u be as in (2.20), Q =1, — uao, 0y an

estimator of y = — Quy in the linear model (2.17) sattsfylng (2.23)-(2.24),7 the esttmated score vector
in (2.18), and 91, 7 the de-biased estimate in (2.19). If v = ||[3(’“““)||Q, then uniformly for (B, ag) € B,

VnFy@,_5z — 0) = Zu + Op(ry)

holds, where Z, —< N (0, 1) and

1
= rp(B. o) = min [ 1101 ”;%”0) D) Coluoliogp)- (2:26)

Consequently, for all (B, ag) € B, satisfying r, — 0,

VnFy®,_5:—0) —>* N, 1).

Theorem 2.5 is proved in Appendix C the supplement [2]. The sparsity condition (2.25) is mild:
it only requires that the squared prediction rate for 8 and y converge to 0. Under this condition,
Theorem 2.5 shows that estimation of 6 is possible, for general directions ag # 0, at the rate n~1/2(1 +
r,) where r, is given by (2.26). The rate n Y21 +r,) is optimal as it matches the lower bound in
Proposition 4.2 of [15] for the estimation of 6 = 8; in the canonical basis directions ag = e; stated in
(1.10). Before Theorem 2.5, it was unknown whether the lower bound (1.10) can be attained (cf. for
instance the discussion in Remark 4.3 of [15]). Theorem 2.5 closes this gap, extends the upper bound
to general direction ag, and relaxes the £1 bound on ¥ imposed in [15].

The recent work [9] proposes an alternative construction of a score vector for general direction ag
based on a quadratic program. This quadratic program is similar to the construction in [13,31], with a
modification to handle general direction ag, see [9], equation (7), (8) and (10). The upper bounds in
[9], Corollaries 3 and 4, require ||B]lo < +/n/log p in contrast with Theorem 2.5 where || 8]lo >> /n
is allowed.

Another recent line of research [34—36] consider the construction of confidence intervals for a(—)r B for
general directions ag without sparsity assumption on 8. These works consider the setting where g is
arbitrary but bounded in the sense that || X 128 ||§ < C for some constant C < o2 independent of n, p.
In this setting, [|Blolog(p)/n — 0 is violated and consistent estimation of 8 or @ is not possible.
Assuming || X1/%8 ||% < C instead of a sparsity assumption on f leads to different minimax rates: The
rate in [34], Corollary 5, does not depend on || B]|¢ but depends implicitly on || > 1/28, instead; hence
the rate in Theorem 2.5 and (1.10) is not directly comparable to theirs. On a higher level, this line of
research is fundamentally different than the present work: [34-36] leverage the assumption that the
nuisance part of the signal, X 08, is bounded with componentwise variance of the same order as that
of the noise, without attempting to estimate the nuisance part of the signal. In contrast, Theorem 2.5
attemps to estimate the nuisance parameter and the nuisance part of the signal X Q,f is allowed to
have arbitrarily large componentwise variance.

Next, we prove that the de-biased estimator in Theorem 2.5 for unknown X, and the ideal a, in (2.2)
for known X as well, would not achieve the same rate without the degrees-of-freedom adjustment.
Compared with Theorem 2.3, Theorem 2.6 below is somewhat less explicit but the sign consistency of
the Lasso is no longer required.

Theorem 2.6. Let X, €,, %y, 1y, 2 and éu,i be as in Theorem 2.5. Let so and sq be positive integers
satisfying solog(p)/n < €,, sq < so and

n~sosy > 10g(8p/s0) 3> 1 + sq log(p)/n'/2. (2.27)
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If v =0, which means no degrees—oﬁfreedom adjustment in (2.19), then there exist (B, ao) € $y such
that ||Bllo = so, lluollo = ||E* apllo = sq, and «/nF bvz 9)/(1 + ry) is stochastically unbounded.
Moreover, the above statement also holds when GU 7 is replaced by HU in (2.2).

Theorem 2.6 is proved in Appendix C of the supplement [2]. As an example, if s = €,+/n/log(p)
and so > e’l 3/4 for some €, — 0, then

e (2.27) holds so that, without adjustment, /n Fy (é\v =0z — 0) is unbounded by Theorem 2.6 for
some (B, ao) € B, with [Bllo = so and luollo = sq-
e r, — 0 hence /nFy (Qv Sz —0) =1 N(©,1) by Theorem 2.5 and the de-biased estimate ad-

justed with v = ||/3(““°)||0 is efficient for all (8, ag) € %, with ||Bllo < so, lluollo < sq.

2.3. Unknown X and canonical basis directions ag = ¢

For convenience we provide here the notation and corollary of Theorem 2.5 in the case of canonical
basis vector ag = e for some j € {1, ..., p}. We denote (uo, 20,2) by (uj, zj,fj) and write the linear
model (2.17) as

Xej =Xy 4z, (2.28)
where X ©/) € R"*(P~D s the matrix X with j-th column removed, y) e RP~! The corresponding
vector ug is u; = ()3_1)_1 ¥ ~le; which is related to ) by (u;); = 1 and (uj)( iy =—yY. The
ideal score vector zg becomes z; = (X~ l)j_le T le; ;j and has iid N (0, (X~ 1) ) entries independent

of X=7). For a given estimator /) of y /), the score vector (2.18) is then Z Zj= Xej — XDy and
the de-biased estimate (2.19) reduces to

@)y~ XB™)
(1—v/n)Z;, Xej)

which corresponds to the proposal in [31] modified with the degrees-of-freedom adjustment (1 — v/n).
For ap = e}, the Lasso estimator (2.22) becomes

Ié;ie—biased) _ (Bmm))j + (2.29)

Ny ) 1 . =
y<”=argm1n{2—||Xe,-—X< ”y||%+rjx||y||1}. (2.30)
yeRpr-1 n

with recursive solution 7; = ||X e —X “Dy|l2/n'/? in the scaled Lasso [19] or any estimate 7; satis-
fying 1 + op(1) < (X~ 1)] iT 2 < Op(1). As the choice of u in (2.20) for ag = e; is u = e;, the proof

of Theorem 2.5 can be modlﬁed to allow A = AX,,, with A > 1, since in this case E|X Qa0||2/n is
bounded from the above by 1.

Corollary 2.7. Assume that X ;; <1 for all j € [p] and that the spectrum of X is uniformly bounded

away from 0 and 00; e.g. max (|| X|lop, | %! llop) < 2. Let . =1.010,/21log(8p/so)/n for the Lasso
(2.1). Consider the Scaled Lasso in (2.30) with » = 1.01,/210og(p)/n, the corresponding score vector

Z;j and de-biased estimate Ej""bi"se") in (2.29) with v = ||B“*||o. Then for any j,

(IBllo v 1=~ e;1l0) log(p) (IBllo A 1= e 1l0) log(p)
— 0 and
n Jn

implies /n(X~1) ]le/ 2(@’@‘”“"” —B)) =>4 N(,052).

-0 (2.31)
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Remark 2.1. The tuning parameters of the present section are chosen as A = 1.010/210g(8p/s0)/n
for simplicity of the presentation. As the results of the present section are consequences of Theorem 3.1
in the next section, more general tuning parameters of the form (3.4) are also allowed and the resulting
constants in the theorems would then depend on certain constants 17 € (0, 1), n3 > 0.

3. Theoretical results for known X

In this section, we prove that the degrees-of-freedom adjusted LDPE in (2.2) indeed removes the bias
of the Lasso for the estimation of a general linear functional 6 = {(ag, ) when (so/n)log(p/so) is
sufficiently small and a sparse Riesz condition (SRC) [30] holds on the population covariance matrix
¥ of the Gaussian design.

The SRC is closely related to the restricted isometry property (RIP) [11,12]. While the RIP is spe-
cialized for nearly uncorrelated design variables in the context of compressed sensing, the SRC is
more suitable in analysis of data from observational studies or experiments with higher correlation in
the design. For example, the SRC allows an upper sparse eigenvalue greater than 2. For p x p positive
semi-definite matrices M, integers 1 <m < p and a support set B C {1, ..., p}, define a lower sparse
eigenvalue as

Gumin(rm, B M) fin( M) (3.1

= min
AC[pl:|A\B|=m

and an upper sparse eigenvalue as

Pmax(m, B; M) = max Pmax (MA,A)s (3.2)
AC[pl:|A\B|=m

where ¢min (M) and ¢pmax (M) are respectively the smallest and largest eigenvalues of symmetric matrix
M . Define similarly the sparse condition number by

i B,M) = M in(M . 3.3
Peond (M ) AC[p]:Ier\Il\%)?S(lvm){(bmaX( A,A)/¢m1n( A,A)} (3.3)

Recall that S is the support of 8 and so = |S|. For a precise statement of the sample size requirement
for our main results, we will assume the following.

.....

1. Consider positive integers {m, n, p, k} and positive constants { oy, 2, 113, €1, €2, €3, €4} With 12, n3 €
(0, 1). Set the tuning parameter of the Lasso by

A=n5"(1+n3)or, where Ao =+/(2/n)log(8p/k). (3.4)

Define {z,, 7*} by 7, = (1 — €] — €2)2, t* = (1 + €] + €2) and assume that

(1 —n2)*2m
so+k < . (3.5)
(1+m2) {(T*/T*)¢cond(m +k S, %)~ 1}
and py < @min(m + k, S; X) hold. Assume that Ao,/s« < 1 where s, =50 +m + k, as well as
2m+k)+so+1<(m—-DA(p+1D), (3.6)

at+ea<l, e+e=6/8, (3.7)
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so+m+k+1<min(p+1,e2n/2), log <” - SO) <esn. (3.8)
m+k
Typical values of k,m and {p4, n2, 13, €1, €2, €3, €4} are given after Corollary 3.2 below. As will
become clear in the proofs in Appendix A of the supplement [2], the integer k above is an upper bound
on the cardinality of the set

B={jelpl:le"x;|/n>mi}, (3.9)

i.e., the set of covariates that correlate highly with the noise. If k =1 then A =7, "1+ n3) X
0+/(2/n)log(8p) and the set B is empty with high probability. The integer m is, with high proba-
bility, an upper bound on the cardinality of the set supp([?““‘“"’) \ (S U B). In other words, the support
of ﬁ““”“’ contains at most m variables that are neither in the true support S nor in the set B of highly
correlated covariates. These statements are made rigorous in Appendices A.1 and A.2 of the supple-
ment [2]. Results of the form |§| = Op(sp) have appeared before for the Lasso, see for instances [30],
Theorem 1, [7], Eq. (7.9), [32], Corollary 2 (ii), and [5], Theorem 3. Among these existing bounds,
the theory derived in the present paper is closest to [32], Corollary 2 (ii), where a bound of the form
|§| = Op(sp) is derived under a condition on the upper sparse eigenvalue (3.2) after a prediction error
bound under a weak restricted eigenvalue condition. They depart from other existing bounds of the
form |§| = Op(sp) in several ways. The bounds in [30], Theorem 1, requires the tuning parameter to
be set as a function of the sparse eigenvalues of X Tx /n. The bound from [7] involves ¢pmax (X D¢ /n)
which is unbounded if p/n — +o00 for Gaussian designs. The bound [5], Theorem 3, tackles tuning
parameters larger than o,/21log(p)/n but does not provide guarantees for smaller tuning parameters
of order o,/21og(8p/k)/n. The theory developed for the present paper in Appendix A of the supple-
ment [2] improves upon these aforementioned references: The theory only requires bounds on sparse
condition number (cf. the SRC condition (3.5)), the tuning parameters need not depend on the sparse
eigenvalues, and small tuning parameters of order o,/2log(8p/k)/n are allowed. Furthermore, the
theory in Appendix A of the supplement [2] clearly separates the roles of so, kK and m: k is an upper
bound on the cardinality of the set (3.9) of covariates highly correlated with the noise, m is an upper
bound on supp(B“m’) \ (S U B), and consequently || fi“‘“ss“) llo <so+k+m.

Stochastically bounded Op(-) notation. In the following results, we consider an asymptotic regime
with growing {so, m, k, n, p} such that

p/k — +o0, 5:A5 — 0 (3.10)

where s, = so + m + k. This means that we consider a sequence of regression problems (1.1) indexed
by n and {sg, m, k, p} are functions of n such that (3.10) holds and Assumption 3.1 is satisfied for all
n with constants {py, 12, 13, €1, €2, €3, €4} independent of n. For a deterministic sequence a,, we write
W, = Op(a,) if the sequence of random variables (W,,) is such that for any arbitrarily small y > 0,
there exists constants K, N depending on y and {px, m2, 13, €1, €2, €3, €4} such that for all n > N,
P(W, > K) < y. We also write W,, = op(1) if W,, = Op(a,) for some a, — 0. Under the above
Assumption 3.1, our main result is the following.

Theorem 3.1. Let (3.10) and Assumption 3.1 be fulfilled. Let Fy = 1/(o Co)? be the Fisher information
as in (1.7), and T, = \/nFy ({20, e)/||z0||% so that T, has the t-distribution with n degrees of freedom.
For any random degrees-of-freedom adjustment v € [0, n] we have

V(L= v/m @, = 0) =T, +/Fo/n (a0, B — B)(IS] = v) + O (r0v/52).
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If the condition number Pcond(p; 9, X) = ||):||0p||):_1||0p of the population covariance matrix X
is bounded, then Op (AO\/E) above can be replaced by Op ()»()«/S() + k) [by Op ()»0\/%) when the
penalty is chosen with k < s¢ in (3.4)].

The result is proved in Section 8.4. If Ag./sx — 0 and k/p — 0, the above result implies that
VnFg(l —v/n)(6, — 6) is within op(1) of 7, of the ¢-distribution with n degrees of freedom if and
only if

VFa/n(ao, B ~ B) (181 - v) = op (D). 3.11)

The left hand side of (3.11) is negligible either because the modified de-biasing scheme (2.2) is cor-
rectly adjusted with v = |§| (orv~ |§|) to account for the degrees of freedom of the initial estimator
;21“““"’, or because the estimation error of the initial estimator (ao, [Ai“““” — B) is significantly small.

The choice of degrees-of-freedom adjustment v = |§| ensures that the quantity (3.11) is always equal
to 0. This leads to the following corollary.

Coroﬂary 3.2. Let (3.10) and Assumption 3.1 be fulfilled. With the notation from Theorem 3.1, if
v =S| then

VnFs (1= 1(81/n) (@:m — 9) =T, + Op (ho/5s) (3.12)

Hence if Ao4/s%x — 0 and k/p — 0, the de-biasing scheme (2.2) correctly adjusted with v = |§|
enjoys asymptotic efficiency. To highlight this fact and give an example of typical values for m, k
and {py, M2, 13, €1, €2, €3, €4} in Assumption 3.1, let us explain how Corollary 3.2 implies (2.3) of
Theorem 2.1. Set ngl = +/1.01, n3 = +/1.01 — 1 and k = sg, so that the tuning parameter (3.4) is
equal to A defined in Theorem 2.1. Set also €] = € = 1/4 so that 7, = 1/4, t* = 9/4. Under the
assumptions of Theorem 2.1, the spectrum of ¥ is bounded away from 0 and oo (e.g. a subset of
[1/2,2]) and the sparse condition number appearing in (3.5) is bounded (e.g. at most 4 respectively).
Next, set m = Csq for some large enough absolute constant C > 0 chosen so that (3.5) holds; this gives
8% = S0 +m + k = (C +2)so. The conditions in Assumption 3.1 are satisfied thanks to Ag./sx — 0 and
k/p — 0. By Lemma 8.1 we get |§| = Op(so). Then (2.3) is a direct consequence of (3.12).

By Theorem 3.1, the unadjusted de-biasing scheme (1.8) enjoys asymptotic efficiency for all fixed
ap and B with || 8]0 < s if and only if (3.11) holds with v =0, i.e., if

‘/Fg/n<a0,3“““°)—ﬂ>|§| = op(1). (3.13)
By the Cauchy-Schwarz inequality, |{a, ﬁ“““"’ —B)| < CollZ1/? (ﬁ“"’”‘” — B)|l2. Under Assumption 3.1
or other typical conditions on the restricted eigenvalues of ¥ and the sample size, the population risk
[Z1/2(B% — B)||2 is of order Op(oAg/s%x) which grants (3.13) if Ag./sx5«/+/n — 0. This is the

content of the following corollary which is formally proved in Section 8.5.

Corollary 3.3 (Unadjusted LDPE). Let (3.10) and Assumption 3.1 be fulfilled. With the notation from
Theorem 3.1, if v =0 then

VnFgBuo—6) =T, + Op (/\o@ <1+ %)) (3.14)
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If )L(Z)(s*)3 /n — 0 then the right hand side of (3.14) converges in probability to 7;,. In this asymptotic
regime, the degrees-of-freedom adjustment is not necessary and the unadjusted (1.8) enjoys asymptotic
efficiency. Note that although the adjustment v = |S | that leads to the efficiency of 0, in Corollary 3.2
is not necessary in this particular asymptotic regime, such adjustment does not harm either. Since the
practitioner cannot establish whether the asymptotic regime )»% (s+)3/n — 0 actually occurs because so
and s, are unknown, it is still recommended to use the adjustment v = |§| as in Corollary 3.2 to ensure
efficiency for the whole range of sparsity.

An outcome of Theorem 2.3 is that the unadjusted de-biasing scheme (1.8) cannot be efficient in
the regime (2.15). By Theorem 2.3 and the discussion surrounding (2.15) on the one hand, and Corol-
lary 3.3 and the discussion of the previous paragraph on the other hand, we have established the fol-
lowing phase transition:

o If k%(s*)3 /n < 1, the unadjusted de-biasing scheme (1.8) is efficient for every ag, by Corol-
lary 3.3.
o If A%sé’ /n >> 1, the unadjusted de-biasing scheme (1.8) cannot be efficient for certain specific ag.

In other words, there is a phase transition at s, =< n%/3 (up to a logarithmic factor) where degrees-of-
freedom adjustment becomes necessary to achieve asymptotic efficiency for all preconceived directions
a. Condition s, << n*/3 is a weaker requirement than the assumption s, << 1/n commonly made in

the literature on de-biasing.

4. De-biasing without degrees of freedom adjustment under
additional assumptions on X

The left hand side of (3.13) quantifies the remaining bias of the unadjusted de-biasing scheme (1.8).
Under an additional assumption on X, namely a bound on ||X~!ag|;, the initial bias of the Lasso
(agp, B““”“) — B) is small enough to grant asymptotic efficiency to the unadjusted de-biasing scheme
(1.8). The following theorem makes this precise.

Theorem 4.1. Let (3.10) and Assumption 3.1 be fulfilled. Suppose
1= aoll1/IZ~aoll2 < Ko p = Kinpv/n /54 4.1)
for some quantities Ko .., and K1, ,,. Then, JFy|lag, B"”‘“”) — B)I = Op(LoKo,p,p) and
VnFyBy=o — 0) = T + Op((1 + K1 n p)hon/5x + 54/1).
This implies that \/n—Fg(/@\,,:o —0) =T, +op(l) when K1, p = O(1).

The proof is given in Appendix B of the supplement [2]. In other words, the unadjusted de-biasing
scheme (1.8) is efficient and degrees-of-freedom adjustment is not needed for efficiency if the £; norm
of Zflao is bounded from above as in

1= aolli /1=~ 2aglla = O(/n/ss)

with s,./p — 0 and (s«/n)log(p/s«) — 0. This improves by a logarithmic factor the condition
1= aoll1 /112~ 2ap|l» = O(1) required for efficiency in [15].

The above result explains why the necessity of degrees-of-freedom adjustment did not appear in
previous analysis such as [15]; «/Fy|{(ao, [}“"‘“‘” — B)| = Op(ro) when K¢, p = O(1) in (4.1), and the
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unadjusted de-biasing scheme (1.8) is efficient when K1 , , = O(1) in (4.1). However, by Theorem 2.3
and the discussion surrounding (2.15), there exist certain ag with large ||27]a0||1/||271/2a0||2 such
that the unadjusted de-biasing scheme cannot be efficient. For such ag, degrees-of-freedom adjustments
are necessary to achieve efficiency.

5. An {,, error bound for the lasso

The idea of the previous section can be applied to @y = e; simultaneously for all vectors e; of the
canonical basis (e1, ..., ep). This yields the following £+, bound on the error of the Lasso.

Theorem 5.1. Let Assumption 3.1 be fulfilled, and further assume that log p < n. Then the Lasso
satisfies simultaneously forall j =1,...,p

B — | < MZIZ"e;lhA+ ol e lla/log p/n (2Ms + 3Mio55)
J S 1 —s4/n

5.1)

on an event Q2. such that ]P’(QEOO) — 0 when (3.10) holds, where s, =so +m + k, Ms =1/(1 — n3)

and M is a constant that depends on {py«, N2, 13, €1, €2, €3, €4} only. Consequently, since || »-1/2

||E_1ej 1, on the same event we have

. M2+ 2Ms +4Mrg /5 1
|mmm—ﬂmm5p@>( —— 0 &)mw<L0J£§£)
— s/ n

where p(X) = max

ejll2 <

The proof is given in Appendix B of the supplement [2]. The above result asserts that if the £1-norms
of the columns of £~ ! are bounded from above by some constant p(X) > 0 then

1B — Blloo < C(X) max(r, o/log(p)/n)

holds with overwhelming probability for some constant C(X) < p(X).

Although some £, bounds for the lasso have appeared previously in the literature, we are not aware
of previous results comparable to Theorem 5.1 for sg >> /n. The result of [16] and [3], Theorem
2(2), requires incoherence conditions on the design, i.e., that non-diagonal elements of X " X /n are
smaller than 1/sg up to a constant. This assumption is strong and cannot be satisfied in the regime
50 > +/n, even for the favorable ¥ = I p: for X =1, the standard deviation of the i, j-th entry
is E[(XTX/ n)l.zj]l/ 2 =1//n. In a random design setting comparable to ours, Section 4.4 of [22]

explains that ||[A3“"‘“°’ — Blloo S max; ||Z’1ej lio/log(p)/n(1 + ||B““*”) — Bll1/0o). This bound is only
comparable to our £, bound in the regime ||ﬁ““‘”"> — Blli = Op(1), i.e., in the regime sy < 4/n (up to
logarithmic factors) since || ﬁ“a”"’ — Bll1 & Asp = osp+/log(p)/n. Again this result is not applicable (or
substantially worse than Theorem 5.1) in the more challenging regime so > 4/n of interest here.

6. Regularity and asymptotic efficiency

Theorem 2.1(i) shows that the test statistic «/nFy(l — |§| /n)(év — a(—)r B), properly adjusted with
v = |S|, converges in distribution to N (0, 1), where Fy = 1/{02C§} and Co = |X~"2ayp||. This
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holds under any sequence of distributions {Pj},>1 defined by || = so, solog(p/so)/n — 0,
max (|| X1lop, X! llop) < K for some constant K independent of n, p, and

X has iid rows N (0, X), y|X~N(Xﬂ,c721n).

Here, we denote the unknown parameter ag B by 6(P{) to avoid confusion with the probability mea-

sures defined in the next paragraph. By Slutsky’s theorem, since |§| /n converges to 0 in probability by
Theorem 2.1(i), we have

£(VnFo@, —0®y) : By) — N(O, ). ©.1)

Given ag € R?, a positive-definite matrix X € RP*? and B, C R? as a parameter space, let Fy be
asin (1.7),

U, C {u CR:u"ay=1, B+tu/\/nFyeB,Vt €0, t,], t, > oo}

as a collection of directions of univariate sub-models {8 +fu//nFyp :0 <t <t,}.Fort > 0andu € U,
let P}, be probabilities under which

y|X~N(X(ﬂ—i—tu/\/an),azIn) (6.2)

(for either deterministic or possibly non-Gaussian random X) and

0P} ,) = (ao, B+ tu/\/nFe> = (ao, B) +1/+/nFp.

That is, under P}, the vector B is perturbed with the additive term 7u/+/n Fy, resulting a perturbation

of the parameter of interest with ¢/./nFy. In the above framework, an estimator 6 is regular (in the
directions u € Uy,) if

c (,/an @—0P!,); ]P;ﬁu) G 6.3)

for all fixed ¢ > 0 and u € U, and some distribution G not depending on ¢ and u. That is, the limiting
distribution is stable under the small perturbation as defined above.

Our first task is to show that 6, is regular in all directions with the same limiting distribution as in
(6.1), i.e. (6.3) holds with ¢, = R” and G ~ N(0, 1). For t = 0, (6.1) is implied by Theorem 2.1(i).
However Theorem 2.1(i) does not directly imply (6.3) for ¢ # 0 because u € U,,, as well as the unknown
regression vector B + ru/+/nFy under P ,, may not be sparse. The following device due to Le Cam
shows that (6.3) still holds with the perturbation tu//n Fy for any fixed ¢ # 0 independent of =, p.

The likelihood-ratio L, between P}, and IP{ is given by

logL, = {—lly — X(B +tu/y/nFo)|* + |y — XBI*}/252).
= —*C3lIXul?/(2n) — (e, Xu)tCo/(o/n).

Under P, the random variable «/n Fy (@ — 0(P;)) can be written as (e, 20)Co/(y/no) + op(1) so that
the vector (/nFy (6, —0(Pp)), log L ») | converges in distribution under [P}y to a bivariate normal vector
with mean (0, —tng(u, Yu)/2) " and covariance

( 1 zcg(uo,zu)) _ (1 ' )
1Cuo, 2wy 2Crw,Tu)) T \1 Cjlu.Zu) )>
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where the equality is due to ug = Cy 2y lag and (ag, u) = 1. It directly follows by Le Cam’s third
lemma (see, for instance, [25], Example 6.7) that \/nFy(@, — 6(P3)) converges to N (¢, 1) under
{P',l,u}nzl and that (6.3) holds. For more details, see also [25], Section 7.5, about situations where
the log-likelihood ratio converges to normal distributions of the form N (—a?/2, a?).

Hence, properly adjusted with v = |§|, the estimator 6, is regular and asymptotic normality still
holds if the sparse coefficient vector B is replaced by B + tu/+/n Fy for constant ¢ € R, even if the per-
turbation u is non-sparse. By the Le Cam-Hayek convolution theorem (see, for instance, [25], Theorem
8.8), the asymptotic variance of /n (6, — 6) must be at least 1 / Fp and our estimator 0, is efficient, i.e.,
it achieves the smallest possible asymptotic variance among regular estimators.

Note that the above reasoning does not inherently rely on the Gaussian design assumption. As soon
as the second moment of the row of X exists, || Xu||?/(n(u, Zu)) — 1 and (Xu, Xuo)/(n(ug, Tu)) —
1 almost surely by the law of large numbers. If additionally & ~ N(0,02I,) and X is such that
VnFy( ﬂ) (€,20)Co/(o/1) + opr (1) for sparse f, the argument of the previous paragraph

is apphcable and 6, is regular in the sense of (6.3). For instance, if a is a canonical basis vector, equa-

tion +/nFy (é,, -0 — aS—,B) = (e,20)Co/(0+/n) + OPV!(]) can be obtained for sub-gaussian design and

50 <K /n using an £ /s duality 1nequa11ty, cf. [13 24.31]. In such asymptotic regime, the argument

of the previous paragraph shows that 6,—q is stable for non- sparse perturbations of the form tu//nFy.
We formally state the above analysis and existing lower bounds,

Proposition 6.1. Let V, be the linear span of U, as a tangent space. Suppose

Pg{

and dim(V,)) = O(1). Letug be as in (1.6) and t =t (V) = ﬁ(—)r):'iio/F@ with

IXu|2/(u Tu) — 1‘ > e} —o(l), uel,

ﬁozargmin{uTZu ‘u€Vy, {ap,u) = 1]-

(i) Let 0 bea regular estimator in the sense of (6.3) with a limiting distribution G. Let & ~ G. Then, (a)
Var(§) > 1/t; (b) If Var(§) = 1/t, then £ ~ N(0, 1/1); (¢) If g = aju; + axuy for two uy, ur € Uy,
and {au1 + (1 —a)uy :0<a <1} CU,, then &£ =& + & where & ~ N (0, 1/7) and &; is independent
of 1.

(i) Ifug € Vy, thentig=ug and t = t(V,) = 1.

(iii) If (6.1) holds, then 0, is regular and locally asymptotically efficient in the sense of (6.3) with
B, =U, =RP,

The above statement is somewhat more general than the usual version as we wish to accommodate
general parameter space B, cf. [25], Theorem 8.8, for U, = {u € V,, : (ag, u) = 1} and [18] and [27],
Theorem 6.1, for general U,. We note that the condition on % in Proposition 6.1(i)(c), known as the
convolution theorem, is equivalent to the convexity of U, and @ € V,,. The minimum Fisher informa-
tion is sometimes defined as min{o —2u " Xu : (ag, u) = 1, u € U, }. However, when this minimum over
U, is strictly larger than the minimum over its linear span V,, the larger minimum information is not
attainable by estimators regular with respect to U, in virtue of (i)(a) above.

In Proposition 6.1, the parameter T = t()),) can be viewed as the relative efficiency for the tangent
space V), generated by the collection U, of directions of univariate sub-models. As the minimization
for uy is taken over no greater a space compared with (1.6), T > 1 always holds. When the parameter
space B, is strictly smaller than R?” or the regularity (stability of the limiting distribution) is required
only for deviations from the true B in a small collection of directions, T > 1 may materialize and
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an estimator regular and efficient relative to U, would become super-efficient in the full model with
B =V, =RP. According to Le Cam’s local asymptotic minimax theorem, in the full model, such a
super-efficient estimator would perform strictly worse than a regular efficient estimator when the true
B is slightly perturbed in a certain direction.

The super-efficiency was observed in [23] where an estimator, also based on the de-biased lasso,
achieves asymptotic variance strictly smaller than 1/Fjy. The construction of [23], Theorem 2.1, goes
as follows: Consider a sequence )L,ﬁl and a sequence of sub-regions B, C R” of the parameter space
such that the Lasso satisfies uniformly over all 8 € B, both

”zl/Z(ﬁ(lasso) _ ﬂ)”Z =op(1), \/E)LE ”B(lwo) _ ﬂ”l =op(1).

Then [23] constructs an asymptotically normal estimator of the first component 81 of 8. However, this
estimator depends on a fixed sub-region B, that achieves a particular £; convergence rate given by )LE,,
and the estimator would need to be changed to satisfy asymptotic normality on a superset of B,,. Hence
this construction is a super-efficiency phenomenon: it is possible to achieve a strictly smaller variance
than the Fisher information lower bound with the Fy in (1.7) as the estimators are only required to
perform well on a specific parameter space 53,,. Additionally, the estimator from [23] cannot be regular
on perturbations of the form 8 + rug/+/n Fy for non-sparse u, otherwise that estimator would not be
able to achieve an asymptotic variance smaller than 1/ Fy according to Proposition 6.1.

7. Necessity of the degrees-of-freedom adjustment in a more general
setting

This section extends Theorem 2.3 to subgaussian designs. It shows that the degrees-of-freedom adjust-
ment is necessary when the Lasso is sign-consistent.

Theorem 7.1. Let S be a support of size so = o(n) and assume that X SZE’IS/ % has iid entries from a
mean-zero, variance one and subgaussian distribution. Assume that (B, ag) follows a prior independent
of (X, &) with supp(B) = S, B has iid random signs on S and fixed amplitudes {|B;|, j € S}, and set
ap = Xsgn(B)s/./so0. Then on the selection event {§= S, sgn(ﬁ“"”")) =sgn(B)}, the de-biased estimate
é\v in (2.8) with adjustment v satisfies

V(L= v/m)®, —0) — Vn(l —v/n){ao. (X§ X5) "' X {e)
= —(s0 = v) (A/nag (X3 X5) "' sen(B)s )

+Op ()»\/ sologso + ¢cond(zs,s)l/2k«/5) .

Furthermore, Aﬁag [(X}—XS)_I] sgn(B)s = A/so/n(1 —op(1)) when ¢cond(Xs,s) < C for some
constant C > 0 independent of n, p, so. Consequently, if v =0 and sg/ 2 > n, the right-hand side above
is unbounded.

The proof is given in Appendix I of the supplement [2]. In conclusion, for designs with subgaussian
independent entries and under sign-consistency for the Lasso, the unadjusted 6, with v =0 is not
asymptotically normal as soon as so > n/3, similarly to the Gaussian design case and the conclusion
of Theorem 2.3.
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8. Outline of the proof
8.1. The interpolation path

Throughout the sequel, let A*> = ,B“““") — B. Tt follows from the definition of 6, in (2.2) that

(z0. €)

B (ZO, XQOhllasso)>
lIzoll3

llzoll3

(1 — U/l’l)(@\v — 9) _ (V/n)(ao, h(]u»())) _

with zo = Xup and Qp =1 pxp — uoag, where ug = Z*Iao/(ao, )_"flao).
In the above expression, zg is independent of (X @, €) but not of [9 tso) f zo were independent of
X Qgh™, we would have

Z([z0. X Qoh™)|X Qoh™=") ~ N (0, C52X Qoh™3)

= Op(1/Co) 1 X Qoh™ |2, (8.1)

where Z(£|¢) denotes the conditional distribution of & given ¢ and Cy = 1= ~12ap|». Our idea is to
decouple zg and " by replacing z¢ with an almost independent copy of itself in the definition of
ﬂ(]a»()).

We proceed as follows. Let g ~ N (0, IE[zoz(—)r 1) be a random vector independent of (e, zg, X) such
that g and z( have the same distribution. Next, define the random vector

Z0=Pezo+ Ptg, where Po=|e| 2ee’ and PL=1,— P,.

Conditionally on &, the random vectors zg and Z are identically distributed, so that Z¢ is independent
of (X 0y, ¢).

Next, let X = X 0y +Zoag and let [3“’““‘” be the Lasso solution with (X, y) replaced by (i’ X B+e).
Conditionally on &, the random vector P j‘zo is normally distributed and independent of X QO’I;““*“) by
construction, so that

(20 X Qo) = |(P20. X Qo) + I Pezoll | PeX Qo™

= 02(1/Co) (IPFX Qo™ + | P X Qo™ ),

where the last inequality is a consequence of E|| Pez()||% =E|zo ||% /n=1/ Cg. The above inequalities
are formally proved in Lemma 8.9. Although Zo and zo are not independent, conditionally on ¢, their
(n — 1)-dimensional projections Pz and P L% are independent and the quantity <zo, X Qoh“'““")) is
of the same order as in (8.1) where X Qyh" and zop were assumed independent.

This motivates the expansion

. <ZO, €> (ZO, XQOiiumo))
1—-v/n)6, —0)= — + Rem,,, (8.2)
6 —¢) lzol3 lzol2 ’

with Rem, = [1zoll; *(z0. X @9 (B — B)) — (v/m){ao, ).
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The key to our analysis is to bound Rem, by differentiating a continuous solution path of the Lasso
from B to B%=. To this end, define for any r € R

20(t) = Pezo + Py [(cost)zo + (sint)g] (8.3)
X(t)=XQ+z0(hag

and the Lasso solution corresponding to the design X (¢) and noise &,

B =argmin {le + X ()8 — XOBI3/C@m) + 21111 |. (3:4)
beR?

For each ¢, by construction, (zo(?), X (?), B(t)) has the same distribution as (zp, X, ﬁ"““"’). The
above construction defines a continuous path of Lasso solutions along which the distribution of
(zo(t), X (¢), B(¢)) is invariant. Furthermore,

att = O, ZO(O) =20 and ﬁ(O) — ﬁ(lasso)’
Whlle atfr = %, ZO(%) = 20 and ﬁ(%) — B(Iusso)'

Thus, with 20(1) = (3/01)z0(1) = PF[(— sint)zo + (cost)g] and D(¢) = (3/3z0())B(1)T € R"™P, an
application of the chain rule yields

Rem. — /”/2 {z0. X QoD (1) Pz 20(1))
o lzol13

dt — (v/n){ag, ™). (8.5)

We will prove in Lemma 8.5 below that the above calculus is legitimate with
XQDT ()P (8.6)
T
= —{wo®) =200 [wo I3} (PLX (D))

~[P) = 200 (wo0) "} PHao, ko),

where §(t) = supp(ﬁ(r)), ﬁ(r) is the orthogonal projection onto the linear span of {X ;(z), j € §(t)},

—1 ~ N
wo(t) = X§(I)(t)(X§(I)(t)X§(,) (t)) (ao)g(t), and h(t) = B(t) — B. We note that the n x n matrix in

(8.6) is a function of (X (¢), €) and
20 = Pezo + P [(cos)zo(t) — (sint)z(1)]

with zo(¢) = X (t)ug. Thus, as zo(¢) is a N(0, PEL/C(%) vector given (X (¢), €), the mean and variance
of the integrand <z0, X QODT(t)PsliO (t)) in (8.5) can be readily computed conditionally on (X (¢), €)
as a quadratic form in zo(¢). This would provide an upper bound for the remainder in (8.5) based on
the size of S(¢) and the prediction error X (¢)h(¢). For example, the main term in this calculation is

(Enzon%)_l fo H/ZE[(ZO, —P()PLzo())ao, h(t))‘X(t), e]dt

1 /2 ' . _
= ;/0 (smt){|5(t)| — trace (PeP(t)Pe)}(ao, h(t))dt,

which has approximately the same mean as (v/n){ag, k) when v = |§(O)| = |§|
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Remark 8.1. For a fixed j-th column the leave-one-out technique explained in [15], Section 6.1,
studies the modified estimate
0V = argmin | Xb— y|2/@2n) + g(b) (8.7)
bGRplbj:ﬂj

with the constraint b; = f;, so that the design matrix in the quadratic term is replaced by X_ ;. The
20
0

.....

study of this perturbed allows [15] to prove efficiency under the condition max j—;
p. This differs from our construction in at least three major ways:

=7l <

(i) The Rk of [15] does not have the same distribution as ,B (=2, while with our construction ﬁ“a”‘”
as well as ,B(t) for each ¢ € [0, /2] all have the same dlstrlbutlon as the Lasso ﬂ itself;
(i1) In our construction the decomposition X = X @, + anO has two independent terms X Q and

zoaér , while in the construction (8.7) above, X = X_; + Xe; but X_; is not independent of

the j-th column Xe;;
(111) Our construction allows for general direction @, while the analogue of (8.7) with constraint
b for dense ag, namely 00 = argmingcpp. a (B—b)=0 | Xb — y||2/(2n) + g(b), leads to an

estlmator that is not a Lasso estimator, and its analy51s would not be straightforward.

8.2. The lasso prediction error and model size

Our next task is to show that with high probability, simultaneously for all # along the path, the Lasso
solutions B(¢) enjoy guarantees in terms of prediction error and model size similar to the bounds
available for a single Lasso problem. Define the event 2| by

Q1 =10 < inf P XX 8.8
! { <r,1zr'lzo¢mm< ( ® ()>S(1)US(t) S(ﬂ)uS(r))} 8:8)

Define also i"075¢1¢58) (1) = gnoiseless) 1y _ B where B"9/5¢1¢5) (1) is the Lasso solution for design
matrix X (¢) in the absence of noise, that is,

glnoiseless) 7y — arg min { I1X (0)(B = B)II3/(2n) + Al } - (8.9)

Consider the following conditions: For a certain s, € [so V 1, n] and positive A,
IX@®h@)|l2 < Miy/nssoho,
IX @RI @0)]l2 < M1 y/nso o,

IZ2h(1)||2 < Ma/50 20,
(8.10)

IS()] < 52 < Ma(so + k),
—1
< My,

~12
H <Z§(z),§<r> S0 OXs0 O, %5/ ”) op
(lell2/o) v (Collzo®)12) v (n/(Collzo(1)12)) < Ms+/n,

where M1, My, M3, M4, Ms > 0 are constants to be specified. Define the event 2, by

(1) ={ (8.10) holds for 7 } and £, = N;=0Q(2). 8.11)
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For a single and fixed value of 7, the fact that the Lasso enjoys the inequalities (8.10) under conditions
on the design ¥ can be obtained using known techniques. For instance, the first and third inequalities in
(8.10) describe the prediction rate of the Lasso with respect to the empirical covariance matrix and the
population covariance matrix when the tuning parameter of the Lasso is proportional to o Ag. For the
purpose of the present paper, however, we require the above inequalities to hold with high probability
simultaneously for all z. The following lemma shows that this is the case: €21 N €2, has overwhelming
probability under Assumption 3.1.

Lemma 8.1. Let the setting and conditions of Assumption 3.1 be fulfilled. Set M1 = (1 + 772)712_1 a1+

m3)//PxTo, Mo = M1/ /Ts,

M3;=1 (t* /) Peond(p; D, X) — 1
2(1 —m)?/(1 +m2)?

My =1/t, M5 =1/(1 — n3). Then the events 21, 2 defined in (8.8) and (8.11) satisfy

1-P(QINQ) < 274+ 23*(773*\/2/")3_11/2
2 (8.12)
+e "2 4 4Qr LY +4) P 4 (L + (L2 +2)7 A2

where Ly = \/2log(p/k).

Lemma 8.1 is proved in Appendix A of the supplement [2]. Equipped with the result that the events
Q1 and €2, have overwhelming probability, we are now ready to bound Rem,, in (8.2).

8.3. An intermediate result

Before proving the main result (Theorem 3.1) in the next subsections, we now prove the following
intermediate result.

Theorem 8.2. There exists a constant M > 0 that depends on M1, M>, Ma, M5 only such that the fol-
lowing holds. Let Fy = 1/(aC0)2 be the Fisher information as in (1.7), and T, = /nFy(zo, e)/||z()||%

so that T, has the t-distribution with n degrees of freedom. Let 21 and 2, be the events defined in
(8.8) and (8.11). Define random variables Rem; and Rem;; by

_ /2 ~
Rem; = y/nFy(@y—0 — ) — T —v/Fy/n /0 (sint) (IS |{ao. k(1)) d.

N 7/2 -
Rem;; = /nFy(Oy=0 — 0) — T, — y/ Fg/nao, h<’m>)[ (sin) (IS(1)]) dr.
0
Then for any u € R such that |u| < ﬁ/M,

uRem; uRemy; )
max {E [Igmgz exp()\oﬁ>] ,E[lglngz exp( o )i| } <2exp (M u )

We now gather some notation and lemmas to prove Theorem 8.2. Recall that the degrees-of-freedom
adjusted LDPE is

-~

R _ X A(lam))
01) — <a0’ ﬂ(lasso)) + (ZO’ y ﬂ >

(1 —v/mllzol3’
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with zo = Xuo, where ug = £ lag /{ap, X _lao) is the direction of the least favorable one-dimensional
sub-model for the estimation of (ag, B8). Recall that the Fisher information for the estimation of (ag, )
is Fy = 0~%/(ag, X 'ap), and that E|Izol|%/n =02F, = l/Cé. We note that the estimation of 6 =
(ag, B) is scale equi-variant under the transformation

{@0.0.,0,.u0. 20, Fp} — {cao, c0, By, up/c, z0/c, Fy/c*}. (8.13)
Thus, without loss of generality, we may take the scale (ay, ¥ lag) =1 in which
uy=3"lag, zo=Xup~N@©,I,), Fy=072% Co=1. (8.14)

Furthermore, for any subset A C {1, ..., p} we have

[22% @ally = 234 @427 ao

= Cman (T3 .32, '0)
< Cman (2442002, 1)
=CZ. (8.15)
Let f (t) = (9/0¢t) f(¢) for all functions of 7. By construction of the interpolation path (8.3), we have
20(t) = PL [(—sin)zo + (cosn)g], (8.16)

so that (e, zo(f)) = 0 holds for every ¢. Conditionally on &, the random vector (X (), Zo(?)) is jointly
normal and zo(¢) is independent of X (¢), so that the conditional distribution of zo(¢) given (X (¢), €) is

Z (200X (1), 6) =N (0.(1/C0)* P} ). (8.17)

Here is an outline of the proof of Theorem 8.2.

(i) Starting from the expansion (8.2), the key to our analysis is to bound the remainder in (8.2) by
differentiating the continuous solution path (8.3)-(8.4) from [?I (a0 ty /}(“’”*0).

(i) Lemma 8.3 shows that the function t — [} (t) is Lipschitz in ¢, hence differentiable almost
everywhere along the path.

(iii) Next, Lemma 8.5 computes the gradient of  — B(t) along the path. To compute the gradient,
we make use of Lemma 8.4 which shows that the KKT conditions of the Lasso hold strictly
almost everywhere.

(iv) Finally, we write (zo, X QO(B“““‘” — fl“a“"))) as an integral from O to 7 /2 of the derivative of the
function t — (zg, X QOB(I)) and the Lemmas 8.6, 8.7 and 8.8 bound from above this derivative
on the event €21 N 25, thanks to the conditional distribution (8.17) of zo(¢) given (X (2), €).

Lemma 8.3 (Lipschitzness of regularized least-squares with respect to the design). Let e € R" and
B € RP. Let X and X be two design matrices of size n X p in a compact convex set K . Let h be a norm
inR?, Let B and B be the minimizers

A ~

B =argmin{L(X, b) + h(b)}, B = argmin {L(f(, b) + h(b)}
beRP beRP
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where LIM,b)=|e+ Mp — Mb||%/(2n)f0r all M e R"*P and b € R?. Then

IXB=B)I>+1XB-BI><C(K,h,e,BlIX = XllopllB— Bl
where C(k, h, e, B) is a quantity that depends on IE’, h,e, B only.

Lemma 8.4. Consider a random design matrix X € R"*? and independent random noise & such that
both X and e admit a density with respect to the Lebesgue measure. Then with probability one, the
KKT conditions of the Lasso hold strictly, that is, P(Vj € S, |x]T(y —XB"™N)| <1)=1.

Proof. Since the distribution of X is continuous, the assumption of [1], Proposition 4.1, is satisfied
almost surely with respect to X and the result follows by conditionaning on X. ]

Lemma 8.5. Let h(t) = ﬁ(t) — B. In the event Q2| defined by (8.8),

. . /2
ﬂ(lmm) _ ﬂ(la.v.m) — ; DT(I)ZO(t)dt (818)

almost surely, where D(t) is an n x p matrix given by D (1) =0 and
S(t)(t)

= (XT0x0) o (@050~ XOh©)" = X5, Ofar. o)

0,50

It follows from (8.3) and (8.16) that conditionally on &, the random vector Zo(¢) is indepen-
dent of (X(¢), h(t), D(t), Iq,«)) and the conditional distribution of zo(¢) given (e, X(¢)) is given
by (8.17). Furthermore, by (8.16) we always have (io(t),e) =0 so that (¢ — X(Oh®))Tz20(t) =
—(X®h@)) " zo(t) which simplifies the expression DS( )(t)zo(t). Furthermore on 2;,(¢) defined in
(8.11), by the Cauchy-Schwarz inequality,

ao, h(1))] < Coll Z'2h(0) |l < CoM1oAo/5x,
IX Qoh(1)ll2/+/n < (M1 + MsM2)o 10+/5x., (8.19)

—1/2
lwo®)I3 < (Ma/m 5,05, @0)5)l13 < (Ma/m)C

with wo(¢) = Xg(t)(t)( Su )(t)XS(t) (t)) (ao)g(t), thanks to (8.10) and (8.15). We will use these prop-
erties several times in the following lemmas in order to bound Rem, in (8.2).

Lemma 8.6. The quantity

20, X ~(Iu.rm) _ A(lamo) 20, X ~(Iu.rm) _ A(lm'w)
W= Cov/n (zo QO(zﬂ - B ))_( 0, X Qo(B B (8.20)
C() llzoll n
satisfies for any u € R
uWw
E |:IQlﬁQZ exp (0)»0@)] <exp(Clu| + Cuz) (8.21)

for some constant C = C(M1, M>, Ms) > O that depends on My, M3, M5 only.
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Lemma 8.7. The quantity

,_ Colzo, X @o(B = B) 72 I5(0)l(ao. k(1))
W' = ﬁ —/O\ (SIHZ)Tﬁdt (822)
satisfies
]E|:IQ nQ, EXP (L/>] <exp <|u|C//\/ﬁ+L) (8.23)
e XA e )] = 1= [ulC'//n '

for any u € R such that |u| < /n/C’, for some constant C' = C'(My, My, M4, Ms) > O that depends
on My, My, My, M5 only.

Lemma 8.8. The quantity

[ oo [
"= (sint)|S(t) (@, h(t))dt — 7/ (sint)|S(t)|dt (8.24)
Cov/n Jo 0 Cov/n Jo
satisfies for allu € R
W//
E[exp(azo @>}§2exp(C”u2) (8.25)

for some constant C" = C" (M, M, My, Ms) > 0 that depends on M|, My, My, M5 only.

Lemma 8.9. The quantity

_ J/1Co(z0, X Qoh)

W = (8.26)
C3lizoll3
satisfies for all u € R
Mwl//
E |:1le92 exp <m\0 @)] < 2exp(C"u?) (8.27)

for some constant C"" = C"" (M1, My, Ms) that depends on M|, M, M5 only.
We are now ready to combine the above lemmas to prove Theorem 8.2.

Proof of Theorem 8.2. The random variables Rem; and Rem;; in Theorem 8.2 satisfy
oRem; =W" 4+ W+ W, oRem;; =oRem; + W' =W" 4+ W+ W +W".

where W, W/, W” and W_”/ are defined in (8.20), (8.22), (8.24) and (8.26). By Lemmas 8.6 to 8.9
, there exists a constant M > O that depends only on M|, M>, M4, Ms such that for all u € R with

ul < /n/M,

uV _
max E|I ex <2ex (Mzuz) 8.28
Ve{W,W W" W} |: N8 P <O’)\.0«/§>i| - P ( )
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because one can always increase M so that the right hand side of the previous display is larger than the
right hand side of (8.21), (8.23) (8.25) and (8.27). By Jensen’s inequality,

uRem; 1 3uW”f 3uW_ 3uw’
i 0] < L8, (155 4o 4 2]
The right hand side is bounded from above thanks to (8.28). We apply the same technique to obtain the
desired bound on Remy;, using Lemma 8.8 for W”. O

8.4. Proof of Theorem 3.1

From Theorem 8.2, in order to complete prove Theorem 3.1 we will need the following additional
lemma.

Lemma 8.10. The upper bound
/2 R . 2
E | Ig,ne, / (sin?)(IS(1)| — |S(0)|)dt <n (A%s*C”” +6(3 + 2M12)\3s*))
0

holds, where C"" = 3(MsM; + M, MsM3)?.

Proof of Theorem 3.1. Thanks to the scale equivariance (8.13), we take the scale Co = || > 12a4n =

1 without loss of generality, so that (8.14) holds. Let Rem;; be defined in Theorem 8.2. Then for any
degrees-of-freedom adjustment v we have

VFon(L = v/n)®@, = 6) = Ty + /Fo /nlao, k™) (v = |S])
/2 . .
=/ Fg/n(ao, h“““))/ (sint)(IS(0)] — [S]dr +Remy;.
0
Denote by Rem f;,4; the above quantity. Then

Remfinal

2
/2 . .
2 - 2M3E | I ne, (fo (sint>(|S(r)|—|S|)n—”2dr>
AoA/Sx -

E |:15210$22

+2E I:IQ]ﬂQz{RemII/()\«/E)}Z] :

By Theorem 8.2, E [IQ] mngem”z] is bounded by a constant that depends on My, M>, M4, M5 only.
By Lemma E.1 of the supplement [2] and the assumption Ag,/sx < 1 in Assumption 3.1, the same
holds for the first term. Observe that since P(2; N ©3) — 1, any random variable Y such that
Ellg,ng, Y2 < C)\(z)s>,< for some constant C satisfies ¥ = Op(, /s« o) by Markov’s inequality. This
shows that Rem ;1 = Op(Ao4/5+) and the proof is complete. O

8.5. Proof of Corollary 3.3

On 2, we have |§| < sy and |{(@g, h"7)| < M0 Ao/« so the claim of Corollary 3.3 follows from the
same argument as the previous subsection.
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