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Abstract

Background and Objective: Wilson statistics describe well the power spectrum of proteins at high frequencies.
Therefore, it has found several applications in structural biology, e.g., it is the basis for sharpening steps used in cryogenic
electron microscopy (cryo-EM). A recent paper gave the first rigorous proof of Wilson statistics based on a formalism of
Wilson’s original argument. This new analysis also leads to statistical estimates of the scattering potential of proteins that
reveal a correlation between neighboring Fourier coefficients. Here we exploit these estimates to craft a novel prior that
can be used for Bayesian inference of molecular structures.

Methods: We describe the properties of the prior and the computation of its hyperparameters. We then evaluate the
prior on two synthetic linear inverse problems, and compare against a popular prior in cryo-EM reconstruction at a range
of SNRs.

Results: We show that the new prior effectively suppresses noise and fills-in low SNR regions in the spectral domain.
Furthermore, it improves the resolution of estimates on the problems considered for a wide range of SNR and produces
Fourier Shell Correlation curves that are insensitive to masking effects.

Conclusions: We analyze the assumptions in the model, discuss relations to other regularization strategies, and
postulate on potential implications for structure determination in cryo-EM.

1 Introduction

In his seminal 1942 paper, Arthur Wilson showed that the power spectrum of molecules is approximately flat at high
frequencies [23]. The core assumption Wilson made is that atoms act as if they were randomly positioned at high frequency.
Wilson used that randomness assumption and the observation that atom positions map to waves in the spectral domain to
argue that the cross-terms of the waves sum up incoherently, implying a flat power spectrum. Wilson statistics finds several
applications in structural biology. For example, in the field of cryogenic electron microscopy (cryo-EM), it is the basis of
B-factor sharpening [15], a post-processing step aimed at increasing the contrast of experimentally obtained reconstructions.

A recent paper [18] provided a rigorous derivation of Wilson statistics based on a formalism of Wilson’s argument.Using
that formalism, the author derived other forms of statistics, particularly a mean and covariance estimate for the scattering
potential of molecules. In the present paper, we develop a prior based on these estimates and study their use in Bayesian
inference of protein structure in cryo-EM. After we state background on the use of maximum a posteriori estimation and
priors in cryo-EM in section 2.1, we describe the new prior in section 2.2. Then, in section 3, we evaluate the prior on
synthetic linear inverse problems and discuss its properties and further applications in section 4.

The code to reproduce numerical experiments appearing in this manuscript is publicly available at: https://github.

com/ma-gilles/wilson_prior.

2 Background

2.1 Priors in cryo-EM

In standard single particle cryo-EM structure determination, the 3D scattering potential map of a molecule φ : R3 → R is
determined from particle projection images yi : R2 → R. The critical computational step for reconstruction is the iterative

∗A.S. and M.A.G are supported in part by AFOSR FA9550-20-1-0266, the Simons Foundation Math+X Investigator Award, NSF BIGDATA
Award IIS-1837992, NSF DMS-2009753, and NIH/NIGMS 1R01GM136780-01

†Program in Applied and Computational Mathematics, Princeton University, Fine Hall, Washington Road, Princeton, NJ 08544-1000,
mg6942@princeton.edu

‡Department of Mathematics and PACM, Princeton University, Fine Hall, Washington Road, Princeton, NJ 08544-1000

1

ar
X

iv
:2

20
2.

09
38

8v
2 

 [q
-b

io
.Q

M
]  

2 
M

ay
 2

02
2

https://github.com/ma-gilles/wilson_prior
https://github.com/ma-gilles/wilson_prior


refinement, typically formulated as maximum a posteriori estimation. In that step, the reconstructed molecule is the one
that maximizes the posterior probability:

φMAP := arg max
φ

p(φ|y)
Bayes’ law

= arg max
φ

p(y|φ)p(φ) , (1)

where p(y|φ) is the likelihood function (the conditional probability of the images given the molecule), and p(φ) is the prior
distribution over molecules. The prior encodes our belief about the distribution of molecules before any observation and often
imposes particular properties on the inferred scattering potential (e.g., smoothness). Priors are a form of regularization: they
add information to solve an ill-posed problem and avoid overfitting.

In many inverse problems, including cryo-EM reconstructions, the quality of the inferred estimate depends heavily on
the choice of prior. Thus, the cryo-EM community has given much attention to crafting appropriate priors. One of the
earliest software packages to use MAP estimation for 3D reconstruction in cryo-EM was RELION [16]. The initial version of
RELION used a Gaussian prior distribution where each frequency is independent with zero mean and variance equal to the
spherically-averaged power spectrum of the molecule at that frequency. We call this prior the diagonal prior, denoted as:

pdiagonal(φ̂) := N (0, DPS(φ)) , (2)

where φ̂ denotes the Fourier transform of φ, N (µ,Σ) denotes a normal distribution with mean µ and covariance Σ, Dv denotes

a diagonal matrix with diagonal v, and PS(φ)(ξ) :=
∫
S2 |φ̂(‖ξ‖ω)|2dω denotes the spherically-averaged power spectrum of

φ. The diagonal prior has several attractive properties: it enforces smoothness on the reconstructed molecule, and it is
computationally cheap thanks to the independence assumption of Fourier components.

The initial version of cryoSPARC [10], another popular software for cryo-EM reconstruction, used a spatially-independent
exponential (SIE) prior:

pSIE(φ) := Exp(φ) (3)

where Exp(µ) denotes the exponential distribution with mean µ. The advantages of this prior are that it imposes positivity
on the scattering potential, and it is computationally convenient thanks to the independence of voxel values. We note that
despite the statistical interpretation of priors in eq. (1), both the diagonal and SIE priors are chosen out of mathematical
and computational convenience rather than a belief about the distribution of molecules. This may bias the reconstruction
process [3]. In newer versions of RELION and cryoSPARC, both software packages use a modified version of the diagonal prior
as defined above. In that prior, each Fourier frequency is modeled as independent Gaussian with variance set proportionally
to the SNR as estimated by Fourier Shell Correlation (FSC) between half maps [17, 11].

In recent years, implicit regularization schemes have become popular in the computational imaging community, where there
is often no explicit prior function p(φ). Instead, an operator mimics the regularizer’s action in an iterative algorithm (e.g., the
operator may act as a gradient descent step [14, 13] or a proximal operator [20, 5]). One example in cryo-EM, implemented
in RELION, uses a denoising neural network to regularize expectation-maximization iterations [8]. Another notable example,
implemented in the non-uniform refinement option of cryoSPARC, regularizes the iteration using a smoothing kernel whose
parameters are set adaptively by cross-validation [12]. Implicit regularization schemes are more general than regularization
using an explicit prior1 and can leverage powerful machine learning techniques that sometimes yield impressive results,
e.g. [8, 12] both report that the prior nearly halves the attained resolution on some test cases compared to the traditional
prior. On the other hand, implicit regularization schemes lose most theoretical guarantees and statistical interpretation
granted by Bayesian inference, sometimes leading to overfitting. Overfitting is particularly problematic in cryo-EM, where
ground truth about the 3D structure is often unavailable, making diagnosing overfitting difficult. In the rest of this paper,
we focus on building an explicit prior, similar to the ones in eqs. (2) and (3) but derived from Wilson statistics.

2.2 The Wilson prior

The formalism used to derive Wilson statistics in [18] is the random “bag of atoms” model. In that model, a molecule
consists of a collection of Natoms atoms whose positions X1, X2, . . . , XNatoms

are independently and identically distributed
(i.i.d.) with probability density function g : R3 → R+ that models the molecule’s shape. The scattering potential of a
molecule φ : R3 → R is modeled as

φ(x) =

Natoms∑
i=1

f(x−Xi) (4)

where f is the scattering potential of a single atom. For simplicity, here we assume that the atoms are identical and revisit to
this assumption in section 4. If f , g, and Natoms are fixed, eq. (4) implicitly defines a probability distribution over molecules
that can, in principle, be used as a prior for Bayesian inference. Unfortunately, there is no easy formula for the probability
density function of that distribution, so it is impractical to do so. Instead, we use the first two moments of the bag of atoms

1E.g., the impossibility result in [13]describes the conditions under which an implicit denoising regularizer cannot be written as an explicit
regularizer.

2



model to craft a Gaussian prior that resembles the original distribution but is easier to compute. We express this prior in
the Fourier domain, but an equivalent formulation in the spatial domain is described in section 6.1. The first two moments
of the distribution of the Fourier transform of φ are derived in [18]:

µ̂Wilson(ξ) := E[φ̂(ξ)] = Natomsf̂(ξ)ĝ(ξ) , (5)

Σ̂Wilson(ξ1, ξ2) := E[(φ̂(ξ)− µ̂Wilson)(φ̂(ξ)− µ̂Wilson)] = Natomsf̂(ξ1)f̂(ξ2)
(
ĝ(ξ1 − ξ2)− ĝ(ξ1)ĝ(ξ2)

)
. (6)

where f̂ , ĝ denote the Fourier transforms of f and g respectively. We thus define the Wilson prior as:

pWilson(φ̂) = N(µ̂Wilson, Σ̂Wilson) . (7)

Due to the non-Gaussianity of the bag of atoms model, the Wilson prior and the bag of atoms model are not the same. In
particular, negative values in the spatial domain are possible in the Wilson prior but not in the bag of atoms model (assuming
f(x) ≥ 0). Nevertheless, the Wilson prior is the maximum entropy distribution, which matches the first and second-order
statistics derived from the bag of atoms model and allows us to derive a fast algorithm. Figure 1 illustrates the differences
between the bag of atoms model and three priors: Wilson, diagonal, and SIE, as defined in eqs. (2), (3) and (7).

The diagonal and SIE priors represent two extremes: in the diagonal prior, frequencies in the spectral domain are
independent, and in the SIE prior, voxels in the spatial domain are independent. The Wilson prior is a middle ground:
the decay of the Fourier-transformed shape function ĝ(ξ) dictates the correlation between two frequencies, and the decay of
the function f(x) dictates the correlation between two positions. This latter fact is most evident from the Wilson statistics
expressed in the spatial domain (see section 6.1 in the appendix). In fig. 1, observe that projection images generated by
the diagonal prior have a similar texture as the ones generated by the Wilson prior, but they do not capture the shape of
the molecule. In section 6, we explain this phenomenon by showing that the diagonal and Wilson priors are equal in the
limit on a uniform shape function on the entire domain. As a result, we interpret the Wilson prior as a generalization of the
diagonal prior beyond the case of a uniform shape function on the entire domain.

If no information about the molecule’s shape is available, an uninformative prior reflecting equal probability of the
position of atoms at any point in the domain is appropriate. Thus, the diagonal prior is the logical choice. However, during
the iterative refinement of 3D reconstruction, we can often observe the low frequency of the shape function at early iterations.
Remarkably, these low frequencies capture most of the correlation of high frequencies. This is a consequence of a result in [18]:
under mild assumptions on the shape function, its Fourier transform decays quadratically with frequency |g(ξ)| = O(ξ−2).
At high frequency, the decay implies that |ĝ(ξ1 − ξ2)| � |ĝ(ξ1)ĝ(ξ2)| therefore the covariance of the Wilson statistics is:

Σ̂Wilson(ξ1, ξ2) = Natomsf̂(ξ1)f̂(ξ2) (ĝ(ξ1 − ξ2)− ĝ(ξ1)ĝ(ξ2)) ≈ Natomsf̂(ξ1)f̂(ξ2)ĝ(ξ1 − ξ2) .

Since f̂(ξ) decays slowly in the spectral domain, the quadratic decay of the shape function ĝ(ξ) dictates the correlation
of neighboring frequencies. Therefore, Fourier coefficients at high frequencies are correlated to their neighboring Fourier
coefficients, but that correlation decays quadratically with the neighborhood size. It follows that capturing ĝ(ξ) for small ξ
(that is, the low frequencies of the shape function) is sufficient to capture most of the correlation between high frequencies.
It is this correlation we seek to exploit in developing the Wilson prior.

3 Application to inverse problems

3.1 Problem statement

We evaluate the Wilson prior on linear inverse problems; that is, by inferring the 3D scattering potential of the molecule φ
from measurements y, generated by:

y = Aφ+ ε , (8)

where A is the measurement matrix, and ε ∼ N (0, σ2I) is additive Gaussian white noise. In particular, we study the denoising
problem where A is the identity and the deconvolution problem where A is diagonal in the Fourier domain. Both problems
are significantly simpler than 3D reconstruction of cryo-EM structures, but the expectation step of expectation-maximization
takes the form of eq. (8); where the diagonal matrix A also accounts for marginalizing over the latent variables.

We estimate φ from y with MAP estimation as in eq. (1). When the noise and the prior are Gaussian distributions (as
in the case for Wilson and diagonal priors), the optimization problem is rewritten as a least-squares problem:

φMAP = arg min
φ

{
1

2σ2
‖Aφ− y‖22 +

1

2
‖φ− µ‖2Σ−1

}
, (9)

where µ,Σ are the prior mean and prior covariance. The solution of eq. (9) is the result of the Wiener filter:

φMAP = (I −HA)µ+Hy, H = ΣA∗(AΣA∗ + σ2I)−1 . (10)
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exponential

Figure 1: Illustration of different prior distributions and comparison with a reference protein. (a) Projection image of the
SARS-CoV-2 spike glycoprotein (PDB 6VXX), used for reference. (b) Zoomed-in view of the spike protein at the same scale
as images sampled from the priors; meant to illustrate the texture of real proteins at this scale. (c) Random samples from four
distributions: the bag of atoms model, the Wilson prior, the diagonal prior, and the spatially-independent exponential prior.
(1): the bag of atoms model with Natoms = 8871, the shape function g is a uniform distribution over the ball of radius
40 Å and the atom scattering function f is the carbon atom shape described in [9]. (2): the Wilson prior with the same
Natoms, g and f . (3): the diagonal prior where the variance of the frequencies is set to the expected power spectrum of the
bag of atoms model. (4): the SIE prior with mean equal to the expected value under the bag of atoms model. The Wilson
prior’s distribution is close to the bag of atoms model but contains a small number of negative values. The diagonal prior
has a similar texture but does not capture the support or voxel distribution. The SIE prior does not capture the texture
of projection images due to the independence assumption of voxels in real space. Mismatches between the prior and the
actual distribution of molecules can bias the reconstruction by Bayesian inference. We emphasize that both the diagonal and
SIE prior are chosen for computational convenience, whereas the Wilson prior was derived from a molecular model.
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Plugging in different prior means and covariances result in different MAP estimates, which we refer to as MAP-diagonal and
MAP-Wilson. Both the diagonal and the Wilson priors have hyperparameters that depend on the true molecule: the
spherically-averaged power spectrum in the case of the diagonal prior, the shape function g, atomic scattering function f ,
and the number of atoms in the case of Wilson prior. In cryo-EM applications, the spherically-averaged power spectrum can
often be well approximated from the data before the reconstruction is performed [19]. However, the shape of the molecule is
not typically known a priori. We address this in the following section.

3.2 Estimating parameters of the Wilson prior

The Wilson prior depends on three quantities: the number of atoms Natoms, the atom scattering function f(x) and the shape
function g(x). To fix Natoms and f(x), we assume that the atomic composition of the target molecule is known. We set
Natoms to the ground truth number of non-hydrogen atoms and set f equal to the weighted average of the scattering functions
of atoms in the molecule:

f(x) =
∑
a

pafa(x)

where a indexes the atom type, pa denotes the proportion of atom a in the molecule, and fa the scattering potential of atom
a, each modeled by a sum of 5 Gaussians as in [9].

To approximate the shape function g, we assume that we have a (possibly low resolution) estimate of the molecule φguess.
We get a formula for g by approximating the mean of the Wilson statistics as φguess:

φ̂guess(ξ) ≈ µ̂Wilson(ξ) = Natomsf̂(ξ)ĝ(ξ)

Solving for g(x), we get: g(x) = F−1
{

φ̂guess(ξ)

Natomsf̂(ξ)

}
, i.e., g(x) is proportional to our guess image deconvolved by the atom

scattering function. If φguess were precisely the true molecule scattering function and all atom scatterings were equal to
f(x), then the estimated g(x) would be a sum of delta function at the true atomic positions. To account for noise and
modeling mismatch, we propose to relax this approximation by convolving this quantity with a Gaussian kernel Gν(x) =
exp

(
−‖x‖2/(2ν2)

)
/(2πν2)3/2. Finally, since g(x) is a probability distribution of the position of atoms, it must lie in the

probability simplex ∆ = {g|
∫
g(x)dx = 1, g(x) ≥ 0}. Numerically, this condition ensures that the covariance matrix in eq. (6)

is positive semi-definite. To enforce this constraint, we orthogonally project our guess onto ∆ (denoted Π∆). In summary,
we estimate the shape function g from a guess of the molecule φguess by:

gφguess,ν(x) = Π∆

(
Gν(x) ∗ F−1

{
φ̂guess(ξ)

Natomsf̂(ξ)

})
. (11)

In all numerical experiments, we take φguess to be the MAP-diagonal estimate and set the kernel width ν = 1Å. We discuss
alternatives to estimate g(x) in section 4.

We mention that convolving an empirical distribution by a kernel is known as kernel density estimation; a non-parametric
method typically used to estimate a random variable’s probability density function based on a finite data sample (e.g., [6]).
Here, we use it in a different framework since we never directly observe samples of atomic locations. The effect of kernel
density estimation is to smooth the distribution, which is interpreted as regularizing the estimated distribution. This strategy
also recalls the regularization scheme of [12], where a non-stationary Butterworth kernel is used to regularize in cryo-EM
reconstruction. A significant difference is that we use the kernel to set a hyperparameter of the prior, whereas [12] uses the
kernel directly to regularize the molecule.

3.3 Evaluation of the Wilson prior on synthetic data

We construct a ground truth scattering potential φ from the reported atomic coordinates of the spike protein (PDB 6VXX)
by evaluating the following sum on a regular 3D frequency grid using the NUFFT [2, 1]:

φ̂(ξ) =
∑
a

f̂a(ξ)
∑
ia

exp(−2πi 〈ξ, xia〉) (12)

where a is the atom type, and f̂a(ξ) is the atomic scattering model reported in [9]. The final ground truth is obtained by
inverse discrete Fourier transform and masking using the ground truth mask reported below, which suppresses oscillations
caused by truncation of the spectrum.

We report the Fourier Shell Correlation (FSC) between the ground truth and reconstructed molecules, both with and
without masks. Masked FSC is the standard method to estimate resolution in cryo-EM, but using an overly tight mask will
inflate the FSC, resulting in an over-optimistic resolution estimate. On the other hand, using no masks often underestimates
the map’s resolution, as the noise in the background dominates the FSC at higher frequencies. We use the resolution
criterion “masked FSC equal to 0.5” since we compare our reconstruction to the ground truth [15]. We use a ground truth

5



mask generated by the software package EMDA [22] by placing a sphere of radius 3Å at each atomic location, followed by
dilation and convolution with a Gaussian.

In fig. 2, we compare the result of the denoising Wiener filter using the diagonal and Wilson prior at different SNRs. We

define SNR =
‖φ‖22
σ2N where N = 3013 is the number of voxels. Following the implementation in [16], we scale the covariance

matrix of the diagonal prior (but not the Wilson prior) by a constant T = 4. This scaling factor improves the reconstruction
of the MAP-diagonal estimate, as was also empirically observed in [16]. The first noteworthy result is that the FSC of the
MAP-Wilson estimate is insensitive to the mask compared to the MAP-diagonal estimate. In section 6.1 in the appendix,
we show that if we take the atomic scattering function to be a delta function (which is approximately true for low-resolution
problems), the support of the shape function contains the support of the MAP-Wilson estimate. Hence, estimating g is
analogous to calculating a mask, and the MAP-Wilson estimate has a masking effect.

Within the mask, the MAP-Wilson’s resolution is significantly higher than the MAP-diagonal: 2.6Å vs 3.1Å SNR = 10−2,
and 8.1Å vs 10.1Å at SNR = 10−3. We interpret that the diagonal prior over-smoothes the protein, whereas the Wilson
prior exploits the correlation of neighboring Fourier components to suppress more noise while retaining higher frequency
information. Note that at SNR = 10−3, the resolutions are very low for both estimates (10.1Å for diagonal vs. 8.1Å for
Wilson), but a notable difference is the MAP-Wilson estimate is visually not smooth, unlike the MAP-diagonal estimate. In
this case, the smoothing of the diagonal prior might be a desirable property. We come back to this point in section 4.
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Figure 2: Denoising of the spike protein contaminated with Gaussian white noise at different SNRs. Left: projected images
of the noisy observations. Middle: isosurface visualization of the ground truth, the MAP-diagonal estimate, and the MAP-
Wilson estimate. Isosurface levels were qualitatively set to reflect the structure best. Right: FSC plots.

In fig. 3, we consider the problem of deconvolution with the contrast transfer function (CTF):

CTF(ξ) = sin(−πλd‖ξ‖2 + Csλ
3‖ξ‖4π/2− α) exp(−B‖ξ‖2/4) ,
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with λ = 2.51 pm, d = 1.5 µm, Cs =2.0 µm, α = 0.1, and B = 80Å2. Note that the zero crossings of the CTF annihilate some
of the measured Fourier coefficients; thus, the SNR is small around these frequencies. This produces the visible oscillations
in the unmasked FSC of the MAP-diagonal estimate. In contrast, the oscillations are not present in the MAP-Wilson case.
Therefore, we interpret that the Wilson prior uses the correlation between neighboring frequencies to fill zero-crossing gaps.
The ability to fill low-SNR gaps may be helpful in cryo-EM applications as SNR is non-uniform in Fourier space due to the
CTF and the non-uniform distribution of molecule rotations.

Similar to the denoising case, the FSC of the MAP-Wilson is insensitive to masking, and the resolution of the MAP-Wilson
estimate is higher than the MAP-diagonal across all SNRs: 2.2Å vs 2.7Å at SNR =10, 2.8Å vs 3.2Å at SNR = 1 and 3.5Å
vs 3.9Å at SNR = 0.1.

<latexit sha1_base64="99JWcaZpwiDfM35VoKdm7VqXeJ0=">AAAB+XicbVDLSsNAFJ3UV42vqEs3g0VwVRIRdSMU3biS+ugD2lAm02k7dB5hZlIsoX/ixoUibv0Td/6NkzYLbT1w4XDOvdx7TxQzqo3vfzuFpeWV1bXiuruxubW94+3u1bVMFCY1LJlUzQhpwqggNUMNI81YEcQjRhrR8DrzGyOiNJXi0YxjEnLUF7RHMTJW6nhem0fyKX24vZ/ASxi4bscr+WV/CrhIgpyUQI5qx/tqdyVOOBEGM6R1K/BjE6ZIGYoZmbjtRJMY4SHqk5alAnGiw3R6+QQeWaULe1LZEgZO1d8TKeJaj3lkOzkyAz3vZeJ/XisxvYswpSJODBF4tqiXMGgkzGKAXaoINmxsCcKK2lshHiCFsLFhZSEE8y8vkvpJOTgrn96dlipXeRxFcAAOwTEIwDmogBtQBTWAwQg8g1fw5qTOi/PufMxaC04+sw/+wPn8ATPAkhM=</latexit> S
N
R

=
1

<latexit sha1_base64="mJXQ1IDoUrjqXUCUkobqoQRhgd4=">AAAB+nicbVDLSsNAFJ3UV42vVJduBovgqiQi6kYounEl9dEHtKFMppN26MwkzEzUEvspblwo4tYvceffOGmz0NYDFw7n3Mu99wQxo0q77rdVWFhcWl4prtpr6xubW05pu6GiRGJSxxGLZCtAijAqSF1TzUgrlgTxgJFmMLzI/OY9kYpG4k6PYuJz1Bc0pBhpI3WdUocH0WN6e3UzhmfQc22765TdijsBnCdeTsogR63rfHV6EU44ERozpFTbc2Ptp0hqihkZ251EkRjhIeqTtqECcaL8dHL6GO4bpQfDSJoSGk7U3xMp4kqNeGA6OdIDNetl4n9eO9HhqZ9SESeaCDxdFCYM6ghmOcAelQRrNjIEYUnNrRAPkERYm7SyELzZl+dJ47DiHVeOro/K1fM8jiLYBXvgAHjgBFTBJaiBOsDgATyDV/BmPVkv1rv1MW0tWPnMDvgD6/MHpqySTQ==</latexit> S
N
R

=
10

<latexit sha1_base64="zju85e0Pbpl/kIsX3xU46fKAT9U=">AAAB+3icbVC7TsMwFL3hWcqrlJHFokIqA1WCEDC26sJYJPqQmlA5rttadZxgO4gq6q+wMIAQKzvfwMbf4KQM0HKkq3t0zr3y9fEjzpS27S9raXlldW09t5Hf3Nre2S3sFVsqjCWhTRLyUHZ8rChngjY105x2Iklx4HPa9sf11G/fU6lYKG70JKJegIeCDRjB2ki9QnGM3LsY91HZrdVukxNnetwrlOyKnQEtEueHlKp1BCkavcKn2w9JHFChCcdKdR070l6CpWaE02nejRWNMBnjIe0aKnBAlZdkt0/RkVH6aBBKU0KjTP29keBAqUngm8kA65Ga91LxP68b68GllzARxZoKMntoEHOkQ5QGgfpMUqL5xBBMJDO3IjLCEhNt4sqbEJz5Ly+S1mnFOa+cXZs0/I8sDcjBARxCGRy4gCpcQQOaQOABHuEZXqyp9WS9Wm+z0SVr1mEf/sB6/wbl+ZR8</latexit>

k (Å�1)

<latexit sha1_base64="mJXQ1IDoUrjqXUCUkobqoQRhgd4=">AAAB+nicbVDLSsNAFJ3UV42vVJduBovgqiQi6kYounEl9dEHtKFMppN26MwkzEzUEvspblwo4tYvceffOGmz0NYDFw7n3Mu99wQxo0q77rdVWFhcWl4prtpr6xubW05pu6GiRGJSxxGLZCtAijAqSF1TzUgrlgTxgJFmMLzI/OY9kYpG4k6PYuJz1Bc0pBhpI3WdUocH0WN6e3UzhmfQc22765TdijsBnCdeTsogR63rfHV6EU44ERozpFTbc2Ptp0hqihkZ251EkRjhIeqTtqECcaL8dHL6GO4bpQfDSJoSGk7U3xMp4kqNeGA6OdIDNetl4n9eO9HhqZ9SESeaCDxdFCYM6ghmOcAelQRrNjIEYUnNrRAPkERYm7SyELzZl+dJ47DiHVeOro/K1fM8jiLYBXvgAHjgBFTBJaiBOsDgATyDV/BmPVkv1rv1MW0tWPnMDvgD6/MHpqySTQ==</latexit> S
N
R

=
10

<latexit sha1_base64="ETNr8NlRvQHyXHMzkbwvxc6+oOE=">AAAB8HicbZDLSgMxFIbP1Futt6pLN8EiuLHMiKg7C25cVrAXaceSSTNtaDIzJBmhDAO+gxsXirj1WXTjznfwIcxMXWjrDyEf/39CzjlexJnStv1pFebmFxaXisulldW19Y3y5lZThbEktEFCHsq2hxXlLKANzTSn7UhSLDxOW97oPMtbt1QqFgZXehxRV+BBwHxGsDbWdYJQepMcOGmvXLGrdi40C84PVM6+3jK913vlj24/JLGggSYcK9Vx7Ei7CZaaEU7TUjdWNMJkhAe0YzDAgio3yRtO0Z5x+sgPpTmBRrn7+0WChVJj4ZlKgfVQTWeZ+V/WibV/6iYsiGJNAzL5yI850iHKpkd9JinRfGwAE8lMr4gMscREmx2VzBKc6ZFnoXlYdY6rR5d2pebfQa4i7MAu7IMDJ1CDC6hDAwgIuIdHeLKk9WA9Wy+T0oI1uWEb/sh6/QYFS5Zd</latexit> �
1

<latexit sha1_base64="KhLSDC+3uNYP2Aam9bope4GuCcc=">AAAB83icbZDLSgMxGIUz9VbrrerSTbAIrspMEXVZcKHLCvYC7VAymUwbmkmG5I9Qhr6GGxeKuPUdfAZ3vo3pZaGtBwIf5/whf06UCW7A97+9wtr6xuZWcbu0s7u3f1A+PGoZZTVlTaqE0p2IGCa4ZE3gIFgn04ykkWDtaHQzzduPTBuu5AOMMxamZCB5wikBZ/VutbIyxqAtDPvlil/1Z8KrECygghZq9MtfvVhRmzIJVBBjuoGfQZgTDZwKNin1rGEZoSMyYF2HkqTMhPls5wk+c06ME6XdkYBn7u8bOUmNGaeRm0wJDM1yNjX/y7oWkusw5zKzwCSdP5RYgUHhaQE45ppREGMHhGrudsV0SDSh4GoquRKC5S+vQqtWDS6rF/e1Sj36nNdRRCfoFJ2jAF2hOrpDDdREFGXoCb2gV896z96b9z4fLXiLCo/RH3kfP2Gukp8=</latexit>

Ground truth

<latexit sha1_base64="YPyQ5m3KhVc2mOuf/aiulH7DDSA=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmAckS+idnU2GzM6uM7NCWPITXjwo4tW/8Bu8+TdOHgdNLGgoqrrp7gpSwbVx3W+nsLa+sblV3C7t7O7tH5QPj1o6yRRlTZqIRHUC1ExwyZqGG8E6qWIYB4K1g9HN1G8/MqV5Iu/NOGV+jAPJI07RWKkTchwkEkW/XHGr7gxklXgLUoEFGv3yVy9MaBYzaahArbuemxo/R2U4FWxS6mWapUhHOGBdSyXGTPv57N4JObNKSKJE2ZKGzNTfEznGWo/jwHbGaIZ62ZuK/3ndzETXfs5lmhkm6XxRlAliEjJ9noRcMWrE2BKkittbCR2iQmpsRCUbgrf88ipp1areZfXirlapB5/zOIpwAqdwDh5cQR1uoQFNoCDgCV7g1Xlwnp03533eWnAWER7DHzgfP27AkPA=</latexit>

diagonal
<latexit sha1_base64="muOuM4SpJ1bwQSOF2shACCpmUUo=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmAckS5idzCZj5rHMzAphyT948aCIV3/Db/Dm3zib5KCJBQ1FVTfdXVHCmbG+/+0V1tY3NreK26Wd3b39g/LhUcuoVBPaJIor3YmwoZxJ2rTMctpJNMUi4rQdjW9yv/1ItWFK3ttJQkOBh5LFjGDrpFaimdKlfrniV/0Z0CoJFqQCCzT65a/eQJFUUGkJx8Z0Az+xYYa1ZYTTaamXGppgMsZD2nVUYkFNmM2unaIzpwxQrLQradFM/T2RYWHMRESuU2A7MsteLv7ndVMbX4cZk0lqqSTzRXHKkVUofx0NmKbE8okjmGjmbkVkhDUm1gWUhxAsv7xKWrVqcFm9uKtV6tHnPI4inMApnEMAV1CHW2hAEwg8wBO8wKunvGfvzXuftxa8RYTH8Afexw+OZo/T</latexit>

prior
<latexit sha1_base64="muOuM4SpJ1bwQSOF2shACCpmUUo=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmAckS5idzCZj5rHMzAphyT948aCIV3/Db/Dm3zib5KCJBQ1FVTfdXVHCmbG+/+0V1tY3NreK26Wd3b39g/LhUcuoVBPaJIor3YmwoZxJ2rTMctpJNMUi4rQdjW9yv/1ItWFK3ttJQkOBh5LFjGDrpFaimdKlfrniV/0Z0CoJFqQCCzT65a/eQJFUUGkJx8Z0Az+xYYa1ZYTTaamXGppgMsZD2nVUYkFNmM2unaIzpwxQrLQradFM/T2RYWHMRESuU2A7MsteLv7ndVMbX4cZk0lqqSTzRXHKkVUofx0NmKbE8okjmGjmbkVkhDUm1gWUhxAsv7xKWrVqcFm9uKtV6tHnPI4inMApnEMAV1CHW2hAEwg8wBO8wKunvGfvzXuftxa8RYTH8Afexw+OZo/T</latexit>

prior

<latexit sha1_base64="erW+7ngDobjGt07uiOotMbLDlo4=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmAckS5id9CZjZmeWmVkhhPyDFw+KePU3/AZv/o2Tx0ETCxqKqm66u6JUcGN9/9vLra1vbG7ltws7u3v7B8XDo4ZRmWZYZ0oo3YqoQcEl1i23AlupRppEApvR8GbqNx9RG67kvR2lGCa0L3nMGbVOajS5MEp2iyW/7M9AVkmwICVYoNYtfnV6imUJSssENaYd+KkNx1RbzgROCp3MYErZkPax7aikCZpwPLt2Qs6c0iOx0q6kJTP198SYJsaMksh1JtQOzLI3Ff/z2pmNr8Mxl2lmUbL5ojgTxCoyfZ30uEZmxcgRyjR3txI2oJoy6wIquBCC5ZdXSaNSDi7LF3eVUjX6nMeRhxM4hXMI4AqqcAs1qAODB3iCF3j1lPfsvXnv89act4jwGP7A+/gB9+uQGQ==</latexit>

Wilson
<latexit sha1_base64="KvQwnPMNYOrvttl2d6d8Zj+KjwM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY8BLx4jmE0gWcLsZDYZM49lZlYIS8BP8OJBEa/+jzf/xsnjoIkFDUVVN91dccqZsb7/7RXW1jc2t4rbpZ3dvf2D8uFRaFSmCW0SxZVux9hQziRtWmY5baeaYhFz2opHN1O/9Ui1YUre23FKI4EHkiWMYOuksMW4UbJXrvhVfwa0SoIFqcACjV75q9tXJBNUWsKxMZ3AT22UY20Z4XRS6maGppiM8IB2HJVYUBPls2sn6MwpfZQo7UpaNFN/T+RYGDMWsesU2A7NsjcV//M6mU2uo5zJNLNUkvmiJOPIKjR9HfWZpsTysSOYaOZuRWSINSbWBVRyIQTLL6+SsFYNLqsXd7VKPXyax1GEEziFcwjgCupwCw1oAoEHeIZXePOU9+K9ex/z1oK3iPAY/sD7/AHhT4/N</latexit>

Wilson
<latexit sha1_base64="Pm0k68cFFDvmDuTzktRLrxfIVbs=">AAAB9HicbZBLSwMxFIXv+Kz1VXXpJlgEV2WmiLosuHFZwT6gHUomk2lD8xiTTKEMBf+FGxeKuPXHuPPfmD4W2nog8HHODbk5UcqZsb7/7a2tb2xubRd2irt7+weHpaPjplGZJrRBFFe6HWFDOZO0YZnltJ1qikXEaSsa3k7z1ohqw5R8sOOUhgL3JUsYwdZZYYtxoyQS2Axp3CuV/Yo/E1qFYAFlWKjeK311Y0UyQaUlHBvTCfzUhjnWlhFOJ8VuZmiKyRD3acehxIKaMJ8tPUHnzolRorQ70qKZ+/tGjoUxYxG5SYHtwCxnU/O/rJPZ5CbMmUwzSyWZP5RkHFmFpg2gmGlKLB87wEQztysiA6wxsa6noishWP7yKjSrleCqcnlfLdeaT/M6CnAKZ3ABAVxDDe6gDg0g8AjP8Apv3sh78d69j/nomreo8AT+yPv8AeZ3kqg=</latexit>

Wilson masked

<latexit sha1_base64="vhTUK3hNwKcP9D1pzlQN6oQdvss=">AAAB8HicbVDLSgNBEJyNrxhfUY9eBoPgKewGUY8BLx4jmIckS+idnSRD5rHMzAphCfgPXjwo4tXP8ebfOJvkoIkFDUVVN91dUcKZsb7/7RXW1jc2t4rbpZ3dvf2D8uFRy6hUE9okiivdicBQziRtWmY57SSagog4bUfjm9xvP1JtmJL3dpLQUMBQsgEjYJ30EDMYKgm81C9X/Ko/A14lwYJU0AKNfvmrFyuSCiot4WBMN/ATG2agLSOcTku91NAEyBiGtOuoBEFNmM0OnuIzp8R4oLQrafFM/T2RgTBmIiLXKcCOzLKXi/953dQOrsOMySS1VJL5okHKsVU4/x7HTFNi+cQRIJq5WzEZgQZiXUZ5CMHyy6ukVasGl9WLu1ql3nqax1FEJ+gUnaMAXaE6ukUN1EQECfSMXtGbp70X7937mLcWvEWEx+gPvM8fj32QuA==</latexit>

diagonal
<latexit sha1_base64="I3Tbfczd8JG+73AhcER1DxIMmNg=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJWZIuqy4MZlBfuAdih3Mpk2NJMMSaZQhoI/xI0LRdz6T9z5b8y0XWjrgcDHOTfk5oQpZ9p43rdT2tjc2t4p71b29g8Oj9zjk7aWmSK0RSSXqhuCppwJ2jLMcNpNFYUk5LQTju+KvDOhSjMpHs00pUECQ8FiRsBYa+C6EYOhFMBxAnpMo8rArXo1by68Dv4Sqmip5sD96keSZAkVhnDQuud7qQlyUIYRTmeVfqZpCmQMQ9qzKCChOsjnm8/whXUiHEtljzB47v6+kUOi9TQJ7WQCZqRXs8L8L+tlJr4NcibSzFBBFg/FGcdG4qIGHDFFieFTC0AUs7tiMgIFxNiyihL81S+vQ7te869rVw/1aqP9tKijjM7QObpEPrpBDXSPmqiFCJqgZ/SK3pzceXHenY/FaMlZVniK/sj5/AEUnJPE</latexit>

diagonal masked

<latexit sha1_base64="bADeJoTRyvkjzUCPDzYvu6OUJj8=">AAAB7XicbVDLSgMxFL2pr1pfVZdugkVwVWaKqMsWNy4r2Ae0Q8mkmTY2kwxJRihDwU9w40IRt/6PO//G9LHQ1gMXDufcy733hIngxnreN8qtrW9sbuW3Czu7e/sHxcOjplGppqxBlVC6HRLDBJesYbkVrJ1oRuJQsFY4upn6rUemDVfy3o4TFsRkIHnEKbFOalbKlW6t1iuWvLI3A14l/oKUYIF6r/jV7SuaxkxaKogxHd9LbJARbTkVbFLopoYlhI7IgHUclSRmJshm107wmVP6OFLalbR4pv6eyEhszDgOXWdM7NAse1PxP6+T2ug6yLhMUssknS+KUoGtwtPXcZ9rRq0YO0Ko5u5WTIdEE2pdQAUXgr/88ipxifmX5Yu7SqnafJrHkYcTOIVz8OEKqnALdWgAhQd4hld4Qwq9oHf0MW/NoUWEx/AH6PMHSGGOwQ==</latexit>

2.2
Å

<latexit sha1_base64="U2+IH9YnMzuoW7hwcKy5YLgNswY=">AAAB7XicbVDLSgMxFL3xWeur6tJNsAiuykwR67LFjcsK9gHtUDJppo3NJEOSEcpQ8BPcuFDErf/jzr8xfSy09cCFwzn3cu89YSK4sZ73jdbWNza3tnM7+d29/YPDwtFx06hUU9agSijdDolhgkvWsNwK1k40I3EoWCsc3Uz91iPThit5b8cJC2IykDzilFgnNculSrdW6xWKXsmbAa8Sf0GKsEC9V/jq9hVNYyYtFcSYju8lNsiItpwKNsl3U8MSQkdkwDqOShIzE2Szayf43Cl9HCntSlo8U39PZCQ2ZhyHrjMmdmiWvan4n9dJbXQdZFwmqWWSzhdFqcBW4enruM81o1aMHSFUc3crpkOiCbUuoLwLwV9+eZW4xPyr0uVduVhtPs3jyMEpnMEF+FCBKtxCHRpA4QGe4RXekEIv6B19zFvX0CLCE/gD9PkDUASOxg==</latexit>

2.7
Å

<latexit sha1_base64="mMrmR1h4yeZHxx6xkkT/MNseiYo=">AAAB7XicbVBNSwMxEJ31s9avqkcvwSJ4WnarqMcWLx4r2G2hXUo2zbax2WRJskJZCv4ELx4U8er/8ea/Mf04aOuDgcd7M8zMi1LOtPG8b2dldW19Y7OwVdze2d3bLx0cBlpmitAGkVyqVoQ15UzQhmGG01aqKE4iTpvR8GbiNx+p0kyKezNKaZjgvmAxI9hYKTh3K51arVsqe643BVom/pyUYY56t/TV6UmSJVQYwrHWbd9LTZhjZRjhdFzsZJqmmAxxn7YtFTihOsyn147RqVV6KJbKljBoqv6eyHGi9SiJbGeCzUAvehPxP6+dmfg6zJlIM0MFmS2KM46MRJPXUY8pSgwfWYKJYvZWRAZYYWJsQEUbgr/48jIJKq5/6V7cVcrV4GkWRwGO4QTOwIcrqMIt1KEBBB7gGV7hzZHOi/PufMxaV5x5hEfwB87nD0nqjsI=</latexit>

3.2
Å

<latexit sha1_base64="I2LdPgw+GkpB5HvQqUKan2MTPek=">AAAB7XicbVDLSgMxFL3xWeur6tJNsAiuykwR7bLFjcsK9gHtUDJppo3NJEOSEcpQ8BPcuFDErf/jzr8xfSy09cCFwzn3cu89YSK4sZ73jdbWNza3tnM7+d29/YPDwtFx06hUU9agSijdDolhgkvWsNwK1k40I3EoWCsc3Uz91iPThit5b8cJC2IykDzilFgnNculSrdW6xWKXsmbAa8Sf0GKsEC9V/jq9hVNYyYtFcSYju8lNsiItpwKNsl3U8MSQkdkwDqOShIzE2Szayf43Cl9HCntSlo8U39PZCQ2ZhyHrjMmdmiWvan4n9dJbVQJMi6T1DJJ54uiVGCr8PR13OeaUSvGjhCqubsV0yHRhFoXUN6F4C+/vEpcYv5V6fKuXKw2n+Zx5OAUzuACfLiGKtxCHRpA4QGe4RXekEIv6B19zFvX0CLCE/gD9PkDUYuOxw==</latexit>

2
.8
Å

<latexit sha1_base64="7qT3lugJbbkpSHXCZwqnWJM3WTg=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgadmN4uOW4MVjBLMJJEuYncwmY2ZnlplZIYSAn+DFgyJe/R9v/o2Tx0ETCxqKqm66u6KUM20879vJrayurW/kNwtb2zu7e8X9g0DLTBFaJ5JL1YywppwJWjfMcNpMFcVJxGkjGtxM/MYjVZpJcW+GKQ0T3BMsZgQbKwVn7nW7Wu0US57rTYGWiT8nJZij1il+tbuSZAkVhnCsdcv3UhOOsDKMcDoutDNNU0wGuEdblgqcUB2OpteO0YlVuiiWypYwaKr+nhjhROthEtnOBJu+XvQm4n9eKzPxVThiIs0MFWS2KM44MhJNXkddpigxfGgJJorZWxHpY4WJsQEVbAj+4svLJCi7/oV7flcuVYKnWRx5OIJjOAUfLqECt1CDOhB4gGd4hTdHOi/Ou/Mxa8058wgP4Q+czx9Um47J</latexit>

3.9
Å

<latexit sha1_base64="0Rcmb4EjJvWn8WRlfCi1XLO2zf4=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgadmNz2OCF48RzCaQLGF2MpuMmZ1ZZmaFEAJ+ghcPinj1f7z5N04eB00saCiquunuilLOtPG8bye3srq2vpHfLGxt7+zuFfcPAi0zRWidSC5VM8KaciZo3TDDaTNVFCcRp41ocDPxG49UaSbFvRmmNExwT7CYEWysFJy5F+1qtVMsea43BVom/pyUYI5ap/jV7kqSJVQYwrHWLd9LTTjCyjDC6bjQzjRNMRngHm1ZKnBCdTiaXjtGJ1bpolgqW8Kgqfp7YoQTrYdJZDsTbPp60ZuI/3mtzMTX4YiJNDNUkNmiOOPISDR5HXWZosTwoSWYKGZvRaSPFSbGBlSwIfiLLy+ToOz6l+75XblUCZ5mceThCI7hFHy4ggrcQg3qQOABnuEV3hzpvDjvzsesNefMIzyEP3A+fwBOf47F</latexit>

3.5
Å

Figure 3: Deconvolution of the spike protein contaminated with Gaussian white noise at different SNRs. Left: projected
images of the noisy observations. Middle: isosurface visualization of the ground truth, MAP-diagonal estimate, and MAP-
Wilson estimate. Right: FSC plots.

3.4 Computational matters

The Wiener filter in eq. (10) involves computing the result of

Hv = ΣA∗(AΣA∗ + σ2I)−1v . (13)

Σdiagonal and A are diagonal matrices in the Fourier basis, therefore the MAP-diagonal estimate can be computed by el-
ementwise multiplication in O(N) operations, where N is the number of voxels. However, ΣWilson is dense, so the same
strategy does not apply. Instead, we solve the linear system in eq. (13) with the conjugate-gradient algorithm (CG) [7].
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The computational bottleneck of CG is the matrix-vector products with the matrix AΣA∗ + σ2I. Thanks to the special
structure of ΣWilson

2 these matrix-vector products can be computed in O(N log(N)) using the FFT. The computational
cost of solving eq. (13) approximately is thus O(κN log(N)) where κ is the number of CG iterations. In experiments, we
terminate CG when κ = 100 or we achieve a tolerance of 10−8. Finally, computation of the shape function as described
in eq. (11) costs O(N log(N)) operations with the FFT and fast projection algorithms for the probability simplex [21].

We note that although the diagonal prior is faster than the Wilson prior3, solving eq. (13) for either prior is a negligible
portion of the computation performed in 3D refinement. Indeed, the dominant cost of the maximization step of a typical
expectation-maximization iteration used in 3D refinement is marginalizing over latent variables and summing over projections
images to form the matrix and the right-hand side, which dwarfs the cost of the CG iteration. The other additional
computation is updating the prior mean and covariance (which one could consider part of the E step in an EM algorithm).
Since we do not explicitly form the matrix ΣWilson, this only requires updating the shape function g. In this paper, we
computed g as in eq. (11) at negligible computational expense, but more involved strategies such as the ones discussed
in section 4 could incur a more substantial cost. We leave this question to future work.

4 Discussion

We showed a prior based on Wilson statistics outperforms a diagonal prior at solving two linear inverse problems within
the MAP estimation framework. We argue that the Wilson prior encodes more information about molecules, namely, the
correlation between neighboring Fourier coefficients. This correlation is used to suppress noise and fill gaps in low SNR
regions of the spectral domain.

In contrast with implicit regularization, whose assumptions and convergence properties are opaque, we derived the Wilson
prior from first principles. It fits squarely within the MAP framework, and we can guarantee its convergence and analyze
violated assumptions. The Wilson prior is the best Gaussian approximation of the bag of atoms model, which makes the
following assumptions:

• Assumption 1 Atoms all have the same scattering function.

• Assumption 2 Atoms positions are independently identically distributed.

• Assumption 3 Atoms positions are distributed with probability density function g(x).

We made assumption 1 for convenience here, but it is not necessary, and one could extend this framework to multiple
atom types. However, numerical experiments indicate that assumption 1 is unimportant as there is a minimal loss of accuracy
in denoising real molecules compared to fake molecules modified to have a single atom type.

Assumption 2 is the core assumption made in Wilson statistics, but it is violated in practice. For example, the position
of subsequent atoms is fixed in an alpha-helix. Avoiding an independence assumption is difficult when crafting a prior, but
considering atom interactions might bring further improvement if feasible.

Assumption 3 can be problematic as a poor choice of g(x) will lead to bias. For example, we showed that g(x) acts as a
mask in the denoising case, so carefully choosing its support is crucial. We have advocated estimating g(x) from an estimate
of the molecule, but this could lead to overfitting, for the same reason that crafting a mask from an estimate may lead to
overfitting [19]. On the other hand, we argued in section 2.2 that only the lowest frequencies of g(x) need to be accurately
computed for most of the prior correlation to be correctly estimated. We also showed in synthetic experiments that a simple
choice of g(x) leads to significant resolution improvement with no visible overfitting. It is unclear whether this result will
hold when the prior is used in an expectation-maximization algorithm. In that case, a more robust framework may be to
estimate g as part of the maximum likelihood estimation. The maximum likelihood estimate of g and φ given measurements
Y is obtained by the following constrained minimization problem:

φMLE, gMLE = arg min
g∈∆,φ

{
1

2σ2
‖Y −Aφ‖22 +

1

2
‖Natomsf̂ ĝ − φ‖2Σ−1

g
+ log det(Σg)

}
, (14)

where Σg(ξ1, ξ2) = Natomsf̂(ξ1)
(
g(ξ1 − ξ2)− ĝ(ξ1)ĝ(ξ2)

)
f̂(ξ2) . (15)

Minimizing this quantity with an alternating scheme (e.g., ADMM [4]) would produce iterations similar to ones outlined
above: first minimize over φ; which is equivalent to a Wiener filter as in eq. (10), and then minimize over g; corresponding to
a non-linear version of the projection presented in section 3.2. Our results suggest that replacing mask estimation (a routine
part of 3D reconstruction) with the estimation of the shape function would be beneficial for several reasons:

2Σ is a diagonally scaled convolution operator plus a rank one matrix. Diagonal scaling costs O(N) operations, convolution O(N log(N)) and
the matrix vector product with a rank-1 matrix is O(N), thus the total cost is O(N log(N)).

3The convergence of CG, and therefore the runtime of the Wilson prior, varies with the condition number of the matrix (AΣA∗ + σ2I), which
depends on the CTF and the noise level. As an example, in our implementation, the denoising Wiener filter takes 26 seconds using the diagonal prior
and 6 minutes using the Wilson prior for SNR=10−2 and a grid of size 3013, on a Macbook Pro (16 GB RAM and 2 GHz Quad-Core Intel Core
i5).

8



1. It improves the resolution of the estimates.

2. The corresponding FSC curves are insensitive to ground truth masks.

3. One can estimate the shape function within the Bayesian framework, which is typically not the case for a mask.

To be integrated within a pipeline for 3D refinement, the prior requires two generalizations: a variable noise model and
an adaptive variance estimation. The former is a straightforward extension of the framework presented, e.g., the noise model
used in RELION can be implemented in eq. (10) by replacing the matrix σ2I by a different diagonal matrix. The latter is a
crucial property of the default prior used in RELION and cryoSPARC: the diagonal of the prior covariance matrix is updated
at each iteration with the SNR as estimated by the FSC between half maps. This strategy is a type of implicit frequency
marching [3]: the regularization decreases for the high frequencies at each iteration, gradually increasing the resolution of the
estimate. The same behavior does not exist for the prior we presented here since the variance of ΣWilson at high frequencies
is approximately Natoms|f̂(ξ)|2, which is independent of the current estimate. One way to achieve the same result would
be to scale the covariance matrix with the factor computed by FSC. An alternative would be to treat the refinement as a
blind deconvolution problem with a convolution kernel of the form exp(−ν‖ξ‖2). If ν were updated using the FSC at each
iteration, this step would be equivalent to B-factor correction, where Wilson statistics first found applications in cryo-EM.
This may suggest that B-factor correction should be performed within each iteration rather than post-processing.

5 Conclusion

We presented a prior distribution based on a simple yet expressive generative model for molecules. Then, we gave strategies
to evaluate its hyperparameters and showed that, on simple inverse problems, the prior outperforms a prior similar to one
often used in practice. Finally, we discussed properties of the Wilson prior, its connections to other regularization strategies,
and stated potential implications for structure determination in cryo-EM.

6 Appendix

6.1 The Wilson prior in the spatial domain

We establish the representation of the covariance operator ΣWilson in the spatial domain:

(ΣWilsonφ) (x) = Natomsf(x) ∗
[
g(x)

(
f(x) ∗ φ(x)

)]
−Natomsf(x) ∗ g(x)

〈
g(x), f(x) ∗ φ(x)

〉
(16)

where ∗ denotes convolution and 〈·, ·〉 is the standard inner product on L2(R3). We use the representation in the spectral
domain established in [18],

(Σ̂Wilsonφ̂2)(ξ1) =

∫
ξ2

Σ̂Wilson(ξ1, ξ2)φ̂2(ξ2)dξ2 =

∫
ξ2

Natomsf̂(ξ1)f̂(ξ2)
(
ĝ(ξ1 − ξ2)− ĝ(ξ1)ĝ(ξ2)

)
φ̂2(ξ2)dξ2 . (17)

Let φ1(x), φ2(x) ∈ L2(R3), and F denote the three-dimensional Fourier transform, then:

〈φ1(x),ΣWilsonφ2(x)〉 =
〈
F−1Fφ1(x),ΣWilsonF−1Fφ2(x)

〉
=
〈
Fφ1(x),

(
FΣWilsonF−1

)
Fφ2(x)

〉
(18)

=
〈
φ̂1(ξ1), Σ̂Wilsonφ̂2(ξ1)

〉
(19)

= Natoms

〈
f̂(ξ1)φ̂1(ξ1),

∫
ξ2

f̂(ξ2)
(
ĝ(ξ1 − ξ2)− ĝ(ξ1)ĝ(ξ2)

)
φ̂2(ξ2)dξ2

〉
(20)

=Natoms

〈
f̂(ξ1)φ̂1(ξ1),

∫
ξ2

ĝ(ξ1 − ξ2)f̂(ξ2)φ̂2(ξ2)dξ2

〉
−Natoms

〈
f̂(ξ1)φ̂1(ξ1), ĝ(ξ1)

〉〈
ĝ(ξ2), f̂(ξ2)φ̂2(ξ2)

〉
=Natoms

〈
φ1(x), f(x) ∗

(
g(x)

(
f(x) ∗ φ2(x)

))〉
−Natoms 〈φ1(x), f(x) ∗ g(x)〉

〈
g(x), f(x) ∗ φ2(x)

〉 (21)

Equation (18) follows from the unitary property of the Fourier transform F∗ = F−1, eq. (19) follows from the identity
Cov(Aφ) = ACov(φ)A∗, eq. (20) follows from eq. (17), and eq. (21) follows from the convolution theorem. Since φ1, φ2 ∈
L2(R3) are arbitrary, this establishes eq. (16). In quasi-matrix notation, the covariance operator is written as:

ΣWilson = NatomsCf (Dg − gg∗)C∗f
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where Cf denotes the convolution operator with f , Dg is the multiplication operator with g, and the outer product is defined
as (uv∗)φ = u 〈v, φ〉. In the denoising problem (A = I) and with the choice of f(x) = δ(x), which implies Cf = I, the Wiener
filter matrix in eq. (10) expressed in real space is:

HWilson = Natoms (Dg − gg∗) (ΣWilson + σ2I)−1

Note that in the case, g(x) acts as a mask for the MAP-Wilson estimate:

φMAP
Wilson = µWilson +HWilson(y − µWilson) = g · w, where w = Natoms1 +Natoms(I − 1g∗)(ΣWilson + σ2I)−1(y − µWilson) ,

where 1(x) = 1. That is, the MAP-Wilson estimate factorizes into to some function w multiplied by the shape function g,
which implies the support of g contains the support of φMAP

Wilson.

6.2 The diagonal prior as the uniform limit of the Wilson prior

Recall that the Wilson and diagonal prior are defined as follows:

µdiagonal(ξ) = 0 ,

Σdiagonal(ξ1, ξ2) =

{
PS(‖ξ1‖) if ξ1 = ξ2,

0 else ,

µ̂Wilson(ξ) = Natomsf̂(ξ)ĝ(ξ) ,

Σ̂Wilson(ξ1, ξ2) = Natomsf̂(ξ1)f̂(ξ2)
(
ĝ(ξ1 − ξ2)− ĝ(ξ1)ĝ(ξ2)

)
.

The diagonal of the diagonal covariance prior is the spherically-averaged power spectrum of the molecule. Under the bag of
atoms model, the expected power spectrum is (see [18] for derivation):

PS(k) = E

[
1

4π

∫
S2

|φ̂(kω)|2dω
]

= |f̂(k)|2
(
Natoms +Natoms(Natoms − 1)

1

4π

∫
S2

|ĝ(kω)|2dω
)

where we have assumed that f(x) is a spherically symmetric function. We now make the dependence on ĝ explicit with
superscripts, and even though that choice is not properly defined, we proceed with ĝ = δ. In that case, the mean and
covariances of Wilson and diagonal agree for ξ 6= 0:

µ̂ĝ=δ
Wilson(ξ) = Natomsf̂(ξ)δ(ξ) = 0 = µĝ=δ

diagonal(ξ) ,

and similarly for ξ1, ξ2 6= 0:

Σ̂ĝ=δ
Wilson(ξ1, ξ2) =

{
Natoms|f̂(‖ξ1‖)|2 if ξ1 = ξ2 ,

0 else ,

Σĝ=δ
diagonal(ξ1, ξ1) = |f̂(‖ξ1‖)|2

(
Natoms +Natoms(Natoms − 1)

1

4π

∫
S2

|δ(kω)|2dω
)

= Natoms|f̂(‖ξ1‖)|2 ,

thus Σ̂δWilson(ξ1, ξ2) = Σδdiagonal(ξ1, ξ2). δ is not a valid choice of ĝ as there is no well-defined probability density function g

for which F(g) = δ(x). Instead, we consider uniform distribution on a ball of radius R: gR(x) = 3
4πR3XB(x/R) where XB is

the characteristic function of the unit ball, and let the radius grow to infinity. The Fourier transform of gR is:

ĝR(ξ) = −3 cos(2πR|ξ|)
4π2R2|ξ|2

+
3 sin(2πR|ξ|)

8π3R3|ξ|3

and we have the desired limit property limR→∞ ĝR(x) = δ(x). Consequently:

lim
R→∞

µ̂ĝ=ĝR
Wilson(ξ) = lim

R→∞
µĝ=ĝR

diagonal(ξ) for ξ 6= 0 ,

lim
R→∞

Σ̂ĝ=ĝR
Wilson(ξ1, ξ2) = lim

R→∞
Σĝ=ĝR

diagonal(ξ1, ξ2) for ξ1, ξ2 6= 0 .

That is, the diagonal and Wilson priors agree in the limit of a uniform distribution on the entire domain at non-zero
frequencies.
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