SHARP TRANSITION OF THE INVERTIBILITY OF THE ADJACENCY
MATRICES OF SPARSE RANDOM GRAPHS

ANIRBAN BASAK* AND MARK RUDELSON'

ABSTRACT. We consider three models of sparse random graphs: undirected and directed Erdés-
Rényi graphs and random bipartite graph with two equal parts. For such graphs, we show that
if the edge connectivity probability p satisfies np > logn + k(n) with k(n) — oo as n — oo, then
the adjacency matrix is invertible with probability approaching one (n is the number of vertices in
the two former cases and the same for each part in the latter case). For np < logn — k(n) these
matrices are invertible with probability approaching zero, as n — oco. In the intermediate region,
when np = logn + k(n), for a bounded sequence k(n) € R, the event o that the adjacency matrix
has a zero row or a column and its complement both have a non-vanishing probability. For such
choices of p our results show that conditioned on the event Q2§ the matrices are again invertible with
probability tending to one. This shows that the primary reason for the non-invertibility of such
matrices is the existence of a zero row or a column. We further derive a bound on the (modified)
condition number of these matrices on €f, with a large probability, establishing von Neumann’s
prediction about the condition number up to a factor of n°™.
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1. INTRODUCTION

For an n xn real matrix A, its singular values si(Ay), k € [n] :={1,2,...,n} are the eigenvalues
of |4,| := \/A} A, arranged in a non-increasing order. The maximum and the minimum singular
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values, often of particular interest, can also be defined as
Smax(An) = s1(Ap) = sup |[Anz||2, Smin(An) := sp(Ay) == inf [|Ayz]e,

zesSn—1 zesnt
where S""1:={z € R": ||z|]2 = 1} and || - ||2 denotes the Euclidean norm of a vector. Further, let
(1.1) Qo := {A,, has either a zero row or a zero column}.

Obviously, smin(4,) = 0 for any A,, € Qy. For matrices with i.i.d. (independent and identically
distributed) Bernoulli entries we establish the following sharp transition of invertibility.

Theorem 1.1. Let A, be an n x n matriz with i.i.d. Ber(p) entries. That is, for i,j € [n]
]P)(aiyj =1)=p, P(aiyj =0)=1-p,
with p € (0,1/2], where a; ; is the (i,7)-th entry of Ay.

(i) There exist absolute constants 0 < c¢1.1,¢1.1,C1.1 < 00 such that for any e > 0, and p such that
np > log(1/p), we have

(1.2) P(FMJ&J§QﬁprCMbQUM) p}ﬂ%>§€+nCU

log(np) n
(ii) There exists an absolute constant Cy.1 such that for p satisfying np < log(1/p) we have
C
P(Q0) > 1 — —.
logn

Remark 1.2. It can be easily verified that the condition np > log(1/p) is almost identical to the
condition that np > logn — loglogn. We work with the former as it naturally arises in our proofs.
Let us also add that if p € (1/2,1) then for np > log(1/p) the conclusion of Theorem 1.1 continues
to hold, where p := 1 — p. The proof of this extension easily follows from that of Theorem 1.1
by studying the smallest singular value of A\n — J,, where A\n = J, — A, and J, is the matrix
of all ones. Since our goal in this paper is treat small values of p we avoid this extra step in our
arguments, and work only with p € (0,1/2].

Theorem 1.1 is a consequence of Theorem 1.10 which is proved under a more general set-up
including, in particular, symmetric Bernoulli matrices. The latter theorem shows that the same
phase transition occurs for a broader class of random matrices. To simplify the exposition, we will
start with the easier case of matrices with i.i.d. entries. The results pertaining to other types of
random matrices are discussed later in this section. Throughout the paper p = p,, may depend on
n. For ease of writing we suppress this dependence.

To understand the implication of Theorem 1.1 we see that studying the invertibility property of
any given matrix amounts to understanding the following three different aspects of it. Probably
the easiest one is to find the probability that a random matrix is singular. For any given random
matrix A,, it means to find a bound on p,,, where

pn = p(A4,) := P(A4, is non-invertible) = P(det(A,) = 0) = P(Smin(A4,) = 0).

If the entries of A, have densities with respect to the Lebesgue measure then p,, = 0. However, for
matrices with discrete entries, the problem of evaluating the singularity probability p,, is non-trivial.

The second question regarding the invertibility is more of a quantitative nature. There one is
interested in finding the distance between A, and the set of all singular matrices. As

Smin(Ap) = inf{||4,, — B| : det(B) = 0},
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where || A,, — B|| denotes the operator norm of the matrix A, — B, a lower bound on spi,(A;) yields
a quantitative measure of invertibility.

The third direction, probably the most difficult, is to find the main reason for non-invertibility
of a given random matrix. To elaborate on this let us consider the following well known conjecture:

Conjecture 1.3. Let A, be a n X n matrix with i.i.d. Rademacher random variables (£1 with
equal probability). Then

Pu = (1+o0(1))n?/2" 7,
where we recall that the notation a,, = o(b,) means lim,,_,; ay /b, = 0.

It can be noted that the expression above is the probability that there exist either two columns
or two rows of A,, which are identical up to a change in sign. Conjecture 1.3 appears in [26, 29, 40].
This conjecture, if true, may indicate that the main reason for the singularity for a matrix with
i.i.d. Rademacher entries is conjectured to be the existence of two identical columns or rows, up to
a reversal of sign.

A few months after the first posting of this paper on arXiv, a weaker version of Conjecture 1.3

asserting that
1 n
o= (5 +o0)
was proved by Tikhomirov [54].

Theorem 1.1 addresses all three different aspects of invertibility for sparse random matrices. As
it yields a lower bound on the smallest singular value it readily gives a quantitative estimate on
the invertibility of matrices with i.i.d. Bernoulli entries. Setting € = 0 in Theorem 1.1(i) we obtain
a bound on the singularity probability.

Probably, the most important feature of Theorem 1.1 is that it identifies the existence of a zero
row or a column as the primary reason for non-invertibility. To see this, let us denote

(1.3) Qo1 := {A,, has a zero column} and Qrow := {A, has a zero row}.
As the entries of A,, are i.i.d. Ber(p) it is immediate that
(1.4) P(Qeol) =P(Qrow) =1 — (1 = (1 —p)"™)".
This shows that if np > logn + k(n) then
P(Qeo1) = 0, asn — oo,
whereas for np < logn — k(n) one has
P(Qeo) > 1, asn — oo,

for any sequence k(n) — oo as n — co. As np = log(1/p) implies that np = logn — ¢, loglogn, for
some 0, ~ 1, from Theorem 1.1 we therefore deduce the following corollary.

Corollary 1.4. Let A, be a matriz with i.i.d. Ber(p) entries. Then we have the following:
(a) If np =logn + k(n), where {k(n)}nen is such that k(n) — oo as n — oo, then

P(Qg) — 1 and P(A,, is invertible) — 1 as n — 0o.
(b) If np =logn — k(n) then
P(Q5) — 0 and P(A,, is invertible) — 0 as n — oo.

(¢) Moreover, if np > log(1/p) then

P(A,, is invertible | Q5) — 1 whenever P(Q§) - n'! — o0 asn — co.
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Corollary 1.4(a)-(b) shows that the invertibility of a matrix with i.i.d. Bernoulli entries undergoes
a sharp transition essentially at p = lo%. On the event (g the matrix is trivially singular. The
importance of Corollary 1.4(c) lies in the fact that it shows that even when {2y has a non-trivial
probability, on the event €2 there is an exceptional set of negligible probability outside which the
matrix is again invertible with large probability. This indicates that the main reason for the non-
invertibility of a matrix with i.i.d. Bernoulli entries is the existence of a zero row or a column.
Moreover, the same phenomenon occurs for two other classes of sparse random matrices with some
dependence between the entries symmetric with respect to the diagonal (see Theorem 1.10 for a
precise assumption). To the best of our knowledge this is the first instance where the primary
reason of the non-invertibility for these three classes of sparse random matrices, in particular the
one with i.i.d. entries, has been rigorously established.

Remark 1.5. The reader may also be tempted to interpret that the main reason for the non-
invertibility of a matrix with i.i.d. Bernoulli entries can only be identified as the presence of a zero
row or a column if one shows that

(1.5) P(Qp|Ay, is singular) — 1 as n — oo.

When P(€) is small, (1.5) is certainly stronger than what has been derived in Corollary 1.4(c).
However, when P(29) — 1 it can be seen that (1.5) is trivial to obtain and it does not provide any
information, while Corollary 1.4(c) yields an insight regarding the reason of invertibility of A,. As
we are concentrating on the phase transition from singularity to invertibility, the formulation of
Corollary 1.4(c) seems to be more natural.

Let us also note that (1.5) is false for p = 1. This is due to the fact that P(Q0) /P(Q) — o0, as

n — 0o, where N

Qg := {either two rows or two columns of A,, are identical}.
It is further believed that the leading order of of the probabilities of the events {A,, is singular}
and Qo match with each other for p = % (see e.g. [22, Conjecture 1.2]). There have been some
progress in this direction, see [24].

There was a significant very recent progress in determining the main reason for singularity of
Bernoulli random matrices with i.i.d. entries, and (1.5) has been proved for all p € [logn/n,1/2) in
[22, 23, 37]. Establishing (1.5) for other classes of random matrices including symmetric Bernoulli
ones remains an open problem.

logn

Remark 1.6. It can be seen that for for p such that np < =>=, with probability approaching one,
A, contains two identical columns and on this event A, is singular. Thus, for such choices of p the
bound (1.2) should not hold. It is possible in that regime the primary reason for invertibility is the
existence of two identical rows or columns.

Understanding the singularity probability and the analysis of extremal singular values of random
matrices have applications in compressed sensing, geometric functional analysis, theoretical com-
puter science, and many other fields of science. Moreover, to find the limiting spectral distribution
of any non-Hermitian random matrix ensemble one essentially needs to go via Girko’s Hermitiza-
tion technique which requires a quantitative lower bound on the smallest singular value. This has
spurred a renewed interest in studying the smallest singular value. There have been numerous works
in this direction over the last fifteen years. We refer the reader to [4, 5, 7, 8, 13, 35, 43, 46, 53, 62],
the survey articles [9, 49], and the references therein.

The study of the smallest singular value of a random matrix dates back to 1940’s when von
Neumann and his collaborators used random matrices to test their algorithm for the inversion of
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large matrices. They speculated that
(1.6) Smin(Ap) ~ n~ 2, Smax(An) ~ n'/2, with high probability

(see [57, pp. 14, 477, 555] and [58, Section 7.8]), where the notation a, ~ b, implies that 0 <
liminf,, o0 an /by, < limsup,,_, . an /b, < 0o. Therefore, the condition number, which often serves
as a measure of stability in matrix algorithms in numerical linear algebra,

Smax(An)
Smin (An)
A more precise formulation of this conjecture can be found in [48].

For matrices with i.i.d. standard normal entries Edelman [17] showed that

(1.8) P(smin(An) < en™Y?) ~e,  fore e (0,1).

On the other hand Slepian’s inequality and standard Gaussian concentration inequality for Lipschitz
functions (see, e.g. [55, Corollary 5.35]) yield that

(1.9) P(Smax(An) > 2012 1) < exp(—t2/2).

Therefore combining (1.8)-(1.9) one deduces (1.6)-(1.7) for Gaussian matrices. In [47] it is shown
that (1.6)-(1.7) continues to hold for perturbations of Gaussian matrices that have operator norms
bounded by y/n. The prediction for general matrices remained open for a long time.

A lower bound of order n~3/2 on the the smallest singular value of matrices with i.i.d. centered
sub-Gaussian entries was derived in [42]. The optimal order n~'/2? was achieved in [44] where the
assumption on the entries was also relaxed to the condition that the entries have a finite fourth
moment. Under this assumption it was shown that for any § > 0 there exists a € > 0 such that

(1.10) P($min(Ay) < en™/?) < g

Furthermore, from [31] it follows that for any 6 > 0 there exists K large enough so that

(1.7) o(Ay) = ~n, with high probability.

Blsm(dn) > Kn'/?) < 2.
Hence, one finds that for such matrices
(1.11) P(o(A,) > Ke'n) < 6.

It was recently shown in [43] that the bound for the smallest singular value is valid under even
weaker moment assumptions. Yet, the estimate of the largest one required for the condition number
bound may not hold if the fourth moment assumption is relaxed.

Inequality (1.11) establishes von Neumann’s prediction for the condition number for general ma-
trices with i.i.d. centered entries having finite fourth moments. If the entries are sub-Gaussian the re-
sults of [44] further show that the probability bounds in (1.10) and (1.11) can be improved to Ce+c™
for some large constant C' and ¢ € (0,1) that depend polynomially on the sub-Gaussian norm of the
entries. We emphasize that one cannot obtain a probability estimate similar to (1.8), as Rademacher
random variables are sub-Gaussian and as noted earlier matrices with i.i.d. Rademacher entries are
singular with probability at least (3 + o(1))"™.

As sparse matrices are more abundant in many fields such as statistics, neural network, financial
modeling, electrical engineering, wireless communications (we refer the reader to [2, Chapter 7]
for further examples, and their relevant references) it is natural to ask if there is an analogue of
(1.6)-(1.7) for such matrices. One natural model for sparse random matrices are matrices that
are Hadamard products of matrices with i.i.d. entries having a zero mean and unit variance, and
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matrices with i.i.d. Ber(p) entries, where p = o(1). In [52] it was shown that (a similar result
appeared in [19]) if p = Q(n™%), for some o € (0,1) (the notation a, = (b,) implies that
b, = O(ay)), then for such matrices one has that smin(4,) > n~¢ with large probability, for
some large constant C1 > 0. In [19] it was further shown that spax(An) < ny/p, with probability
approaching one, under a minimal assumption on the moments of the entries. This shows that
o(A,) = O(n%), for some large constant C, which is much weaker than the prediction (1.7).

In [6], under an optimal moment assumption on the entries, this was improved to show that
o(A,) is indeed O(n) with large probability, whenever p = Q(n~%) for some o € (0,1). Results
of [6] further show that when the entries of the matrix are products of i.i.d. sub-Gaussian random
variables and Ber(p) variables then o(A,,) = O(n!T°()) with large probability, as long as p > C lngL °
for some large C. This also matches with von Neumann’s prediction regarding the condition number
of a random matrix except for the factor n°M). As noted earlier in Corollary 1.4 when p is near
105 " one starts to see the existence of zero rows and columns, which means that matrix is singular
with positive probability, and therefore von Neumann’s prediction can no longer hold beyond loi L
barrier.

In this paper our goal is to show that lorgln is the sharp threshold where a general class of random
matrices with 0/1-valued entries undergoes a transition in their invertibility properties. Moreover,
for such matrices we show that the existence of a zero row or a zero column is the main reason for
the non-invertibility.

A related research direction was pursued by Costello and Vu in [15] where they analyzed the
rank of Adj,, the adjacency matrix of an Erdés-Rényi graph. Later in [16] they considered the
adjacency matrix of an Erdés-Rényi graph with general edge weights. The case of the matrix with
i.i.d. Ber(p) entries was treated in [1]. In [15] it was shown that if np > clogn, where p € (0,1) is
the edge connectivity probability and ¢ > % is some absolute constant, then the co-rank of Adj,,

equals the number of isolated vertices in the graph with probability at least 1 — O((loglogn)~1/4)
(analogus result for the matrix with i.i.d. Ber(p) entries were obtained in [1, Theorem 2.2]). This,
in particular establishes an analogue of Corollary 1.4(a)-(b) for such matrices. Since [15] studies
only the rank of such matrices, unlike Theorem 1.10 and Corollary 1.18, it does not provide any
quantitative estimate on the lower bound on sy, and the upper bound on the modified condition
number. Let us also add that, from [15, Theorem 1.2] and [1, Theorem 2.2] it follows that the
same conclusion as in Corollary 1.4(c) holds for A,, = Adj,, and A,, as in Corollary 1.4, whenever
P(Q5) - (loglogn)t/* — oo which is weaker than the lower bound on P(Qg) required in Corollary
1.4(c).

Before describing the models for the sparse random graphs that we work with in this paper, let
us mention the following class of random matrices with 0/1-valued entries that are closely related.
Recently, there have been interests to study properties of the adjacency matrices of directed and
undirected d-regular random graphs. In the context of the invertibility, it had been conjectured that
the adjacency matrices of random d-regular (d > 3) directed and undirected graphs on n vertices
are non-singular with probability approaching one, as n — oo, see [18, 59, 60]. After a series of
partial results [4, 12, 13, 32, 33, 34, 30] the conjecture has been recently proved in [20, 21, 38, 39]
for both the configuration model and the permutation model.

The adjacency matrix of a random d-regular graph and that of an Erdés-Rényi graph are similar
in nature in many aspects. However, in the context of the invertibility property, the latter ceases
to be non-singular when the average degree drops below logn, and whereas the former remains
invertible even when the degree is bounded. As highlighted in Corollary 1.4(c) (see also Remark
1.12) the non-invertibility of the latter is purely due to the existence of a zero row or a column.
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Since, the former always have d non-zero entries per row and column one does not see the transition
in its invertibility property.

Let us now describe the models of the random graphs. We begin with the well known notion of
undirected Erdés-Rényi graph.

Definition 1.7 (Undirected Erdés-Rényi graphs). The undirected Erdds-Rényi graph G(n,p) is
a graph with vertex set [n| such that for every pair of vertices i and j the edge between them
is present with probability p, independently of everything else. Thus denoting Adj(G) to be the
adjacency matrix of a graph G we see that

57;7]' fori < j

Adj(G(n,p))(i,j) =< 0j; fori>j

0  otherwise
where {6;;}i<j are i.i.d. Ber(p) random variables taking one with probability p and zero with
probability (1 — p).

Next we describe the model for the directed Erdds-Rényi graph.

Definition 1.8 (Directed Erdés-Rényi graphs). We define the directed Erdds-Rényi graph with
vertex set [n] as follows: for each pair of vertices i and j the edge between them is drawn with
probability 2p, independently of everything else, and then the direction of the edge is chosen

uniformly at random. Such graphs will be denoted by 8(n, p). We therefore note that

éivj . 9i7j for 1 <j
AG(Cmp)if) =4 b1-(1=8,) fori>j
0 otherwise

where {0; j}i<j are i.i.d. Ber(2p) and {6; ;}i<; are i.i.d. Ber(1/2) random variables, and these two
collections of random variables are independent of each other.

It is easy to note that Adj(E(n, p)) has the following representation which will be useful later:

éi,j . 91'7]' fori < j
(1.12) AQJ(C (np)(i,5) = { iy (1—0;;) fori>j
0 otherwise

where {6; ;}i<; are as above and {Si,j}gszl are i.i.d. Ber(2p) random variables, and as above these
two sets of random variables are independent of each other. This representation yields additional
independence which is exploited in our proofs.

Below we define a random bipartite graph.

Definition 1.9 (Random bipartite graphs). Fix m,n € N and let BG(m, n, p) be a bipartite graph
on [m+n] vertices such that for every i € [m] and j € [m+n]\[m] the edge between them is present
with probability p, independently of everything else. Therefore,
0ij fori e [m],j € [n+ml\[m]
Adj(BG(m,n,p))(i,j) =< 96;; forie [n+ml\[m],je[m] ,
0  otherwise

where {0; ;} are i.i.d. Ber(p). When m = n, for brevity we write BG(n, p).
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Now we are ready to describe the main result of this paper. Let us recall the definition of Qg
from (1.1). The definitions above give rise to three classes of random matrices. Namely, the matrix
appearing in Definition 1.9 consists of two off-diagonal blocks of fully i.i.d. Bernoulli matrices, and
its singular values are the same as for each of the blocks. Note that such matrices appear in the
literature as a linearization of sample covariance-type matrices, see e.g. [25]. The adjacency matrix
in Definition 1.7 is a symmetric Bernoulli matrix with a zero diagonal, and the matrix in (1.12)
does not match any classical ensemble.

The next theorem states that on the event that the graph has no isolated vertices, the same
lower bound for the smallest singular value holds for all three classes.

Theorem 1.10. Let A, = Adj(G(n.p)), Adj(G (n,p)), or Adj(BG(n,p)), and p € (0,1/2].

(i) If np > log(1/p) then there exist absolute constants 0 < 01_10,51.10,01_10 < oo such that for
any € > 0, we have

(1.13) P ( { Smin(An) < 1106 exp —CN'MOM Pin ) < el/s 4 Clio
log(np)

n np
(ii) If np <log(1/p) then there exists an absolute constant C 1o such that
P(Qy) > 1 — 01.10.
logn
Remark 1.11. Note that
. 0, Adj;5(BG(n p))]
Adj(BG(n,p)) i= | + 1us 12 O
iBE0) = [pa, By 0,

where 0,, is the n x n matrix of all zeros and Adj;5(BG(n,p)) is a matrix with i.i.d. Ber(p) entries.
Therefore the set of singular values of Adj(BG(n,p)) are same with that of Adj;5(BG(n,p)) and
each of the singular values of the former has multiplicity two. To simplify the presentation, we will
use the n x n matrix Adj;5(BG(n,p)) as the adjacency matrix of a bipartite graph instead of the
(2n) x (2n) matrix Adj(BG(n,p)). This is the random matrix with i.i.d. Ber(p) entries considered
above.

Remark 1.12. Theorem 1.10 implies that Corollary 1.4 holds for all three classes of adjacency
matrices of random graphs. It means that the phase transition from invertibility to singularity
occurs at the same value of p in all three cases, and the main reason for singularity is also the same.

Remark 1.13. To make the presentation simpler, we formulated Theorem 1.10 for adjacency
matrices of random graphs. However, a similar result holds for general sparse random matrices.
For example, a straightforward modification of the proof of Theorem 1.10 shows that it extends
to a symmetric matrix with i.i.d. Bernoulli entries on and above the diagonal, which is one of
the classical ensembles in random matrix theory. Moreover, it is immediate from the proofs that
Theorem 1.10 extends to the case when the entries are product of a Ber(p) variable, and a sub-
Gaussian random variable (independent with the Ber(p) variable) with support disjoint from zero.
With some additional effort similar statements can be proved for matrices with i.i.d. random entries
and for symmetric random matrices whose entries are products of Bernoulli variables and i.i.d. sub-
Gaussian variables, i.e., in the setup similar to [6, 61]. We will not discuss these extensions here to
keep the paper to a reasonable length.

Remark 1.14. For m ~ n, one can extend the proof of Theorem 1.10 to derive a quantitative
lower bound on spin(Adj(BG(m,n, p))),where for rectangular matrices of dimension m x n we let
Smin(*) = Smin{m,n} (-)- We do not pursue this extension here.
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Building on Theorem 1.10 we now proceed to find an upper bound on the condition number.
We point out to the reader that as the entries of A,, have non-zero mean Sy, is of larger order of
magnitude than the rest of the singular values. For example, it is well known that when p ~ 1 the
bulk of the singular values is of order y/n, with one outlier, the top singular value which is of order
n. Thus, for such matrices to study the stability of inversion algorithms the natural choice would
be to analyze the maximum of the ratios of singular values in the bulk. Therefore, we define the
following notion of modified condition number.

Definition 1.15. For any matrix A, we define its modified condition number as follows:
s2(An)

a(Ay) = 73min<An)'

To obtain an upper bound on 7(A,,) we need the same for sa(A,) which follows from the theorem
below.

Theorem 1.16. Let A, be as in Theorem 1.10. Fix cg > 0,Cy > 1 and let p > colo%. Then there
exists a constant C 16, depending only on ¢y and Cy such that

P (HAn - EAnH > Cl.l(j\/ np) < exp(—C’o IOg n)7

for all large n.

Remark 1.17. If A,, = Adj(G(n,p,)) or Adj(a(n,pn)) we note that pJ, — EA, = pl,, where
J,, is the matrix of all ones and I,, is the identity matrix. Therefore, Theorem 1.16 immediately
implies that ||A,, — pJy|| = O(,/np) with large probability for such matrices. Since

32(An) = vien]l{" Sup1 HAnm”Q < sup HAanQ < sup L H(An _pJn)xH27

zesS"TH, zesm 1, zesSn—
zlo zll

it further yields that the same bound continues to hold for the second largest singular value of the
adjacency matrices of directed and undirected Erdds-Rényi graphs. As Adj;5(BG(n,p)) is a matrix
with i.i.d. Bernoulli entries we have that EAdj,,(BG(n,p)) = pJ,. Therefore, recalling Remark
1.11 we deduce from Theorem 1.16 that s3(A,) = O(y/np), with large probability, when A, is the
adjacency matrix of a random bipartite graph.

Remark 1.17 combined with Theorem 1.10 yields the following corollary.

Corollary 1.18. Let A, = Adj(G(n,p)), Adj(ﬁ(n,p)), or Adj(BG(n,p)) and p € (0,1/2]. If
np > log(1/p) then there exist absolute constants 0 < Ci18,C118,Ciis < oo such that for any
e >0, we have

~ _ Cras . o
(1.14) P ({O’(An) > ) 158 1n1+loglogn} N Qo) < el/5 4 ﬁ‘

Thus, Corollary 1.18 shows that up to a set of a small probability, we have a dichotomy: either
the matriz A,, contains a zero row or zero column, and so o(A,) = oo, or o(Ay,) is roughly of the
same order as for the dense random matrix.

This establishes an analogue of von Neumann’s conjecture for the condition number for the entire
range of p. Let us add that the conclusion of Corollary 1.18 continues to hold for o(4,,® R;,), where
A, ® R, is the entry-wise product of (symmetric) matrices with i.i.d. Ber(p) entries and Rademacher
entries, independent of each other. The proof is a simple adaptation of that of Corollary 1.18.



10 A. BASAK AND M. RUDELSON

The rest of the paper is organized as follows: In Section 2 we provide an outline of the proofs
of Theorems 1.10 and 1.16. In Section 3 we show that A,, is well invertible over the set of vectors
that are close to sparse vectors. We split the set of such vectors into three subsets: vectors that
are close very sparse vectors, close to moderately sparse vectors, and those that have a large spread
component. Section 4 shows that the matrix in context is well invertible over the set of vectors
that are not close to sparse vectors. In Section 5 we first prove Theorem 1.10(ii) which essentially
follows from Markov’s inequality. Then combining the results of Sections 3-4 and using Theorem
1.16 we prove Theorem 1.10(i). The proof of Theorem 1.16 can be found in Section 6. Appendix
A contains the proofs of some structural properties of the adjacency matrices of the sparse random
graphs that are used to treat very sparse vectors. In Appendix B we prove invertibility over vectors
that are close to sparse vectors having a large spread component.
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2. PROOF OUTLINE

In this section we provide outlines of the proofs of Theorems 1.10 and 1.16. Broadly, the proof of
Theorem 1.16 consists of two parts. One of them is to show that ||A,, —EA,|| concentrates near its
mean. This is a consequence of Talagrand’s concentration inequality for convex Lipschitz functions.
The second step is to find a bound on E||A,, — EA,||. This can be derived using [3]. The proof of
Theorem 1.10(ii) follows from standard concentration bounds.

The majority of this paper is devoted to the proof Theorem 1.10(i), i.e. to finding a lower bound
on the smallest singular value. As we are interested in finding a lower bound on sy, for sparse
matrices, we will assume that p < ¢ for some absolute constant ¢ € (0,1) whenever needed during
the course of the proof.

We begin by noting that

Smin(An) = Eig ) HAH:UHQ
TeES™ T

To obtain a lower bound on the infimum over the whole sphere we split the sphere into the set of
vectors that are close to sparse vectors and its complement. Showing invertibility over these two
subsets of the sphere requires two different approaches.

First let us consider the set of vectors that are close to sparse vectors. This set of vectors has
a low metric entropy. So, the general scheme would be to show that for any unit vector = that is
close to some sparse vector, ||A,z||2 cannot be too small with large probability. Then the argument
will be completed by taking a union over an appropriate net of the set of such vectors that has a
small cardinality.



INVERTIBILITY OF ADJACENCY MATRICES 11

To obtain an effective probability bound on the event that ||A,x||2 is small when z is close to a
sparse vector we further need to split the set of such vectors into three subsets: vectors that are
close to very sparse vectors, vectors that are close to moderately sparse vectors, and vectors that
are close to sparse vectors having a sufficiently large spread component, or equivalently a large
non-dominated tail (see Sections 3.1-3.3 for precise formulations).

Unlike the dense set-up, the treatment of very sparse vectors turns out be significantly different
for sparse random matrices. It stems from the fact that for such vectors, the small ball probability
estimate is too weak to be combined with the union bound over a net. A different method introduced
in [6] and subsequently used in [61] relies on showing that for any very sparse vector z, one can
find a large sub-matrix of A, such that it has exactly one non-zero entry per row. It effectively
means that there is no cancellation in (A,x); for a large collection of rows i € [n]. This together
with the fact that the set of coordinates of x indexed by the columns of the sub-matrix chosen
supports a significant proportion of the norm completes the argument. However, as seen in [6],
this argument works only when np > C'logn, for some large constant C. When, np < C'logn light
columns (i.e. the columns for which the number of non-zero entries is much smaller than np, see
also Definition 3.6) start to appear, with large probability. Hence, the above sub-matrix may not
exist,.

To overcome this obstacle one requires new ideas. Under the current set-up, we show that given
any unit vector x, on the event that there is no zero row or column in A,, the vector A,x and
the coordinates of x that are not included in the set of light columns cannot have a small norm at
the same time (see Lemma 3.14). This essentially allows us to look for sub-matrices of A,, having
one non-zero entry per row, whose columns do not intersect with the set of light columns. In the
absence of the light columns one can use Chernoff bound to obtain such a sub-matrix. This route
was taken in [6, 61]. However, as explained above, to carry out the same procedure here we need
to condition on events involving light columns of A,,. So the joint independence of the entries is
lost and hence Chernoff bound becomes unusable.

To tackle this issue we derive various structural properties of A, regarding light and normal
(i.e. not light) columns. Using this we then show that there indeed exists a large sub-matrix of A,
with desired properties, with large probability. We refer the reader to Lemmas 3.7 and 3.12 for a
precise formulation of this step.

Next, we provide an outline of the proof to establish the invertibility over the second and the
third sets of sparse vectors. To treat the infimum over such vectors, we first need to obtain small
ball probability estimates. This is done by obtaining bounds on the Lévy concentration function
which is defined below.

Definition 2.1 (Lévy concentration function). Let Z be a random variable in R™. For every ¢ > 0,
the Lévy concentration function of Z is defined as

L(Z,e) = sup P(||Z — ul]2 < ¢).
UGR"

The desired bound on the Lévy concentration function for the second set of vectors is a conse-
quence of Paley-Zygmund inequality and a standard tensorization argument. Since the third set
of vectors has a higher metric entropy than the second, the small ball probability bound derived
for the second set of vectors becomes too weak to take a union bound. So using the fact that
any vector belonging to the third set has a large spread component, we obtain a better bound on
the Lévy concentration function which is essentially a consequence of the well known Berry-Esséen
theorem (see Lemma 3.22). Using this improved bound we then carry out an e-net argument to
show that A,, is also well invertible over the third set of sparse vectors. Let us add that the outline
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of the arguments presented above to deduce invertibility over sparse vectors work for a more general
class of matrices than those considered in Theorem 1.10, including, in particular, skew-symmetric
random matrices. See also Remark 3.2.

Now it remains to provide an outline of the proof of the invertibility over non-sparse vectors. It
is well known that such vectors have a large metric entropy, so one cannot use the same argument
as above. Instead, using [44] we obtain that it is enough to control dist(A, i, Hy 1), the distance
of A, 1, the first column of A,, to H, 1, the subspace spanned by the rest of the columns. To
control the distance, we derive an expression for it that is more tractable (see Proposition 4.3).
From Proposition 4.3, after some preprocessing, we find that it suffices to show that (C, 'z, y) is
not too small with large probability, where C; is the (n — 1) x (n — 1) sub-matrix of A,, obtained
by deleting its first row and column, and ' and y are the first row and column of A,, with the
first common entry removed, respectively (if C), is non-invertible, then there is an alternate and
simpler lower bound on the relevant distance).

Since Theorem 1.10 allows & and y to be dependent a bound on L({C,, 'z, y),¢) is not readily
available. We use a decoupling argument to show that it is enough to find a bound on the Lévy
concentration function of the random variable (C, 'z, ) for some properly chosen Z and 9, where
Z and y are now independent. This follows the road-map introduced in [56] for symmetric matrices,
although the implementation of it in our case is harder due to the fact that & and y may be different.
Having shown this, the desired small ball probability follows once we establish that the random
vector v, := C,, 'Z has a large spread component. Note that v, solves the equation C,,v = Z. We
have already established invertibility of C), over sparse vectors that has a large spread component.
Now, we extend that argument to show that any solution of the equation C,,v = Z must also have
a large spread component. This allows us to deduce the desired properties of v,. It completes the
outline of the proof of Theorem 1.10(i).

3. INVERTIBILITY OVER COMPRESSIBLE AND DOMINATED VECTORS

To prove a uniform lower bound on ||A,x||2 for x close to sparse vectors when A,, is the adjacency
matrix of one of the three models of the random graphs described in Section 1, we will unite them
under the following general set-up. It is easy to see that the adjacency matrices of all three models
of random graphs satisfy this general assumption.

Assumption 3.1. Let A, be a n x n matrix with entries {a; ;} such that

(a) The diagonals {a;;};-; and the off-diagonals {a; ;},x; are independent of each other.

(b) The random variables {a;;}!, are jointly independent and a;; ~ Ber(p;) with p; < p for
all i € [n].

(c) Forevery i # j € [n], a;; ~ Ber(p) and independent of the rest of the entries except possibly
Qjg.

Remark 3.2. The proofs of the main results of this section extend for matrices with symmetrized
Bernoulli entries satisfying the dependency structure of Assumption 3.1. That is, one can consider
the matrix A,, with

p
]P’(am- = :|:1) = 5, P(ai’j = O) =1 — P,
and aj; = —a;;. Note that, this extension in particular includes skew-symmetric matrices. Al-

though skew-symmetric matrices of odd dimension are singular, it shows that they are invertible
over sparse vectors.

Before proceeding further let us now formally define the notions of vectors that are close to
sparse vectors. These definitions are borrowed from [6].
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Definition 3.3. Fix m < n. The set of m-sparse vectors is given by
Sparse(m) := {z € R" | [supp(x)| < m},

where |S| denotes the cardinality of a set S. Furthermore, for any § > 0, the unit vectors which
are 0-close to m-sparse vectors in the Euclidean norm, are called (m, d)-compressible vectors. The
set of all such vectors hereafter will be denoted by Comp(m,d). Thus,

Comp(m, §) := {z € S"! | y € Sparse(m) such that ||z —y|, < &},

where || - |2 denotes the Euclidean norm. The vectors in S™~! which are not compressible, are
defined to be incompressible, and the set of all incompressible vectors is denoted as Incomp(m, 9).

As already seen in [6, 61] for sparse random matrices one can obtain an effective bound over the
subset of the incompressible vectors that have a non-dominated tail. This necessitates the following
definition of dominated vectors. These are also close to sparse vectors, but in a different sense.

Definition 3.4. For any € S"! let 7, : [n] — [n] be a permutation which arranges the
absolute values of the coordinates of x in a non-increasing order. For 1 < m < m’ < n, denote by
Z[me] € R™ the vector with coordinates

Lm:m/'] (.7) =Ty 1[m:m’] (ﬂ-x(j))
In other words, we include in Z,.,,] the coordinates of = which take places from m to m’ in the
non-increasing rearrangement.
For @ < 1 and m < n define the set of vectors with dominated tail as follows:

Dom(m, ) :={z € gn—1 | Hx[m+1:n]H2 < av/m “x[erl:n]‘}oo}.

The set of vectors S"~1\Dom(m, ) will be called non-dominated vectors.
Note that by definition, Sparse(m)NS™"~! C Dom(m, «), since for m-sparse vectors, Tlm1:n] = 0.

3.1. Invertibility over vectors close to very sparse. As mentioned in Section 2, the key to
control the ¢ norm of A,z when x is close to very sparse vectors is to show that A, has large sub-
matrices containing a single non-zero entry per row. This will be then followed by an e-net argument
and the union bound. As we will see a direct application of this idea requires that ||A,| = O(\/np)
which does not hold with high probability, because the entries of A, have a non-zero mean. To
overcome this obstacle we use the folding trick introduced in [6].

Definition 3.5 (Folded matrices and vectors). Denote n := |n/2|. For any y € R™ we define

fold(y) := y1 — v2,
where y;, ¢ = 1,2, are the vectors in R" whose entries are the first and the next n coordinates of y,
ey = (yW,y@, .y T and yo == (y+D, y0+2) 9y CNT and {y(z)}ie[n} are the entries of
y. Similarly for a n X n matrix B,, we define

fOld(Bn) = Bn,l — Bn72,
where B, ;, 1 = 1,2 are n X n matrices consisting of the first and the next n rows of B,,.

It is easy to see that except a few of entries of fold(A,,), the rest have zero mean which allows us
to deduce that || fold(A,)|| = O(y/np) with large probability. For example, one can use Talagrand’s
concentration inequality for quasi-convex Lipschitz functions and [3]. Moreover, using the triangle
inequality we see that || fold(A,)z||2 < 2||Anz||2. So, we can work with fold(A,,) instead of A,,.

To obtain the small ball probability estimate on || fold( A, )x||2, where z is very close to a sparse
vector we need to derive some structural properties of A,,.

To this end, we introduce the following notion of light and normal columns and rows.
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Definition 3.6 (Light and normal columns and rows). For a matrix B, and i € [n], let us write
row;(By) and col;(By) to denote the i-th row and column of B,, respectively. Let dyp € (0,1/10) be
a fixed constant. We call col;(By), j € [n], light if |supp(col;((By))| < donp. A column which is
not light will be called normal. Similar definitions are adopted for the rows.

Next denote
L(By) :={j € [n] : col;(By,) is light}.
We are now ready to state the following result on the typical structural properties of A,,.

Lemma 3.7 (Structural properties of A,). Let A, satisfy Assumption 3.1 and

(3.1) np > log(1/Cp),
for some C > 1. Let Q37 be the event such that the following assertions hold:
(1) (No heavy rows and columns) For any j € [n],

| supp(row;(An))l, | supp(col;(4n))| < Cs.7np,
where C3.7 1s a large absolute constant.

(2) (Light columns have disjoint supports) For any (i,7) € ([Z]) such that col;(Ay), colj(Ay) are
light, supp(col;(Ay)) Nsupp(col;(4,)) = 2.

(8) (The number of light columns connected to any given column is bounded) There is an ab-
solute constant ro such that for any j € [n], the number of light columns col;(A,), i € [n],
with supp(col;(Ay)) N supp(col;(A,)) # @ does not exceed r¢.

(4) (The support of a normal column has a small intersection with the light ones) For any
J € [n] such that col;(Ay) is normal,

supp(col;(fold(Ay))) N U supp(col;(fold(A4,))) | | < ionp_
i€L(An)

(5) (Estension property of the underlying graph) For any I C [n] with 2 < |I| < c37p™*

0
U (supp(col;(fold(Ay))))| > Z | supp(col;(fold(A4,)))| — %np[[],
JeI jel
where c3.7 is a constant depending only on dq.
(6) (supports of columns of the matriz and its folded version are close in size) For every j € [n],

5
|| supp(col; (4,)] — | supp(col; (fold(An))) || < Fnp.

Then there exists ng, depending only C and &y, such that for any n > ng the event Q3.7 occurs with
probability at least 1 — n=7 for some ¢3.7 > 0 depending only on d.

The proof of Lemma 3.7 relies on standard tools such as Chernoff bound, and Markov inequality.
Its proof is deferred to Appendix A.

Remark 3.8. From the proof of Lemma 3.7 it follows that one can take ro = 19. The last property
of the event 237 holds when p is assumed to be sufficiently small (possibly depending on dy).

Remark 3.9. As we will see in Section 4 (also mentioned in Section 2), to establish the invertibil-
ity over incompressible and non-dominated vectors for the adjacency matrices of undirected and
directed Erdés-Rényi graphs, one needs to find a uniform lower bound on || fold(A,,)z — yol|2 over
compressible and dominated vectors  and some fixed yo € R™ with |supp(yo)| < Cinp for some



INVERTIBILITY OF ADJACENCY MATRICES 15

C, > 0. While showing invertibility over vectors that are close to very sparse vectors, we tackle this
additional difficulty by deleting the rows from A,, that are in supp(yp). This requires proving an
analog of Lemma 3.7 for rectangular sub-matrix A,, of dimension 7 x n, where n — C,np < 71 < n.
This means that to apply Lemma 3.7 for the original matrix A, we need to prove it under the
assumption (3.1) rather than the assumption np > log(1/p). To keep the presentation of this paper
simpler we prove Lemma 3.7 only for square matrices. Upon investigating the proof it becomes
clear that the extension to rectangular, almost square, matrices requires only minor changes.

Next we define the following notion of a good event needed to establish the small ball probability
estimates on fold(A, )z — fold(yp) for = close to very sparse vectors and some fixed vector yg € R™.

Definition 3.10 (Good event). Let A, satisfy Assumption 3.1. Fix k € N, J, J’ C [n] disjoint sets.
Denote - -
J=JJ):={jem:je€Jorj+neJ}

and similarly .J'. For any ¢ > 0, define A7 " to be the event that there exists I C [\ (J U J') with
|I| > cknp such for every i € I there further exists j; € J so that

]ai,jz.\ =1, a ;=0forall jc (J\{7i}) U J,
where {a; ;} are the entries of fold(4,), and
(3.2) supp(row;(fold(A4,))) N L(A,) =@, forallie I.

Remark 3.11. In Definition 3.10 above we needed to define J and J’ because we work with
fold(Ay). Since the entry a; ; may depend on a;; we further require the set I C [n] to be disjoint
from J U J’. To treat matrices with i.i.d. entries these modifications are not needed.

Now we are ready to state the structural lemma that shows that the good event Al /" holds with
high probability for appropriate sizes of J and .J'.

Lemma 3.12. Let A, satisfy Assumption 3.1 and np > log(1/Cp) for some C > 1. Then, there
exist an absolute constant €312, and constants c3.12,¢5 5, depending only on 0y, such that

(3.3) P U U U <Ai;f],l,27ﬁ>c N7 | < n—553.12’

R<eS o (pyPr) VL gy eI, gngr=o
JNL(An)=2

for all large n, where for k,m € N we write ([nm]) ={J C[n]:|J] =m} and
m =m(k) := (ky/pn) A (‘331.)12)

Remark 3.13. We point out to the reader that [6, Lemma 3.2] derives a result similar to Lemma
3.12. The key difference is that the former assumes np > C'log n, for some large constant C, which
allows to use Chernoff bound to conclude that given any set of columns J C [n] of appropriate size,
there is a large number of rows for which there exists exactly one non-zero entry per row in the
columns indexed by J. When np < C'logn this simply does not hold for all J C [n] as there are
light columns. Moreover, for such choices of p the Chernoff bound is too weak to yield any non-
trivial bound on the number of rows with the desired property. Therefore we need to use several
structural properties of our matrix A,, derived in Lemma 3.7, to obtain a useful lower bound on
the number of such rows.
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Proof of Lemma 3.12. Fixing k < ¢ 15(py/pn) !, for some constant ¢, to be determined during
the course of the proof, we let J € ([Z]). Let I'(J) be the set of all rows of fold(A,) containing

exactly one non-zero entry in the columns corresponding to J. More precisely,
') := {z € [n] :a; 5 # 0 for some j; € J, and a; ; =0 for all j € J\{jz}}
Similarly for a set J' € ([:LJ) we define
19(J) := {z e M\(JUJ) :a;; =0 forall j J’}.

Note that we have deleted the rows in J U J’ while defining I°(J’). This is due to the fact that
matrices satisfying Assumption 3.1 allow some dependencies among its entries. Later, in the proof
we will require I*(J) and I°(J’) to be independent for disjoint J and .J'.

To estimate |I*(J)| we let & := (Uje s supp(col;(fold(4y,)))) and define a function f: & — N by

f@) = ZH{Z € supp(col;(fold(4,)))}, i€ é&.
JjeJ
We note that I'(J) = {i € &: f(i) = 1}. Hence,

(3-4) [N =218 = f@) = f(i) -2 (Zf(i) - \5’|) :

i€ €& €8
If JNL(A,) = @ (recall that L£(A,,) is the set of light columns of A,,), then by property (6) of the
event (23 7 we have

> " f(i) = |supp(col;(fold(Ay)))| =Y | supp(col;(An))| — %Onpuy > @npm

1€E jeJ jeJ
Thus, by property (5) of the event Q3 7, it follows that
. 9o
D F@) =€) =) | supp(col;(4n))] — |&] < 16"V
i€E jeJ
Therefore, from (3.4) we deduce that

1
(35) (D) = Zapl]

on the event Q37 for any J C [n] such that J N L(A,) = 2.

Using the above lower bound on the cardinality of I'(.J) we now show that it has a large intersec-
tion with 1°(J"). Therefore we can set the desired collection of rows to be the intersection of I'(.J)
and I°(J'). However, the caveat with this approach is that the collection of rows just described
does not satisfy the property (3.2). To take care of this obstacle, we define

I'T) = TYI)\T(A,), where J(A,):= U supp(col;(fold(Ay)))
JEL(An)

From the definition of 7 (A,) it is evident that any subset I C I'(J) now satisfies the property
(3.2). We further note that

1I(I) N T (An)] <) lsupp(colj(fold(4n))) N T (An)| < fgnpw

JjEeJ
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where in the last step we have used the property (4) of Q3 7. Thus we proved that on the event
93.75

- 70,
(36) ()] = S onpl]

for any J C [n] satisfying J N L(A,) = @.

It remains to show that 1°(J’) N I'(J) has a large cardinality, for any choice of J’ disjoint from
J, with high probability. To prove it, we recall that I9(J’) C [n]\(JUJ’). Thus, using Assumption
3.1 we find that for any J’ C ([]’;]) and any i € [n]\(J U .J)

P(i € I°(J") > (1 —2p)”'l > 1 — 2pm

Hence, for a given I C [n], E|[I\I°(J')| < 2pm - |I| < |I|/4 by the assumptions on x and m. So, by
Chernoff’s inequality (see e.g., [55, Theorem 2.3.1])

P (21 i) < e (<2 = Gliog (L)) <o (<Hioe (1))

for any ¢4, < 1/16. Therefore, for any I C [n] such that |I| > %xnp, we deduce that

]P(EIJ’ € <[n]> such that [I°(J)N 1| < %nnp)
m

< 3 BN = )
re(@)

<o) o (-5 (m))

) 1
<exp <m -log (%) - G—Znnp -log <8pm>> = exp(—krnp - U),

do 1 en
U:=—1 ) - Ty ( ) .
64 08 <8pm> Knp m

We now need to find a lower bound on U for which we split the ranges of p. First let us consider
p € (0,1) such that ¢4 ,(py/np)~! > 1. For such choices of p we will show that for any x <
1o - (py/mp) L, with ¢, sufficiently small, and m = x,/np we have U > 3. To this end, denote

1 1
pu— > .
8kpy/Dn — 8¢5 19

where

(3.7)

Note that

U= @ ! S lo o —@10 a— ! log(8epna)
_64 8kp/np /np & ky/np) 64 & /np gleep

1 1
= % log v — T log v — T ( log(8e) + log(np))
ﬁ log
128 5%

for all large n, where the last step follows upon noting that by the assumption on p we have np — oo
as n — oo, using the fact that 2~ /?logz — 0 as  — oo, and the lower bound on a (see (3.7)).
Choosing ¢4 |, sufficiently small and using (3.7) again we deduce that U > 3, for all large n.
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Now let us consider p € (0,1) such that ¢%,,(py/np)~! < 1. For such choices of p we have that
k=1and m = ¢} ,p~'. Therefore, recalling the definition of U we note that

50 1 ch . * _ (50 1 _ _ * _
U=_— 0g< * > - ﬁlog(e(c&w) 1”17) > GZIOg <8c§u> - (C§.12) Y3p=1/3 log(e(c3 15) 1”)

o 1
> — log
128 8¢% 1o

where the first inequality follows from the assumption that ¢ ,,(py/np)~1 < 1.
This proves that, for any p € (0,1) such that np > log(1/Cp) and any I C [n] with |[I| > 2 knp,
we have

v

3,

8
P <E|J' € (Tj) such that [I°(J) N 1| < 80/<mp> < exp(—3knp).

To finish the proof, for a set J € ([:}) we define
R / [’I’L] / _ 7l 0 / @
py:=P( ¢3J € m such that J'NJ =09, | (J)OI(J)|<8/<mp

N {J N E(An) = @} N Qg_7> .

Since J and J' are disjoint and I°(J’) € [n]\(J U J'), it follows from Assumption 3.1 that the
random subsets I'(J) and I°(J’) are independent. Using (3.6) we obtain that for any J C [n],

pJ < Z P <{f1(J) =1, JNL(A) =2}NQs7N {HJ’ € <[:1]> such that [I°(J)N 1| < ‘;Omp}>
ICn]
_ n 8
< > P(I'(J) = I)IP(HJ’ € <[m]> such that [I°(J)N 1| < goﬁnp)
ICn], |I|>%0mp
(3.8)
< exp(—3knp) Z P(I'(J) = 1) < exp(—3knp),
I1C[n], |I|>%0nnp

for all large n. The rest of the proof consists of taking union bounds. First, using the union bound
over J € ([z}) satisfying J N L(A,) = &, setting ¢3.12 = dp/16, we get that

P U U (Jél‘clé‘_]llm)C NQs7 | < (:) exp(—3knp) < exp(klogn — 3knp)
ge(thy  ye(), uns=o
JNL(An)=2
< exp(—knp).

Finally taking another union bound over k < ¢% |,(py/np)~! V 1 we obtain the desired result. [

Note that in (3.3) we could only consider J C [n] such that J N L(A,) = @. As we will see
later, when we apply Lemma 3.12 to establish the invertibility over vectors that are close to sparse,
we have to know that || A,z zea,)ll2 is large for z € S™~1 close to very sparse vectors. So, one
additionally needs to show that [[A,z|2 and ||zpp £(a,)/l2 cannot be small at the same time. The



INVERTIBILITY OF ADJACENCY MATRICES 19

following lemma does this job. Its proof again uses the structural properties of A, derived in
Lemma 3.7.

Before stating the next lemma let us recall that € is the event that the matrix A, has neither
zero columns nor zero rows (see (1.1)).

Lemma 3.14. Let A, satisfy Assumption 3.1. Fiz a realization of A, such that the event Q5N Q3.7
occurs. Let x € S"! be such that ||Anx|ly < 1/4. Then

lzncamll, 2 Cs s

for some absolute constant C3.14.

Proof. We may assume that Hl'ﬁ( An)HQ > 3/4, since otherwise there is nothing to prove. For
any j € L(Ay), we choose i := i; such that a;, ; = 1. Such a choice is possible since we have
assumed that Qf occurs. Using the property (2) of the event {237 we see that any such function
i:L(Ap) — [n] is an injection.
Set
Jo:={j € L(An) : |(Anz)i;| = (1/2)]x;]}.
If ||z ], > 1/2, then

1/2
1
[ualy > | S ()| =1
j€Jo
which contradicts our assumption ||A,z|l2 < 1. Hence, denoting J; := L(Ay)\Jo, we may assume

that ||z, |, > 1/4. We then observe that for any j € J,

1
g1zl 2 |(An2)i;| = lai; jz;] — > ai, ki

oy
> |zi| — | supp(row;. (A max
2 |z = | supp(rows, (Aa))[- kesupp(rows, (A L
> || — Csmp - max |z |

kesupp(row;; (An))\{s}

where the last inequality follows upon using the property (1) of the event Q3 7.
This shows that for any j € J; there exists k € [n]\{j} such that a;, ; = 1 and

> 1B
okl 2 55—l

Choose one such k and denote it by k(j). Using the property (2) of the event Q3 7 again, we deduce
that k(j) € [n]\L(Ay). Therefore,
1
16 < 93 < (2C5.7np) Z mk < (205, 7np) Z :Ez
JEh JENL ken]\L(An)

Here, the last inequality follows since by (3) of the event Q3 7, we have that for any k € [n]\L(A,),

{j € L(An) : k(j) = k}| <ro.
This finishes the proof of the lemma. (|
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We see that Lemma 3.14 provides a lower bound on ||z, £(4,)l|2 that deteriorates as p increases.
We show below that for large p the set of light columns is empty with high probability. Hence, in
that regime we can work with z instead of x[,\£(4,). Furthermore, during the course of the proof
of Proposition 3.16 we will see that to deduce that xp,£(4,) itself is close to sparse vectors we
need bounds on |£(A,,)] for all p satisfying np > log(1/p). Both these statements are proved in the
following lemma.

Lemma 3.15. Let A, satisfies Assumption 5.1. If np > log(1/Cp) for some C > 1 then
P(L(A)] 2 n3) <07,

for all large n. Moreover, there exists an absolute constant C3.15 such that if np > C3.15logn then
P(L(A,) =2)>1—-1/n.

Proof of Lemma 3.15 follows from standard concentration bounds and is postponed to Appendix
A. Equipped with all the relevant ingredients we are now ready to state the main result of this
section.

Proposition 3.16 (Invertibility over very sparse vectors). Let A, satisfies Assumption 3.1 where
p satisfies the inequality

np > log(1/p).
Fix K,C\, > 1 and let

os (%)
(3.9) by = | ———=
log /pn

Then there exist constants 0 < c3.16,C3.16 < 00, depending only on dg, and an absolute constant
C3.16 such that for any yo € R™ with | supp(yo)| < Cynp, we have

P ({3z € Vo such that ||Anx — yolly < pv/np and ||A, — EA,|| < Ky/np} NQGNQs7) < n~ 00
for all large n, where
(3.10) Vo := Dom (cg.up*l, c;g_mK*l) U Comp(cg.mp*l, p), and p:= (’53,16/K)2£°+1.

Remark 3.17. Let us add that during the proof of Proposition 3.16 it will be shown that on the
event &1, NES s NQ5N Q7N {||A, — EA,|| < K\/np}, for any yo € R™ with | supp(yo)| < Cinp,
one deterministically has that || A,z —yoll2 > p\/np for all z € Vy, where €512 and &3.15 are the bad
events as identified in Lemmas 3.12 and 3.15, respectively. The probability bound in Proposition
3.16 is a consequence of probability bounds obtained in those two lemmas.

Proof of Proposition 3.16. Since we do not have any control on the vector yy except the cardinality
of its support, to remove the effect of yy we will show that the fs-norm of the vector A,z — yo
restricted to the complement of supp(yp) has a uniform bound over = € Vj. To this end, for ease of
writing, we define A,, to be the sub-matrix of A4, of dimension 7 x n, where 7 := n — | supp(%o)|,
obtained by deleting the rows indexed by supp(yp). We have that ||A,x|2 < ||Anz — yol|2-

Next we observe that for any « € R™ an application of the triangle inequality implies that

[ fold(Ap)x|3 < 2[| Anz]3.
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Furthermore

[ fold(An)|| < [[Any — EAp,

n2 _EAnQH + HEAnl _EATLQH

(3.11) < 2||4,, — EAnH + [|[EA, 1 — EA, 2| < 2||An — EAL| + 2y/np,
where in the last step we have used the fact that
(3.12) |IEA, 1 —EA, | < V2n-p < 2\/np.

To establish (3.12) we note that Assumption 3.1 implies that there at most two non-zero entries
per row in the matrix EA, 1 — EA, 2 each of which has absolute value less than or equal to p.
Therefore, each of the entries of (EA,, ;1 —EA, 2)(EA, ; —EA,2)* is bounded by 2p? and hence by
the Gershgorin circle theorem we deduce (3.12).

Therefore, in light of (3.11), recalling K > 1, it is enough to find a bound on the probability of
the event

Ty = {Fo € Vo« |fold(An)al, < 2(E.16/ K im0 Q005N Q7

where

Qe := {|[fold(A,)]| < 4K \/mp}

We will show that
(3.13) P( {335 € Dom (5 15p~ ", 316K ) |[fold(Ap)z||, < 03.16/K)2€O\/@}

NQx NN QB.?) <,

First let us show that P(Uy,) < n~16 assuming (3.13). To this end, denoting m = ¢} ;,p™ ', we
note that for any € Comp(m, p)

L1:m)

Hx[lzm}H2

L[1:m)]

< || fold(Ay)| - ( m + Hx[m-i-l:n]”Q)
21l

<AK/np - (1= [|zpmll2 + |2 pnr1:0)[l2)
(3.14) < 8K py/np = 83316 - (C3.16/K)*" \/np,

on the event Q. For x € Vo we have that (1., /[|T[1.m) |2 € Sparse(m)NS™ ! C Dom (m, 03,16K_1)
we see from (3.13) that

|| fold(Ay,)z||2 — ||fold(A,,)

Ll1:m] —

2

Pltam] > (&3.16/K)? /np
2 2my 2

with the desired high probability. Therefore, upon shrinking ¢316 such that 10¢516 < 1, and
recalling that K > 1, we deduce from (3.14) that P(Uy,) < n~%16. Thus, it now suffices to prove
(3.13).

Turning to this task, we split the proof into three parts depending on the sparsity level of the
matrix A, determined by p. First let us consider the case log(1/p) < np < C5.15logn.

Fix z € Dom (m, c316K *1) and define & € R™ to be vector obtained from z after setting the
coordinates belonging to the set £(A,) to be zero. That is,

Tii=x; - 1(i € [n)\L(Ay)), i € [n].

Further set & to be the normalized version of Z. So

fold(A,,)

/Hiﬁn]\,c H2
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During the course of the remainder of the proof we will see that to prove (3.13) it suffices to consider
only those x for which ||z, £(4,)ll2 # 0. Therefore, & is well defined.

Let us rearrange the magnitudes of the coordinates of & and group them in blocks of lengths
(pn)¥/?, where £ = 1,...,£y. More precisely, set

(3.15) 2 1= (pm) /24 1:m) 2]
and
(316) 2£0+1 = j[(pn)£0/2+1:n]'

For clarity of presentation, let us assume that m = (pn)%/2, i.e. the integer part in the definition
of £y is redundant. Recalling the definition of & we see that it matches with x except |L£(A,)]
coordinates. Therefore, for any z € Dom(m, c3 16K ') we find that

1 Z 1) l2 < N2Zpmr1nglle < ez 16K~ Vml|2pm1mlloo

m
< ey K .
\/m/2—|£(An)| 3165 1@ j240(A ) 1+1:m) 12

<2¢316K M| fm/241:m) |2,

on the event

Op = {\E([lnﬂ < n1/3},

for all large n, where in the last step we have used the fact that for p = O(lOTgL") we have n'/3 = o(m).
This further implies that
(3.17) 120041112 < 2¢3.16K & pm/a41:m) l2 < 2316 K 7|22,

on the event ()., where the last inequality is a consequence of the fact that the condition np — oo
as n — oo implies that the support of 2, contains that of Zm, /24 1.m)-

Since Zg(’;l 12013 = 1, we deduce from (3.17) that
Lo
Z HQEH% >1- 4C§.IGK_2'
=1
Hence, choosing c3.16 sufficiently small we obtain that there exists ¢ < ¢y such that |2, >
(c3.16/K)¢. Let £, be the largest index having this property, and set u := Zg;l 20, v =: Zggiﬂ Zp.
First consider the case when ¢, < £o. Then by the triangle inequality we have that

€0+1

(3.18) olly < > 12mlly < 46/ E)SFY,
£:€*+1

where we have used the inequality (3.17).
Let k= (np)»~1/2. Note that

K< (np)(fo—l)/2 < 1

N C§.12Pvpn'

To finish the proof we now apply Lemma 3.12 with this choice of k. Using the fact that |supp(yp)| <
Cynp we see that

(3.19) ap > log(1/Cp),

Lyhen ¢ =1 by a slight abuse of notation we take 21 = x1. /mp).
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for some large constant C, whenever p < ¢ for some small constant ¢. Therefore, we _can apply
Lemma 3.12 to the rectangular matrix A,, to find the desired uniform bound on || fold( n)Z|l2. To
this end, we split the support of u into ,/np blocks of equal size x and define Ly, := 7 7 Y([1, (np)/2]),
where 7; is the permutation of absolute values of the coordinates of Z in an non-increasing order.
For s € [/np)], define J; := 7' ([(s— 1)k +1, sk]), and set J. := Ly, \J;. Using Lemma 3.12, for any
s € [y/np], we will show that there is a substantial number of rows of A,, which have one non-zero
entry in the block Jg and no such entries in J.. Let us check it. On the event Q,

2n
< *
5 1op o logn
where the second inequality uses assumption (3.19), which in particular implies that p > logn/(2n).
Since T (i =0, and Ly, contain the coordinates of & with the largest absolute value, it implies

that L, N L(A,) = @. Otherwise |Ly, | > |£(4,)¢], yielding a contradiction to (3.20). Hence we
also get that J; N L(A,) = @. Moreover, |J.| < |Ly,| = r,/pn. Therefore we now apply Lemma
3.12 to get a set A such that A°N Q37 has a small probability and on A N, there exist subsets
of rows I C [n] with |I5| > c3.126np for all s € [\/pn], such that for every i € I,, we have |a; ;,| = 1
for only one index j; € Js and a;; = 0 for all j € (Js U J)\{jo}. This means that Iy, Ia,..., I zm
are disjoint subsets. Moreover {Is} ¢ /mp) satisfy the property (3.2). That is,

(3.21) supp(row;(fold(4,))) N L(A,) = @, for all i € I, and s € [\/np].
Therefore, for s € [\/np] and i € I,
(fold([ln) : (xﬁ(gn)))i ~0

we deduce that

(3.20) |Le,| < <n—n'?<n—|L(4,),

TL(An)

and thus denoting w :=
Hx[n]\[, An)”2

| (fold(An) - (u+w)),| = |(fold(An)u)i| = |uj,| > [#(m5 (1)),

|
where the inequality follows from the monotonicity of the sequence {|2 (7} *(k))|}7_,. Hence

(p)*/?
[|fold(Ay,) - (u + w) H2 ZZ ((fold(A 2 > €3.12MP Z K((m; " (s)))°
s=1 i€l s=1
(np)“+/2
>czomp Y, (87 (K))?
k= (np) (=172
(3.22) = cs10mp |26, 13 > esaomp - (c3.6/K)*.

Note that all but the last step above continues to hold even when ¢, = ¢3. Combining (3.22) with
the bound on |[|v]|, (see (3.18)), we deduce that

x

fold(A,,) - > ||fold(Ay) (u 4 w)||, — ||fold(An)]| - llv]l,

\|$[n]\c(An)||2 9

(323) > \/c3.12mp - (Cgll(j/K)e* — 4K\/np . 4(63‘16/K)(Z*+1) > (53.16/K)Z*\/TL ,
on the set AN Qp N Qx N Q37, where the last inequality follows upon choosing c¢3.16 and ¢3.14
sufficiently small (independently of /).

Now it remains to consider the case ¢, = {y. Proceeding similarly as in (3.22) we have that

[fold(Ay) - (u+w)||, > v/ezomp - [|2l5
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and from (3.17), we have ||[v]ly = ||Zg+1lly < 2¢3.16K 1 ||Z4,l,- Therefore proceeding as before, on
ANQr N Qe NQ37, we obtain

(3.24) fold(A,,) ”” > (G5.16/K)" /np.

i llz2 ||,

Since np < C3.15logn, using Lemma 3.14 we also have that
1 1
2 > >
Csunp = C3.14C3.15logn —

T 2(An > (e3.16/K)%,

on the set 2§ N Q37, for all large n. This lower bound on ||z, £(4,)ll2 shows in particular in
particular that Z is well defined.

Combining (3.23)-(3.24), and using Lemma 3.12 and Lemma 3.15 we establish (3.13) for all
p € (0,1/2] such that log(1/p) < np < C3.15logn.

Next we consider the case when Cs 15logn < np < (¢4 ,n)%/3. For such choices of p € (0,1) we
use Lemma 3.15 to obtain that {£(A,) = @} with high probability. Using this fact one proceeds
similarly as in the previous case to arrive at (3.13). Below is a brief outline.

Similarly to {25}50;51 defined in (3.15)-(3.16), we first define {zg}g(’:tl by rearranging the mag-
nitudes of the coordinates of x and grouping them in blocks of length (np)e/ 2forl =1,2,...,4
and 2,41 being the remaining block. Next, we define ¢, to be the largest ¢ < ¢y such that
|2¢lly > (c3.16/K)". Equipped with the definition of £, we then define {J;, Js}selmp) similarly as
in the previous case. On the event {£(A,) = @} the requirement that Js N L(A,) = @ trivially
follows. Since np > C515logn by Lemma 3.15 we have that E([ln) = @ with high probability. This
allows us to use Lemma 3.12 to find disjoint subsets of rows {/s}¢| Jmap) With the desired properties
and hence by repeating the same computations as in the previous case we arrive at (3.24). Now
noting that ||z, £(4,)ll2 = 1, on a set with high probability, we obtain the desired bound in (3.13).

It remains to provide a proof of (3.13) for p € (0,1/2] such that np > (¢ ;,n)%®. For this range
of p we do not need the elaborate chaining argument of the previous two cases. It follows from the
following simpler argument.

Fixing # € Dom (m, c3.16K '), for k € SUpp(Z|1.y,)) we define J; = {k} and Jj, = supp(2[1.m)) \{k}-
Applying Lemma 3.12 with k = 1 and m = m we find disjoint subsets of rows {Ik}k€supp( (1m)
such that [Ix| > c312np for all k € supp(z(1.)) (note that by Lemma 3.15 L(A,) = @ with high
probability). Therefore, proceeding similarly as in (3.22) we obtain that

x (fold(An)x.m)i 2

yy [1:m)] [1:m)]

fold(A,) - —————|| >

) el % 2 2( ol )
2> €3.12Np Z % = €3.12Mp

X[1-
kesuppon) 2 [1m) |2

on set AN {L(A,) = @} N Q37 such that A° N Q37 has a small probability. Using the fact that
x € Dom (m, 03_16K_1) we observe that

L(1:m)

T =1 = [lzgmlle < 2pmirmllz < 316K~ Vml|zpgamlloo < 316K
2 1my ll2

2

L[1:m]
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Thus applying the triangle inequality we deduce that for any x € Dom (m, c3.16K _1)

| fold(A,)zll2 > _tim]_

Hx[lzm]”Q

L1:m)

fold(A e
Od( "l) Hx[lm}H2

- 4K\/ np < — L[1:m] + Hm[m-ﬁ-lzn] ”2)
2

2

C3.12Mp
> \/c3.12mp — 8¢3.164/Np > 5
on the event AN Qg N {L(4,) = @}, whenever c315 < %\/63,12. This together with Lemma

3.15 proves (3.13) for all p € (0,1/2] such that np > (c%,,n)?/3 and it finishes the proof of the
proposition. ]

3.2. Invertibility over vectors close to moderately sparse. In this section we extend the
uniform bound of Proposition 3.16 for vectors close to moderately sparse vectors. The following is
the main result of this section.

Proposition 3.18. Let A, be as in Assumption 3.1, Vy,and p be as in Proposition 3.16, and p >
cllo% for some constant ¢y > 0. Fix K > 1. Then there exist constants 0 < c3.18,3.18, C5 15, €3.18 <
oo, depending only on K, such that for any M with p~1 < M < ¢ 4n and yo € R™ we have

]P’(Elx € Dom (M, 03,18K_1) U Comp(M, p)\Vo such that ||Anz — yolly < C3.180/ NP
and [|[An, —EA,| < Kvnp) < exp(—¢3.18m).

As outlined in Section 2 the key to the proof of Proposition 3.18 will be to obtain an estimate
on the small ball probability. This will be achieved by deriving bounds on the Lévy concentration
function (recall Definition 2.1). The necessary bound is derived in the lemma below.

Lemma 3.19. Let C,, be a ny X ng matriz, where ny,ny > n (recall n:= |n/2]), with i.i.d. Ber(p)
entries. Then for any a > 1, there exist B,~v > 0, depending only on « such that for x € R"2,
satisfying ||z|| o / ||zl < ay/p, we have

L(Cnz, B -/np|lzlly) < exp(=7n).

Lemma 3.19 is a consequence of [6, Corollary 3.7]. The difference between Lemma 3.19 and [6,
Corollary 3.7] is that the latter has been proved for matrices whose entries have zero mean and
obey a certain product structure. The key to the proof of [6, Corollary 3.7] is [6, Lemma 3.5]. Upon
investigating the proof of [6, Lemma 3.5] it becomes evident that neither the zero mean condition
nor the product structure of the entries are essential to its proof. So, repeating the proof of [6,
Lemma 3.5] under the current set-up and following the proofs of [6, Lemma 3.6, Corollary 3.7] we
derive Lemma 3.19. Further details are omitted.

We additionally borrow the following fact from the proof of [6, Lemma 3.8].

Fact 3.20. Fiz M, < My < n and for any x € S"! define
Uy = u(z, M1) == wpan), Ve = (@, My, M) = 2y 41000), and 1y 2= 1(2, M2) = T 4100

Then, given any €,7 > 0 and a set S C S"! there exists a set M C S such that given any r € S
there exists a * € M such that

Vg Uz

Toalle ~ Tosll <7, and |lvell2 — |lvzll2| < e
T X

(3.25) ue — uzll2 < ¢, ‘
2
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and
n\ ([ n—>M 6\t e\ MM
. < = (2 _
(3.26) Ml < (Ml) <M2—M1> <€> (T)

The proof of Fact 3.20 follows from volumetric estimates. Indeed, one first fixes the choice of
the supports of u, and v, and constructs standard nets for u,, v;/[|vz||2, and [|vz||2 of desired
precision. Then bounds on the cardinality of follows by taking a union over the set of all possible
choices of the supports of u, and v,. We omit further details.

Now we are ready to prove Proposition 3.18.

Proof of Proposition 3.18. Fix M with p~! < M < ¢} ;4n and for ease of writing let us denote
(3.27) V1 := Dom (M, 03_18K_1) U Comp(M, p),

where c3.13 and ¢33 to be determined during the course of the proof. We will show that for any
y€eR”

(3.28) P ({Elx e Vi\Vo : [(An — pdpn)x — yll < 2¢3.18p/np} N Q%) < exp(—2¢3.18n),
where J,, is the n x n matrix of all ones and
(3.29) Q% ={||An, — EA,| < K\/np}.

First let us show that the proposition follows from (3.28). To this end, denote
Vo i={y eR" 1y =yo+ AL, |\ < V/np}.

It easily follows that ), has a net ), of mesh size ¢315p\/np with cardinality at most O(,/p/p) =
exp(O(logn)). Therefore, noting that for any y;,ys2 € R"

inf [|(An — pJn)z —y1ll2 — inf  [[(An — pJn)x — 22

< _
IEVl\Vo xEVl\VO — ||y1 y2H27

taking a union over y € Y}, we deduce from (3.28) that

(3.30) P inf (A, — Jpnp)x — yll2 < €3.080/mp ¢ N Q?( < exp(—¢€s.18n).
wGVl\meE)’n

Since yo — Jpx € Yy, for all z € S~ we further note that

3.31 inf A, — T — < inf |4,z — .
(1) B (= Tp)e e <t Az~ ol

This together with (3.30) yields the desired conclusion. Thus, it remains to establish (3.28).
To this end, we fix any = € V1\Vp,y € R™ and write

At AR 71 Y1
An = |:A$L’1 A%’2:| s xXr = (x2> s and Y= (y2) s

where A" and A%? are n x n and (n — n) x (n — n) matrices, respectively, Ay%, and (AZ1)* are
n X (n—n) matrices, z1,y; are vectors of length n, and 9, y2 are vectors of length (n—n). Similarly

we define {J);7 }7 j=1- With these notations we see that
1(An = pdu)z = yll3 = [(Ax" = pIy)or + (Ay? = pdy?)z2 — yil13

(AR = pp Dz + (AR? = pd %)z — ol 3.
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Also note that by Assumption 3.1 both Ap? and AZ' are matrices with i.i.d. Bernoulli entries
independent of Ay and A2?, respectively. Since z ¢ V, we have 2 (m1:n] oo/ |1 Zfm1m) l2 <
5 1sKm~1/2. Further, for j € [n], let us define
21(7) = Tparn) (7) - 10 € ), and 25(5) := Tppp1 (7) - 1 € [0]).

Therefore there exists i € {1,2} such that ||z}[l2 > [|# 412/ V2. Without loss of generality let
us assume i = 1. This implies that ||} |[c/||2}]]2 < 2¢51Km ™2 = 2¢514(ck15)"Y/2K \/p. Hence
applying Lemma 3.19 we see that for a sufficiently small ¢35, we have
(3.32)

P (|(An = pdn)a = yll2 < 41511 1mll2y/7p) < L (AR, 8815]127 [l23/np) < exp(—3en),
for some ¢ > 0.

To finish the proof we now use a e-net argument. Applying Fact 3.20 we see that there exists

M C V1\Vy such that for any = € V1\Vj, there exists £ € M so that (3.25) holds. Thus
Vg Uz [0zl

””55”2

vzl [lvzlly
Since T € V7 we also observe that
(3.34) Irzll2 < c318 K7V M ||rzllos < 2c318K " Jvg]l2,

where the last inequality follows from the facts that the coordinates of rz have smaller magnitudes
than the non-zero coordinates of vz and m < M/2. Since = ¢ Vj, we have

(3.35) |1Zma1mllz = 4/ lvzll3 + I7zl13 = p.

Therefore, it follows from above that ||vz||2 > ||rz|l2, whenever c3 13 chosen sufficiently small, which
further implies that ||vz|s > p/v/2. Hence, choosing ¢ < p/+/2, and proceeding similarly as in
(3.34) we deduce

(3.36) I72lly < 2e318K (|lvzlly + &) < desas K" o, -
Further note that
”An _pJn” < ||An - EAn” + HEAn - pJnH < HAn - EAnH +1,

where the last step follows from Assumption 3.1. So, using the triangle inequality, (3.25), (3.33)-
(3.34), and (3.36) we deduce

[(4n = pT)7 = yll2 < | (An = pJu)z — yll
140 = pJall (s = wslly + oz = vslly + 72l + 1l )

(3.33) [0z — vally < [ozlly + llvzlly |1 = <e+7vally-

2

(3.37) <||(Ayp — pdyn)z —yll2 + 4K /np - € + 2K /np - 7 - ||vz|l2 + 12¢3.18/np - vz ]|, -
Thus setting
(3.38) €= CZ}?I) and 7= —C;'Il;,

and shrinking c3 15 further, from (3.32) and (3.35) we derive that
P(3z € Vi\Vo : [[(An — pJn)z — yll2 < 2C3.18py/np)
(3.39) <P(3z € M1 [[(An — pJn)7 — yll2 < 485.18/|Zpnr 1) l2v/7P) < [M] - exp(—3en).
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With the above choices of € and 7, and any M < ¢§ ¢n, from (3.26) we have that

mze () () () = @) )

1 ~2 e C;.lSn 1 m+1
< eter) o (€2 ) T (2)

k
C3.18 p

for some constant C' depending only on K. Recalling the definition of p and m, it is easy to note

that
mlog <np> = o(n),
p

. This implies that for ¢ ¢ sufficiently small, if M < ¢ ;4n then

logn

for all p satisfying np >

Vl1oglogn
we have | M| < exp(¢n). In combination with (3.39), this yields (3.28). The proof of the proposition
is complete. ]

3.3. Invertibility over sparse vectors with a large spread component. Combining Propo-
sition 3.16 and Proposition 3.18 we see that we have a uniform lower bound on ||A,z||2 for z € V;
(recall the definition V; from (3.27)) with M = ¢} yn. As seen from the proof of Proposition 3.18,
the positive constant ¢} ;¢ is small. On the other hand, as we will see in Section 4, to obtain a
uniform lower bound on || A,z||2 over incompressible and non-dominated vectors x in the case when
A, is the adjacency matrix of a directed Erdés-Rényi graph, we first need to prove a uniform lower
bound on the same for € Vi« ., where
(3.40) Ve o := Dom(c*n, cK 1) U Comp(c*n, p),
with the constant ¢* close to one (in fact ¢* > % will do) and ¢ > 0 some another constant. This is
not immediate from Proposition 3.18 and it will be the main result of this short section.
logn
n
for some constant ¢y € (0,1). Fix K > 1 and ¢ € (0,1). Let My := biggfgn. Then there exist
constants 0 < ¢3.21,C3.21,C3.21 < 00, depending only on ciy and K, such that for any y € R™ we have

(341) P ({30 € Vigeo, \Vity + [1(An = pJ0) =yl < 421 |2 1yl } 0 9% )

< exp(—2¢3.211),

Proposition 3.21. Let A, be as in Assumption 3.1, p as in Proposition 3.16, and p > ¢

for all large n, where
(3.42) Vi, = Dom(My, 315K ~1) U Comp(My, p).

Consequently, for any yo € R™ we have
(3.43) IP’(EIJU € ‘/CS’CS-QI\VMO such that ||Apx — yolly < €3.21p/1D

and ||A, —EA,| < K«/np) < exp(—¢c321n).

As the set of sparse vectors that have a large spread component has a higher metric entropy
compared to that of the set of vectors considered in Section 3.2, the small ball probability estimate
derived in Lemma 3.19 will be insufficient to accommodate a union bound. To obtain a useful
bound on the small ball probability we use the following result. Before stating the lemma let us
introduce a notation: for any v € R™ and J C [n] we write v to denote the vector in R™ obtained
from v by setting v; = 0 for all i € J°.
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Lemma 3.22 (Bound on Lévy concentration function). Let v € R™ be a fized vector and x € R™
be a random vector with i.i.d. Ber(p) for some p € (0,1). Then there exists an absolute constant
C5.99 such that for every e > 0 and J € [n],

£ (@, 0) 021 = p) g ll22) < £ (@, 000,721 = )2 0y]22)

0]l )
<C39 e+ )
-2 ( P2(1 = p)2[ug]l2

The proof of Lemma 3.22 is a simple consequence of the well known Berry-Esséen theorem and
is similar to that of [36, Proposition 3.2]. Hence further details are omitted.

To utilize the bound from Lemma 3.22 we recall that any vector belonging to the third set has
a large spread component. This means that one can find a J C [n] such that ||vs]|o/||vs||2 is small
with the Euclidean norm of v; being not too small.

The proof of Proposition 3.21 is similar to that of Proposition 3.18. Recall a key to the proof of
Proposition 3.18 is the anti-concentration bound of Lemma 3.19 where the latter is a consequence
of Paley-Zygmund inequality (see the proof of [6, Corollary 3.7]). To prove Proposition 3.21 we
need a better anti-concentration bound. To this end, we note that any = ¢ Vi, has a large spread
component, i.e. a large non-dominated part. It allows us to use Lemma 3.22 instead of Paley-
Zygmund inequality. For matrices with independent rows, this together with standard tensorization
techniques produces a sharp enough anti-concentration probability bound suitable for the proof of
Proposition 3.21. For matrices satisfying Assumption 3.1 we additionally need to show that one
can find a sub-matrix of A, with jointly independent entries, such that the coordinates of x which
correspond to the columns of this sub-matrix form a vector with a large spread component and
a sufficiently large norm to carry out the scheme described above. Since the proof of Proposition
3.21 is an adaptation of that of Proposition 3.18 with these couple of modifications it is deferred
to Appendix B.

Remark 3.23. Proposition 3.21 shows that || A,z (|2 has uniform lower bound when z € Ve . ,, \Vay,-
Its proof reveals that the same bound continues to hold when V), is replaced by

Vg, = Dom(My, cK 1) U Comp(My, p),

for some small constant ¢ < c¢315. Changing the constant ¢33 to ¢ only shrinks the constants
€3.21,C3.21,C3.21. We will use this generalization in the proof of Lemma 3.26.

Remark 3.24. Propositions 3.16, 3.18, and 3.21 have been proved for n x n matrices. It can be
checked that the conclusions of these propositions continue to hold for (n — 1) x n matrices, with
slightly worse constants. In particular, they hold for the matrix A,, such that its rows are any
(n — 1) columns of the matrix A,, satisfying Assumption 3.1. We will need this generalization to
prove the desired lower bound on the smallest singular value of the adjacency matrix of a random
bipartite graph or equivalently for the random matrix with i.i.d. Bernoulli entries (as noted in
Remark 1.11). To keep the presentation of this paper simple we refrain from providing the proof
for this generalization. It follows from a simple adaptation of the proof of the same for square
matrices.

3.4. Structure of A 'u. As mentioned in Section 2, to deduce invertibility over non-dominated
and incompressible vectors we also need to show that, given any u € R, the random vector A 'u
must be non-dominated and incompressible with high probability. Since we will apply this result
with coordinates of u being i.i.d. Ber(p), we may and will assume that u does not have a large
support. With some additional work, the results of Sections 3.1-3.3 yield this.



30 A. BASAK AND M. RUDELSON

Moreover, as we will see in Section 4, to treat the non-dominated and incompressible vectors
when A, is the adjacency matrix of a directed Erdés-Rényi graph, we further need to establish
that given any J C [n] with |J| & Z, one can find I C J such that the vector (A, 'u); contains a
considerable proportion the non-dominated and incompressible components of the random vector
A tu. The proof of the latter crucially uses Proposition 3.21. These two results are the content of
this section.

We first begin with the corollary which shows that A, 'u is neither compressible nor dominated
with high probability.

Corollary 3.25. Let A, be as in Assumption 3.1, where p satisfies the inequality

np > log(1/p),

and p be as in Proposition 3.16. Fiz K > 1, ¢§ € (0,1), and yo € R™ such that | supp(yo)| < Cinp
for some Cy > 0. Then there exist constants 0 < ¢3.25,C325 < 00, depending only on cjj and K,
such that

]P’({Elx € R" such that z/||z||2 € Vez c5 005 [An — Yollo < C3050/np - |22

and [|A, —EA,| < Kw/np} N QS) <pTCes,
cs.0, Jrom (3.40) and the definition of Qo from (1.1).
Proof. Recalling the definition of V from (3.10), we first show that

where we recall the definition of Ves

(3.44) P ({3z € R" such that z/||z|2 € Vo, [[Anz — yolly < C3.25p/mp - [|z[2} N Q% N Q)
< n—253.25’

for all large n, where we recall the definition of Q9 from (3.29). We remind the reader that to
prove Proposition 3.16 we defined A,, to be the sub-matrix of A,, obtained upon deleting the rows
in supp(yo) and showed that ||A,x||2 is uniformly bounded below, with high probability, for all
x € Vy. As || Anz|]2 < ||Anx — yol|2 this yielded the desired result. Since the proof does not involve
10, except for the cardinality of its support, we therefore can carry out the exact same steps and
use the bound on the probability of Qf -, derived in Lemma 3.7, to obtain (3.44).

It remains to show that

(3.45) P ({3z € R" such that z/|[z]2 € Veg ;.. \Vo [ Anz — yolly < C25pv/mp - |22} N Q%)
< exp(—cn),
for some ¢ > 0. If there exists an x € R" such that |4,z — yol| < ¢3.250/7p - ||2]]2, then using
triangle inequality we find that
[1%oll2 [Anz — yoll2
[l]]2 ]2

on Q9. Further let us recall that for any x € S"~ !, we have pJ,z = A1 for some A € R with
|A| < +/np. Therefore, using triangle inequality once more we see that

< ||An = pdnl + pllJnll + < 2Knp,

{3z € R" such that z/||z(|2 € Ve c5, \Vo, [[Anz — molly < E325py/np - [|zll2} N Qb

YEYVy xGVLgYC&ZL \Vo

C { inf inf  ||(An — pdn)z —ylly < "5:3,25p\/np} N QY%
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where

V= {7~ ﬁ +AL; 7, A € R with [y] < 2Knp, [A] < \/ﬁp}.
Yoll2

Since Y, admits a net N of mesh size ¢3.25p,/np with cardinality at most (8K ./np/c3.25p)?, by a
union bound we see that it suffices to show that

(3.46) P ({3 € Vis ey, \Vo, such that [[(A, — pJn)z — ylly < 26305p/np} N Q%) < exp(—2en),

for any y € R™. Arguing similarly as in (3.34), we note that for any # € Dom(cin, 321 K1)

s 41:c5mll2 = 1% ez nr1:m) (2, and hence, for 2 € Dom(cin, c3.21 K1)\ Vi, we obtain that |20t 4 1:cmyll2 =
p/V/2. Therefore, (3.46) follows from (3.28) and (3.41). This yields (3.45) and combining this with

(3.44) now finishes the proof of the corollary. O

Building on Corollary 3.25 we now prove that for any J C [n] with [J| = Z, there exists a large
set I C J such that (A, 'u); has non-dominated tails and a substantial Euclidean norm.

Lemma 3.26. Let A, be as in Assumption 3.1, where p satisfies the inequality

np > og(1/p).

Fir K > 1, J C [n] such that 3| J) < B2 and yo € R™ with ||yoll2 € [1,Cnp] and |supp(yo)| <
Cinp for some C,Cy > 0. Then there exist constants 0 < c3.96, €3.20¢ < 00, depending only on K,
such that

122 1)l 1 22 4 1mpn |2
P|<{3dz ecR": A,z = yo and either Litming oo > or [51nin <prnQ%NQS
[#(2 11mnalle — es26v/n [E1P

< n_ESQ(i’
for all large n.

Proof. Let x € R™ be such that A,z = yg. Let us show first that the event ||:E[g+1;n]mj||2 < p can
occur with probability at most n=¢ for some constant ¢ > 0. Since |J| > 22, we have

[z nz+1m)ll2 2 1220400 ]l2s
where by a slight abuse of notation, for m < m’ < n, we write

T jaimm) (1) = Thnymn (1) - 1(0 € J).
Applying Corollary 3.25 with ¢ = £ we note that Hx[%nﬂm]Hgg pllz|l, with probability at least
1 —n~° Thus our claim on the upper bound on |22 ;1.2 follows.
Next, assume that

(3.47) ijﬂ[%—&-lzn]

We will prove that if c¢306 is chosen sufficiently small then this can hold only on a set of small
probability as well. This will complete the proof.

Denote w := T geu1:2] and z :=x —w = Tja[2 41 Then w # 0 and the assumption |J| > %"
implies that w € Sparse(7n/8). We will show that the vector A,w/ ||w||, is close to some set Y
having a small e-net. As w/||w||2 € Sparse(7n/8) N.S™~!, the desired probability estimate will then
follow from Proposition 3.21 and the union bound over the net.

Turning to carry out the above task, we note that the inequality (3.47) shows that

, S 326V HQ«“m[gH:n]

[e.o]

2]l = “xJﬂ[%-l—l:n]‘)Q < 3396 H-T[MO-H:%] ,
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. Since A,z = yg, this implies

where we recall My := ”7%221?5"

)

2

| Anw — yo +panH2 = H(An —pJn)zll2 < || An — pdn|| - HZHQ < 6c326K/np - Hm[Mo+1:%}

on the event Q9, where we recall its definition from (3.29).
For ease of writing let us denote w* := w/ [|wl|, and set y* := (yo — pJnz)/ ||w|ly. With this
notation, the previous inequality reads

”x[Mo-H:ﬂ} 2

where we used that Wiy 1 1:n/4) = T[n+1:m/4) b0 derive the last equality.

The inequality (3.48) already shows that A,w/||w||2 is close to y*. From the definition of y* we
further note that y* = Ayg + 1 for some A,y € R. This indicates that the natural choice for the
set ) is the collection of all vectors of the form Ayg + 1, A,y € R. To show that ) admits a net
of small cardinality we need bounds on A and ~.

We claim that y* € ), where

Y:={yeR":y= Ay +~1, for some A € (0,4Knp| and v € [—3v/np, 3v/np|}.
To see this we observe that the assumption A,x = yo implies that

[Anzlla o llyollz o 1 ’
[Anll — 2Knp — 2Knp

as ||yoll2 > 1 and ||A,|| < 2Knp on the event QY. Therefore,

(3.48) [Anw™ = y*[l2 < 6e3.26 K\/np -

9
2

]2 >

1
[wlle > lzpezylle > Sllzlle > 1/(4Knp).

From this and the inequality ||z|l2 < 2|Jwl|2 the required claim follows.
Since [|yoll2 < Cnp it is also immediate that the set ) admits a (¢3.21p,/np)-net N of cardinality

at most O(((np)2/p)?).

We next claim that w* ¢ V), with high probability, where
(3.49) Vit == Dom(Mop, C"%gffl) U Comp( Moy, ).
Proving (3.49) will put us in a position to apply Proposition 3.21.

To this end, using Corollary 3.25, we can assume that x/||z[|2 & Vi5/16,c,.,,, With high probability.
Hence, recalling the definition of w and using the monotonicity of the non-zero coordinates of
T[My+1:n) We have

(3.50) ”w[MoH:n}HZ > } ) ”37[n/s+1:n/4]H2 Hx[15n/16+1:n]”2
' Jwllz — 2 [E4P - (EP

Moreover, Winfy+1:n/4] = T(Mo+1:n/4]> A0 [|[Zasot1m/41 |2 = 31T s+ 1025 SO

Hw[MOJrlzn}Hoo Hx[MoJrlsn]HOO <3. Hx[MoJrl:n}HOO 3K

lwintgrimille — 2ot 1in/gll2 ~ s 1millz — esasv/ Mo’

where we applied Corollary 3.25 again in assuming that x/||z||2 ¢ Vi, with high probability, with
Vi, as in (3.42). Inequalities (3.50) and (3.51) confirm that w* ¢ Vi, with high probability.

(3.51)
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Now, setting c; = % in Proposition 3.21 (see also Remark 3.23), combining (3.41) with the union
bound over the net N' C Y, and applying triangle inequality we derive that

P ({ inf inf [(An — pJn)ws — yll2 < 46391 HwFMHL?]H%ﬁnp} N Q%)

yey w*ESparse(?n/S)ﬁS"—1\\7MO
< exp(—C3.217).

Thus recalling (3.48), and as y* € ), we see that for a sufficiently small c3 96, the inequality (3.47)
can hold only on a set of small probability. This finishes the proof of the lemma. ([l

4. INVERTIBILITY OVER INCOMPRESSIBLE AND NON-DOMINATED VECTORS

In this section our goal is to obtain a uniform lower bound on [|A,,z||2 over non-dominated and
incompressible vectors x, with large probability. As the set of such vectors possesses a large metric
entropy, one cannot replicate the approach of Section 3. As outlined in Section 2, we find a uniform
lower bound over the set of such vectors by relating it to the average of the distance of a column
of A, from the subspace spanned by the rest of the columns. To this end, we use the following
Lemma from [44] (see Lemma 3.5 there).

Lemma 4.1 (Invertibility via distance). For j € [n], let fln,j € R™ be the j-th column of A, and
let Hy j be the subspace of R"™ spanned by {An;,1 € [n|]\{j}}. Then for anye,p >0, and M <n,

1 — -
<epb JP) < & i CH, ) < p? .
‘2 <ep \/;> < Mj;]P)(dlSt(An,Jva) <p \/f)a)

Remark 4.2. Lemma 4.1 can be extended to the case when the event in the LHS of (4.1) is
intersected with an event 2. In that case Lemma 4.1 continues to hold if the RHS of (4.1) is
replaced by intersecting each of the event under the summation sign with the same event 2. In the
proof of Theorem 1.10, we will use this slightly more general version of Lemma 4.1. Since the proof
of this general version of Lemma 4.1 is a straightforward adaptation of the proof of [44, Lemma
3.5], we omit the details.

(4.1) P < inf Hflnw

x€Incomp(M,p)

Lemma 4.1 shows that it is enough to find bounds on dist(A, ;, Hy ;) for j € [n|, where A, ; is
the j-th column of A,, and H, ; is the subspace spanned by the rest of the columns. Furthermore,
from the assumption on the entries of A, it follows that one only needs to consider j = 1. For
j € [n]\{1} one can essentially repeat the same argument.

For a matrix A, of i.i.d. Bernoulli entries, the first column A, ; is independent of H, 1, so the
desired bound on the distance essentially follows from Berry-Esséen theorem (see Lemma 3.22),
upon showing that any vector in the kernel of a random matrix must be both non-dominated and
incompressible. This easier case is therefore deferred to Section 5 and is dealt with during the
course of the proof of Theorem 1.10. Here we will only obtain a bound on dist(Ay, 1, H, 1) when
A, is the adjacency matrix of either a directed or a undirected Erdés-Rényi graph.

To obtain a bound on dist(A,, 1, Hy,,1) we derive an alternate expression for the same which is
more tractable. This is done in the following extension of [56, Proposition 5.1].

Proposition 4.3 (Distance via quadratic forms). Let fln,fln,j and ﬁnd- be as in Lemma /.1.
Denote by C,, the (n — 1) x (n — 1) sub-matriz of A} obtained after removing the first row and
column of A,,. Furthermore, let 7,y € R" denote the first row and column of A, with the first
entry ai1 removed, respectively. Then we have the following:
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(i) If Cy, is non-invertible then

diSt(An,lv ﬁn,l) > sup |<y7 U>|>
veKer(Cp)NSn—1
where Ker(Cy,) := {u € R""! : C,u = 0}.
(ii) If Cy, is invertible then

1 B
(4.2) dist(Ap1, Hoy) = (G0l y) al;’.
L+ |Gt

Proof. 1t follows from the definition that
diSt(An,la ﬁn,l) > sup ’<An,17 h>|7
h

where the supremum is taken over all unit vectors h that are normal to the subspace H, 1. To
prove part (i) we only need to show that if v € Ker(C),) then the vector (2) is a vector normal to
I:In’l. This is immediate from the definition of C,, and I:In,l.

When C, is invertible and A, is a symmetric matrix, Proposition 4.3 was proved in [56]. A

simple adaptation of this proof yields Proposition 4.3 for any square matrix A,. We omit the
details here. O

From Proposition 4.3 we see that the relevant distance has two different expressions depending
on whether the (n—1) x (n—1) sub-matrix of A4,, obtained upon removing the first row and column
is invertible or not. In the latter case one can again use Lemma 3.22 to deduce the desired bound.
Hence the treatment of that case is postponed to Section 5.

Thus the main technical result of this section is the following. For ease of writing we formulate
and prove the relevant result for (n+ 1) x (n+ 1) matrices. With no loss of generality this extends
to m X n matrices, possibly with slightly worse constants.

Proposition 4.4 (Distance bound). Let A,, a matriz of size (n+ 1) x (n+ 1), be the adjacency
matriz of either a directed or an undirected Erdds-Rényi graph. Let A, be the n x n sub-matriz of
A, obtained upon deleting the first row and column of A,,. Denote &' and y to be the first row and
column of A, with the first common entry removed. Define

Q4 = {A, is invertible},
and firing K > 1 we let
Q% = {||A, —EA,| < K\/np}.
Then there exist an absolute constant c4.4 and another large constant Cy.4, depending only on K,
such that for any u € R and ¢ > 0 we have

Al y) —
(4.3) P }< n Y u} < 04_48/)2\/5 NQ% NQ, | < el/s 4 %.
-1 2 4 p
1+ [ An |3 v

Remark 4.5. It is believed that the optimal exponent of ¢ in the RHS of (4.3) is one. As x and
y are not independent, to obtain a bound on the probability of the event on the LHS of (4.3), we
need to use a decoupling argument (see Lemma 4.7 below). Even in the case of independent x and
y, to apply Lemma, 3.22 one still needs to replace the denominator by some constant multiple of
| A 1x||2. This amounts to showing that ||A; 'x|s > ¢ for some ¢ > 0. As the entries of A,, have
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a non-zero mean this poses an additional technical difficulty. These two steps together result a
sub-optimal exponent of € in the RHS of (4.3).

It is further believed that the second term in the probability bound of (4.3) can be improved
to exp(—cénp) for some ¢ > 0. To improve this bound, one needs to obtain a strong estimate
of the Lévy concentration function of A,v for v € S"~!. Such an estimate is impossible for a
vector with rigid arithmetic structure. On the other hand the set of such vectors has a low metric
entropy. Therefore, one needs to show that this metric entropy precisely balances the estimate on
the Lévy concentration function. Putting these two pieces together, the desired better bound on
the probability was obtained in [6] for sparse matrices with i.i.d. entries, for np > C'logn, for some
large C' > 1, and in [61] for symmetric sparse matrices when p > n~° for some ¢ € (0,1). To achieve
the same here for all p satisfying np > log(1/p) one requires new ideas. We refrain from pursuing
this direction.

Remark 4.6. We point out to the reader that results analogous to Proposition 4.4 were used in
[56] and [61] to control the invertibility over incompressible vectors for dense and sparse symmetric
random matrices, respectively. Here to prove Proposition 4.4 we encounter additional technical
difficulties to tackle the adjacency matrix of the directed Erdds-Rényi graph and also to handle the
non-zero mean assumption on the entries.

Before proceeding to the proof of Proposition 4.4 let us describe the idea behind it. We note
that if © and y were independent vectors with i.i.d. Bernoulli entries and if the vector A 'z was
neither dominated nor compressible then, on the event that A, is invertible, the probability of the
event

" {\<An1w,y> <)

147 >

would have been a consequence of Lemma 3.22. Therefore, applying Proposition 4.3(ii) we see that
it is enough to reduce the RHS of (4.2) to an expression similar to the above. This consists of several
critical steps. The first is a decoupling argument. This is done via the following lemma.

Lemma 4.7 (Decoupling). Fiz any nxn matriz B,. Suppose z and z are random vectors of length
n, with independent coordinates but not necessarily independent of each other. Further assume that
for every J C [n], zy is independent of Zjc. Let (z',2") be an independent copy of (z,%2). Then,
for any J C [n],

L ((an,i),€)2 <P (‘(Bn(ch —2%e),27) + (B (2ge — 2e), 2g) — v‘ < 26) ,

where v is some random vector depending on the J¢ x J¢ minor of By, and the random vectors
zje,2e, 2e, and 2.

Using [14, Lemma 14], in [56] (see Proposition 5.1 there), a version of Lemma 4.7 was proved
when B, a symmetric matrix and & = y. The same proof, with appropriate changes, works for
a general matrix B, and with the stated assumptions on the joint law of @ and y. We omit the
details.

Recall that in Section 3 the invertibility over compressible and dominated vectors was proved
under the general Assumption 3.1, and as seen in Remark 3.2, the assumption can be further
relaxed to include skew-symmetric matrices. Since skew-symmetric matrices of odd dimension are
always singular, one cannot expect to have a unified proof for all matrices satisfying this general
assumption. As we will see below, the proofs for the directed and the undirected Erdés-Rényi
graphs differ in choosing J C [n] in Lemma 4.7.



36 A. BASAK AND M. RUDELSON

So, first let us consider the case when A, is the adjacency matrix of a directed Erd&s-Rényi
graph. We see that to apply Lemma 4.7 one needs to condition on A,, (notice that the matrix B,
in Lemma 4.7 is a deterministic matrix). Once we show that

(4.5) Lt A7 |2 ~ p' 2 A s = Q(1),

with large probability, we can replace the denominator of the RHS of (4.2) by p'/2||A;"||us. This
allows us to condition on A,, and then apply the decoupling lemma with an appropriate choice of
the set J C [n].

To this end, we first show that (4.5) holds when  is replaced by its centered version . To tackle
the additional difficulty of the non-zero mean we then show that the eigenvector corresponding to
the largest eigenvalue of A, is close to the vector of all ones so that ||| A, 'x||2 — || 4, 1&|2| is small.

Let us state the lemma showing that ||A1Z o ~ p™/2[| A1 ||us-

Lemma 4.8. Let A, satisfies Assumption 3.1, with p such that np > log(1/p). Let x € R™ be
a random vector with i.i.d. Ber(p) entries, and &' be an independent copy of . Denote T =
x — Ex.Then we have the following:

(i) For every e, > 0,
Py (|47 2l < &2 2(1 = p) 2147 s ) = 1 - e,

where Py (+) denotes the probability under the law of x.
(ii) Fiz K > 1. Then, for every e, >0,
Kegt .
(46)  P({I42 @ =22 < 2p 2l 45 s} N1 0% ) < 4G ( + Wp) T gn,

where p as in Proposition 3.16.

The proof of Lemma 4.8 is deferred to the end of this section. The next lemma shows that A,
has a large eigenvalue and the eigenvector corresponding to that eigenvalue is close to the vector
of all ones.

Lemma 4.9. Let A, be an (possibly random) n x n matriz and for K > 1, let

Qi = {[[An — pJall < K /np},
for some p € (0,1/2] such that np — 0o as n — oo, where we recall that Jp is the n X n matriz of
all ones. Then on the event Qi , for all large n, the following hold:

(i) There exists a real eigenvalue \o of A, such that |Ao| > .
(ii) We further have

1 16K
v — —=1|| < ——=

< )
vnolly T /np

where vg € S"~! is the eigenvector corresponding to the eigenvalue \g.

Equipped with Lemmas 4.8 and 4.9, one obtains (4.5), which together with Lemma 4.7 implies
that one has to find a probability of the event

{ (A (e —xse), yg) + (A1) (yre — y)e), x5) — v
A7 |us

for some appropriate choice of J C [n]. Here the set J is at our disposal, v is as in Lemma 4.7,
(x',y’) is an independent copy of (z,y) and ¢ is some small constant. As A, is not symmetric and

(4.7) < ca‘pr} :
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the first row and column, after removing the first diagonal entry, are dependent, to obtain a bound
on the probability of the event in (4.7) we need a bound on the Lévy concentration function of a
sum of two correlated random variables. A natural solution would be to take a J C Jy C [n] such
that s, = 0 so that second term in the numerator of (4.7) vanishes. Having used this trick, in
order to be able to apply Lemma 3.22 we finally need to show that v’ has a large spread component
and ||v5|2 is not too small, where

. ANz e — ')

A (e — a2

The existence of a J C Jy C [n] so that v* has the desired properties is guaranteed by Lemma
3.26. Putting these pieces together one then completes the proof. Below we expand on this idea to
complete the proof of Proposition 4.4 for the adjacency matrix of a directed Erdds-Rényi graph.

Proof of Proposition /./ for directed FErdés-Rényi graph. As mentioned above, to apply Lemma 4.7
we need to show that (4.5) holds with high probability. To this end, we begin by noting that

L+ | An |3 < 24/1+ | AL 23 + 2p)| A, 1),
where & = {z;}_; € R" and Z; = x; — Exz; for i € [n]. Therefore denoting
Foi= {02145 102 < 72147 s |
and
Go 1= {14732 < &7 VP20 - )25 s}
we have that

(4.8) 1+ 147 2|3 < 47 V2 A7 s + 2

on the event F,, NG, where £ > 0 to be determined later during the course of the proof.
We claim that Q% C Fn. Indeed, using Lemma 4.9 we have that

1
49 PIATl < Vi Al + v |47 (Je1-w)

vn
N 1 1
< M2 1A =1 =
SwW +vnp - |4, |ns Tl

2

2
< — 4+ 32K||A; Y us,

where in the last step we have used the fact that Q% C Qo for all large n. Using Jensen’s inequality
applied to the empirical measure of the square of the singular values of A,, (or equivalently using
AM-HM inequality) we see that
[ Anlis - 147 Ifis = n*.
Since
1AnllEs < 20140 — EAulfis + 2 EAnlfis < 2n - (K2np) +2(np)* < 4K>n’p,
on the event Q(}(, we deduce that

(4.10) 1A s > 1/(2Kp'/?).
Plugging this bound in (4.9) and setting &1 < 107K 2 we derive that Q% C F,.
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Hence, estimating P(G,,) by Lemma 4.8(i) and using (4.10) again, we obtain from (4.8) that

‘<A;1$, y) - u‘
1+ || Anta3

(4.11) P <ep?p'? 3 Nl

<P ({047 2, y) — ul < 5eey Pppl A7 s f 1 Q% NG ) + 21

Therefore, to complete the proof it remains to find a bound on the first term in the RHS of (4.11).
Now we will apply Lemma 4.7. Recalling the fact that 27 and y are the first row and column of
A, after removing the first diagonal entry, using the representation (1.12) we note that

x;=0; - and yi = (1 —0;) - wy,

where {v;},{w;}, and {0;} are sequences of independent Ber(2p), Ber(2p), and Ber(1/2) random
variables, respectively. Set J := {i € [n] : §; = 0}. Upon conditioning on 0 := {0; }c[,,) We see that
xj =0, and y; and x e are distributed as i.i.d. sequence of Ber(2p) random variables. Denote

T, =P ({‘(A;lx,w —u| < 5&81_1/2]9[)2"14;1“Hs} N Q%) .

An application of Jensen’s inequality and Lemma 4.7 yields that
_ B 2
(412) 0% < B[ (47,0}, 52 s 145 ) | 4ns6) Ty |

<E[P(|(47" (v =) ) — o] < 10e; 2pp?| A7 s | Ans0) g,

where
o = w; 1€J . Yi 1€ J¢
T10 diege YT lo0 ieJd
~' an independent copy of 4, and v is some random vector depending only the J¢ x J¢ minor of
ALt 5, and v

Estimating the RHS of (4.12) relies on Lemma 3.22. To apply it, we need to bound the probability
appearing there by the Lévy concentration function from this Lemma. We show that this can be
done after discarding two events of a small probability.

To this end, denoting

G = {1451 (v = )12 = 1920l A7 s §
we see that
_ —1/2 - ~ ~ -3/2

(4.13) {‘(Anl(ﬁy —v), @) — v‘ < 10e¢; / prHAanHs}ﬂgn C {](E,w} —v] < 10egq / pl/zp},
where -1 )

¢ = fl(’y_ﬂyl) e st V= —— Y .

[An" (v =)z [An" (v =)l2

As wjc = 0, to be able to apply Lemma 3.22, we have to select a set I C J such that &; has a
substantial Euclidean norm and is non-dominated, with large probability.

So, we define
5 1€2 11107 lloo 1
gn = 4 < : E n . Z p '
{ Iz snmplls ~ ey | Sl+tmins 2

and
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As the coordinates of =o; are i.i.d. Ber(2p), setting I := supp(ﬁ[%ﬂm]ru), and using Lemma 3.22
we find that

(4.14) P (\(E,w) — 7] < 10672 *pY2)p ‘ An,O,'y,'y’) I;.

—3/2 -3/2 1

<L <<£I,WI>7 20ee; *p2(1 —p)I/ZHEI\b) I5 < 20052 <€51 4 0320\/”79) :
To complete the proof it remains to show that both QNn and §n have large probabilities. First
let us show that P(G¢) is small. By Chernoff’s bound, there exists a set 2, such that on that set
|supp(y—=')| < Cynp and ||[y—+'||2 € [1, Cnp] for some Cy, C' > 0, with P(€2,) > 1—exp(—énp), for
some constant ¢ > 0. Moreover, by Chernoff’s bound again, there exists a set {2y with probability
at least 1 — exp(—cyn), for some ¢, > 0, such that %" < |J| < %” on y. Hence, applying Lemma
3.26 we find that

(415) RGN 0%) <E[P(G2n 0% | 0,77 ) Tn,nn, | +P(25) +P(25)
< n~%2% 4 exp(—enp) + exp(—cyn).

Next, let us show that @L has a large probability. Recall that - is a random vector with independent
Ber(p) coordinates, and 4’ is an independent copy of 4. Using Lemma 4.8(ii) we obtain that

(416) PG50 0%) =P ({47 @ — @) l2 < c1p2oll A7 s | 1 O )
Kc3 .
< 8C5.99 <€1 + CSQL) + 2n %25,
V1P
where x’ is an independent copy of x, establishing én has a large probability.
Now, combining (4.13)-(4.16), from (4.12) we derive that

_ c
Y2 < Cley+ee; )+ — +n7¢,

Valy
for some large constants C,C, and some small constant c¢. This together with (4.11) now implies
that

Atz y) —u _ C c
p () Az )~ <ep?p'/2\ Nl gC(sl+s1/2+51/2513/4)+71/4+n—5.
1+ || A7 I3 (np)
Finally choosing €1 = % and replacing € by £/C? the proof completes. O

Next we carry out the proof for the adjacency matrix of a undirected Erdds-Rényi graph. It
follows from simple modification of the same for the directed case. Hence, we only provide an
outline indicating the necessary changes.
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Proof of Proposition 4.4 for undirected Erdds-Rényi graph. Since in the undirected case ©® = vy,
proceeding similarly to the steps leading to (4.11) we derive that

‘<A;1$a $> - u‘

1+ 1147 23
<P ({‘(A;lzc,a:) — u‘ < 5551_1/21),02\\14;1\\}13} N Q(}{ N Qn> +e1.

Next set J := {i € [n] : 9; = 0} where {0;}c[, are ii.d. Ber(3). Using this choice of J we then
apply Lemma 4.7 to see that

(4.18) T2 <E [IP’ (‘<A,r:1(mjs — @), xy) —v| < 5551_1/2pp2HA;1HHS ’ Ay, J> HQ%} )

(4.17) P <ep?p'/? 3 N QY

where

T, =P ({|<A;1m,:1:> —u| < 5651_1/2pp2||A;1||Hs} N Q%) )

and v is some vector depending on the J¢ x J¢ sub-matrix of A,, @ e, and &’.. As the entries of
the random vector @y are i.i.d. Ber(%), using Lemma 4.8(ii) we find that

_ ch_l _
4.19 PGS NOY%L) < 1605 o 321 Oy, ~€3.25
( ) (G, k) < 3.22 <€1+ N + 2n ,
where B
G 1= {147 @e = @ho)lle = 21201 A7 s }
As

{1047 @se = @he), ) 0| < Beey PPpp A7 s | 1T © {| (& ) — 0] < Beey 22}

where

_ ANz — 2 v
€= —7 (@ ,J ) e st and V= p )
1A (@ e — ape) 2 1A (@ e — alpe) 2
proceeding similarly as in the proof in the directed case the remainder of this proof can be completed.
We leave the details to the reader. 0

We end this section with proofs of Lemmas 4.8 and 4.9.

Proof of Lemma 4.8. The proof of part (i) is essentially an application of Markov’s inequality. To
this end, we note that

n n n
(4.20) 1A 25 = (A @ e)® = Y (A" e, @) = Y (ALY Terl3 (wn, @),
k=1 k=1 k=1
where
A e
1A= Texl3’
and ey, is the k-th canonical basis vector. Since ||wg||2 = 1 and the random vector & has zero mean
with i.i.d. coordinates we have

Eqe [(wk,a_:>2] = Varg ((wg, x)) = Var(z1) = p(1 — p),

Wy -
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which in turn implies that
E. (|4, 2(5] = p(1 —p) D I1(A) Texls = p(1 — p)[I A, (s
k=1

where E, and Var, denote the expectation and the variance with respect to the randomness of .
The conclusion of part (i) now follows upon using Markov’s inequality.

Turning to prove (ii), we denote py := ||(4, ) Terll3/| A, |2s. As Sop_; pr = 1, proceeding as
in (4.20), and applying [56, Lemma 8.3] we note that

(421) P (14, @ - 2)ll2 < eap2pl 47 s | A0) =P (me, z—a')? < <2pp? | An>
k=1

n
< QZPkP ((wk,a} —2/)2 < 2e2pp? ”U An) .
k=1
As >0 pr = 1, the advantage of working with the RHS of (4.21) is that it is enough to find
the maximum of the probabilities under the summation. To find such a bound we would like to
use Lemma 3.22. This requires to show that wy is neither dominated nor compressible with high
probability.
(An)Tes
1(An ) Ter]l2”
applying Corollary 3.25 with ¢ = 1/2, we obtain that

Turning to this task, recall that wy = Since Al also satisfies Assumption 3.1,

(4.22) P ({{wy,z —')* < 2e3pp®} N QY%)
<E [P <<wk, xr — 2L'/>2 < 2€zpp2’An> I(wy, ¢ ‘/1/2703_21 )] 4 pC25,
If Wi ¢ ‘/1/2703‘21 then

||(wk)[n/2+ln]||oo < 2K
(W) my2t1mllz — c321v/n

[ (wk) /241 ll2 > p and

So now we apply Lemma 3.22 to find that

-1

P (’(wk, xr — 1;/>} < 25*p1/2p‘An) I(wy, ¢ VI/Q’C”l) < 4C5.99 <5* + %) ,
where we have used the fact that p < %. This, together with (4.22), upon taking an average over A,
in (4.21), such that Q% holds, yields the bound (4.6). This completes the proof of the lemma. [
Proof of Lemma 4.9. Denote
8K
/P
where for brevity we write e := ﬁl. Define the function F': W — R" by
A,x

(Apz,e)

We claim that F(W) C W. We will see below that proving this claim will imply that A, has a
large eigenvalue and the eigenvector corresponding to that large eigenvalue is close to e.

Wi {wers jucly< S5 and (we)=1).

F(x):=
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To check the claim, note that for any x € R™ we have (F(z),e) = 1. Therefore it remains to
show that

8K
4.2 F(z)—e|2 < —, forall :
(4.23) I1F(z) —el < ==, forallzeW.

To this end, for any x € W we write £ = e + y where from the definition of the set W it follows
that |y, < j—%. As (xz,e) =1 and ||e||, = 1 we further have that (y,e) = 0, which in turn implies
that A,y = (4n — pdn)y. As
(A, —pd,)e = A,e — npe,
we deduce that
|Ane — npe|2 < K\/np
on the event Q. So we obtain that

8K
(424) [ Az —npelly < [Ane — npelly + [|4n — pdul - Iyll, < K v/iip (1 + Wp)

on the event Q. Thus using Cauchy-Schwarz inequality

(4.25) |(Apz,e) —np| < K\/np <1 + jiip) .

Using the fact that np — oo as n — oo, and the triangle inequality we also see from above that
(4.26) (Anz,e)| = 2,

for all large n. Combining (4.24)-(4.26), and using the triangle inequality once more, we derive
that on the event Qp,

[1F(z) —efl, <

|Anz —npellz | [[((Anz.€) —npefls 4K <1+ 8K> . 8K
[{(Anz, €)] [(Anz, el ~ /P VD) T/’
for all large n. This proves (4.23) and hence we have the claim that F(W) C W.

Now to show that the claim implies the existence of a real large eigenvalue we apply Brouwer
fixed point theorem. It implies that there exists w € W such that

Apw = (A w, e)w.

Equivalently, w is an eigenvector of A,, corresponding to the eigenvalue \g := (A,w,e). The lower
bound on |Ag| follows from (4.26). To complete the proof of the lemma we note that

8K
VD

llwlle = 1] < [lw —ef]2 <
Therefore setting vy := w/||wl||2 we obtain

lvo — efl2 < [lw —ells + [lwllz -

1 _‘ 16K
lwlle |~ P

This finishes the proof of the lemma. ([l
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5. PROOFS OF THEOREMS 1.1 AND 1.10

In this section we prove Theorems 1.1 and 1.10. First let us prove part (ii) of Theorem 1.10. We
will show that the conclusion of Theorem 1.10(ii) holds under a more general set-up, namely when
the entries of A, satisfy Assumption 3.1.

Proof of Theorem 1.10(ii). The proof of (ii) is standard and is provided for a reader’s convenience.
We begin by noting that if A,, satisfies Assumption 3.1 it is enough to show that

c Ci.10
(5 1) ( O,Col) = 210g 3

where ) .01 is the event that there exists zero columns in A,,.

To prove (5.1) we use Chebychev’s inequality. We will show that Var(.4") ~ E[.4], where ./ is
the number of zero columns in A,,. This observation, together with the fact E[./] — oo as n — oo,
whenever np < log(1/p), will show that .4 cannot deviate too much from its expectation with
large probability. Then, noting that QS,CO] = {A = 0}, the desired probability bound on Q&CO]
follows. Below we carry out this task.

To this end, denote I; := I;(A,,) to be the indicator of the event that the i-th column of A4, is
zero and therefore A4 = 37" | I;. It is easy to note that under Assumption 3.1 we have

(5.2) E[A]=nP(I; =1) >n(l —p)".
On the other hand, we see that
(5.3) Var(I) <EL; < (1 —p)" !, ieln).

Using the fact that the entries of A, satisfy Assumption 3.1 we further observe that for any
i # j € [n] the entries of the sub-matrix of A, with rows ([n]\{4,7}) and columns {i,j} are
iid. Ber(p) random variables. Therefore

Cov(I;, L) = E(LLy) — E(L) - E(I))
< P(ake =0, (k,0) € (n]\{i,5}) x {i,j}) — (1 —p)*"
(5.4) = (1—p)*™ — (1 -p)*™ < Cp(1 - p)*",

for some absolute constant C', whenever p < 1/2. Thus combining (5.2)-(5.4) and using Chebychev’s
inequality we deduce that

n(l—p)" ' 4+ Cn?p(1 — p)*"
(Er)?

P <M/—E/V| > ;E/V) <4

4(1+Ce™)
< 1t0p< ——

(1-p)-E[A] (1—p)-E[A]
where the last step follows from the fact that

p(1 —p)E[A] <np(l —p)" <npe™™ < sup ze ®=e L
z€(0,00)

(5.5)

To complete the argument it remains to find a suitable lower bound on E[.#7]. To this end, we
note that the assumption np < log(1/p) implies that p < 2logn/n. Therefore using the inequality
log(1 — x) > —x — 22 for x € (0,1/2] we obtain that

o )2 2
E['/V] Zn(l_p)n an.e_n(p+p2) .p_]- an.e_4<li : an <1_4(10gn)) > %7
n
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for all large n, where in the third inequality above we have again used the assumption np < log(1/p).
Thus noting that

S,COIZ{WZO}C{’JV—EJV|Z;EJV},

and using (5.5) we arrive at (5.1) when p > 1°2gn". Ifp < 102’%;”, we use a different bound on E[4]:

logn 2y/n ~ logn

Proceeding as above and combining these two cases completes the proof. O

Next combining results of Sections 3-4 we finish the proof of Theorem 1.10(i). Upon recalling
Remark 1.11 we note that Theorem 1.10(i) for A, = Adj(BG(n,p) follows from Theorem 1.1.

Therefore we prove Theorem 1.10(i) only A4,, = Adj(G(n,p,)) or Adj( G (n,py)).

Proof of Theorem 1.10(i). Recalling that Q% = {||A, — EA,| < K./np}, we note that for any
9 >0,

]P’({smin(An) < 9N Q(}()

(5.6) <p({ nf [ Aall, < 9} nak) +P({ inf [ Ayall, < o} nog),
where
(5.7) V= S"il\(Comp(n/Z,p) U Dom(n/2, (63_21K71)>,

and p as in Proposition 3.16. Since A, the adjacency matrix of any of the three random graph mod-
els under consideration, satisfies Assumption 3.1, using Propositions 3.16, 3.18, and 3.21, setting
yo = 0, we obtain that

(5.8) P( ien‘ﬁc [Anzlly < min{cs s, €321 }pv/np, [|[An —EA,[| < K\/@) < 3n~10,

Hence, it remains to find an upper bound on the second term in the RHS of (5.6). Using Lemma
4.1, we see that to find an upper bound of

. p
P({ i 1urls < e’ [ 0t

it is enough to find the same for
(5.9) P({dist(Amj, H, ;) < cl_lopz\/ﬁs} N Q(])() for a fixed 7,

where A,, ; are now columns of A,, and Hj ; := Span{4,;, i € [n]\{j}} (see also Remark 4.2). As
A, satisfies Assumption 3.1, it suffices consider only j = 1.

Turning to bound dist(Ay, 1, Hy,1), we denote Cj, to be the (n—1) x (n—1) matrix obtained from
AT upon deleting its first row and column. For the adjacency matrices of directed and undirected
Erdés-Rényi graphs our strategy will change depending on whether C), is invertible or not.

Using Proposition 4.3(i) we see that

(5.10) P ({dist(An1, Hn1) < cr10p”vpe} N Q% N QL)
‘(Cﬁli& Y) — 011‘
1+ [|Cn e,

=P < Cl_l()p2\/]36 QQ%OQJF ,
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where by a slight abuse of notation we write Q0 := {C,, is invertible}, T, y are the first row and
column of A, respectively, with the (1,1)-th entry a;; removed. As ||C,, — EC,|| < ||A, — EA,||,
using Proposition 4.4, setting ¢j.19 < ¢4.4, we see that the RHS of (5.10) is bounded by

C
(5.11) el/s 4 22

4 np
This yields the desired bound on the event that dist(Ay 1, Hy,1) is small on the event Q. It remains
to find the same on the event QS . Turning to do this task, we apply Proposition 4.3(i) to obtain
that

(5.12) P({dist(An,l, Hyy) < cl_lgpz\/ﬁs} oY N Qi)

P({Elv € Ker(C,)NS™2: |(y,v)] < 614108,02\/]3} N Q(I]()

As A, satisfies Assumption 3.1, so does C),. Therefore using Propositions 3.16, 3.18, and 3.21 again
we obtain that

(5.13) P({Jve S" 2NKer(Cp):v € VEINQY) < 3n 10,

where we recall the definition of V' from (5.7). Note that to obtain (5.13) we need to apply the
propositions for a (n — 1) X (n — 1) matrix. This only slightly worsens the constants.

Next, by Assumption 3.1 the matrix C,, and the random vector y are independent and the
coordinates of y are ii.d. Ber(p). Moreover, if v € V then from the definition of V it follows
that v is neither dominated nor compressible. Hence, conditioning on such a realization of v €
S"=2 N Ker(Cy,), applying Lemma 3.22, and finally taking an average over such choices of v we
obtain

2K
14 IP({H Ker(C,, : Ny, 0| < Z}QO)<:: ).
(5.14) veKer(Cp) NV [y,v)| <cirioep /Py NQg ) < Cz09 e+ P
To complete the proof for the adjacency matrices of the directed and undirected Erdds-Rényi

graphs we simply take ¢y = % and Cyp = 1 in Theorem 1.16 and then set K = (' 15. Now combining
(5.8)-(5.14), applying Theorem 1.16, and substituting the bounds in (5.6) we arrive at (1.14) when

An = Adi(G(n,pn)) or Adi(C (n,pn). =
We end this section with the proof of Theorem 1.1.
Proof of Theorem 1.1. Let A, be the matrix with i.i.d. Ber(p) entries. Recall from the above that

it suffices to derive the desired bound for (5.9) for j = 1. Note that dist(A, 1, Hn1) > [(An1,0)]

for any v € Ker(ﬁn) N 5" where A, is the (n — 1) x n matrix whose rows are the columns
Apo,...,Appn. Since the entries of A,, are independent, we apply Propositions 3.16 and 3.18 for

the matrix A (although these were proved for square matrices, they have a s1mple extension for

A,,; see also Remark 3. 24) to conclude that any v € Ker(A )NS™ 1 must be in V with probability
at least 1 — n~¢, for some ¢ > 0, where

V= 5"71\(Comp(cp71, p) UDom(Cp~*, (03.21K71))7

and C' < oo is some constant, to be specified below. Upon using Theorem 1.16 we observe that it
remains to argue that

(5.15) IP’({EIveKer(A YAV [(Ap1,v)] < er10ep f}mQO) <edn o,
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for some ¢, > 0. To this end, we borrow ideas from the proof of [6, Theorem 1.1]. Since np >
log(1/p) we have that np > logn/2. From [6, Proposition 4.1] it follows that for such choices of p,
with probability at least 1 — e~¢", for some ¢ > 0, we have that D(v) > exp(—c’np), where D(v)
the least common denominator, as defined [6, Definition 2.6], of the normal vector v and ¢’ > 0
is some constant (We point out to the reader that [6] considers the case np > Clogn, for some
large constant C' < oo. However, one can check that [6, Proposition 4.1] holds for all p such that
np > ¢ologn for any ¢y > 0). Conditioning on a v such that D(v) > exp(—c’np) we now apply [6,
Proposition 4.2] to deduce that (5.15) holds for such a vector v. This concludes the proof of (5.15)
and therefore the proof of the theorem is now complete. O

6. BOUND ON THE SPECTRAL NORM
In this short section we prove Theorem 1.16 which yields the desired bound on |4, — EA,]||.

Proof of Theorem 1.16. The proof consists of two parts. We will show that || A, —EA, || concentrates
near its mean and then find bounds on E||A,, — EA,||. First let us derive the concentration of
|A, —EA,||. Since a;; may depend on a;; we split A, into its upper and lower triangular part
(excluding the diagonal), denoted hereafter by AY and AL, respectively, and work with them
separately.

The function |AY —EAY| when viewed as a function from R™"~1/2 to R is a 1-Lipschitz, quasi-
convex function. So using Talagrand’s inequality (see [10, Theorem 7.12]) we obtain that for any
t>0,

(6.1) P (||AY — EAY| — M, | > t) < 4exp(—t>/4),

where M, is the median of ||AY — EAY||. Using integration by parts from (6.1) it also follows that
|E||AY —EAY|| — M| < C* for some absolute constant C*. Since A, satisfies Assumption 3.1, so
does A'. Hence, proceeding similarly as above, we find that same holds for AZ. As the entries of

A,, are {0, 1}-valued it follows that ||AP —EAP|| < 1, where AL is the diagonal part of A,. Hence,
using the triangle inequality and the condition np > c¢glogn, we deduce that

62) P (||An —EA,| <E|AY - EAY|| + El|A; — EA7|| + éxﬁnp) < exp(—Cplogn),

for some large constant C.

Now it remains to show that E||4}, — EA}|| < C/np for 1 € {U,L}. To this end, let A}, be an
independent copy of A, and R,, be a n xn symmetric matrix consisting of independent Rademacher
random variables. Since, the entries of A,, — A/ have a symmetric distribution, applying Jensen’s
inequality we obtain that,

(6.3) E| A} —EAJ|| <E|A; - A7 = E[ Dy © Rall,

where we denote D,, := A,,— A/, and D,, ® R,, denotes the Hadamard product of D,, and R,,. Next,
let us denote G,, to be a n X n symmetric matrix with independent standard Gaussian random
variables and |G| to be the matrix constructed from G,, by taking absolute value of each of its
entries. We write [E, and E, to denote the expectations with respect to R, and G, respectively.
Therefore, applying Jensen’s inequality again

(6:4) ErlIDY©Rall = [ 3Er DY O RaGEIGH| < | FEEIDY O RuGall = [ FEIDE G,
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This implies that it is enough to bound E[|DY ® G,||. Using [3, Theorem 1.1] we obtain that
(6.5) EyIDY © Gull < C [0+ Viogn|,

0 = max { max E 012 . max E 02,
i - 5J j - ]
J (2

0; j is the (4, j)-th entry of D,,, and C'is an absolute constant. Using Chernoff bound and the union

where

bound we note that there exists a constant C’ depending only ¢q (recall p > ¢ loi ), such that
P(Q)>1-n"%  where Q:={o<C'\/np}
Therefore fixing a realization of D,, such that o €  from (6.4)-(6.5) we find

C
ErHDrI{@RnH < 5\/” )

for some constant C, depending only on cg. On the other hand noting that the entries of D,, ® R,
are {—1,0, 1} valued it is easily follows that ||D,, ® R,| < n. So

E|DY © R,| < E [I(Q)E,|DY © Ry||] + nP(2°) < Cy/p.

Hence, from (6.3) we now have
E|AY — EAY| < C/ip.
Same bound holds for E||AZ — EAE||. Therefore the proof now finishes from (6.2). O

APPENDIX A. STRUCTURAL PROPERTIES OF THE ADJACENCY MATRICES OF SPARSE GRAPHS

In this section we prove that certain structural properties of A,, as listed in Lemma 3.7, hold
with high probability when A,, satisfies Assumption 3.1 with p such that np > log(1/Cp), for some
C > 1. We also show that under the same assumption we have bounds on the number of light
columns of A,,, namely we prove Lemma 3.15.

First let us provide the proof of Lemma 3.15.

Proof of Lemma 3.15. The proof is a simple application of Chernoff bound and Markov’s inequality.
Since the entries of A,, satisfies Assumption 3.1, using Stirling’s approximation we note that
donp n—1 e donp
Pleol (4, istight) < Y (") V)t < 20 () - exp(ptn — dunp)
0
=0

(A1) < exp (< |1 dup - awtoe (5] ).

where in the second inequality we have used the fact that p < 1/4. Therefore, for np > C'logn,
with C' large, using the union bound we find E[|£(A,)|] < 1/n. Hence by Markov’s inequality we
deduce that
P(L(Ay) # 2) = P(L(An)| > 1) < E|£(4,)]] < 1/n.
To prove the upper bound on the cardinality of £(A,) we note that the assumption np > log(1/Cp)
implies that np > (1 — ¢) logn, for any 6 > 0, for all large n. Therefore, using (A.1) and Markov’s
1

inequality, setting § = 5, we find that for np < 2logn,

P(L(AD)| > nb) < n3E|C(AL)| < nd - 05 - n2ort2olon() - —F

©|=
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for all large n, whenever §g is chosen sufficiently small. For p such that 2logn < np < Cs15logn
we note from (A.1) that
1

P(col;(A,,) is light) < o J € [n].

Therefore, an union bound followed by Markov’s inequality yield the desired result. O

Proof of Lemma 3.7. We will show that each of the six properties of the event 37 hold with
probability at least 1 — Cn~2%7, for some constant C' > 0. Then, taking a union bound the desired
conclusion would follow.

First let us start with the proof of (1). Since the inequality np > log(1/Cp) implies that
np > logn/2, for all large n, it follows from Chernoff bound that property (1) of the event Q37
holds with probability at least 1 — 1/n, for all large n. We omit the details.

Next let us prove that property (2) of €37 holds with high probability. For (i,5) € ([g]) and
k € [n] denote by €; ;)1 the event that the columns col;(Ay), col;(A,) are light and ay;, ay ; # 0.
Note that the event that two light columns intersect is contained in the event U; ; £{1(; ;) .- Therefore,
we need to find bounds P(€(; j) ). Since the entry a; ; may depend on a;; we need to consider the
cases k € [n]\{i,7} and k € {3, j} separately.

First let us fix k € [n]\{7,7}. We note that

Qi e € {ars = ar; =1, |supp(coli(An))\{i, j}|, | supp(col;(An))\{,j}| < donp} .
Therefore, recalling that under Assumption 3.1 the entries of the sub-matrix of A, indexed by
([n)\{i,7}) x {i,7} are i.i.d. Ber(p) we obtain that

2e

P(Qijyx) < p*exp <—2np [1 — dop — 6o log (5())}) =:q,
for all large n, where we have proceeded similarly as in (A.1) to bound the probability of the event

{I'supp(col; (An))\{7, j}, [ supp(col;(An))\{é, j}| < donp} -
Since np > log(1/Cp) an application of the union bound shows that

n - 2e
P U Q| <n- <2>q < e (np) - exp <—np [1 — 260p — 25 log <5>D

i€ ln] k¢ (i) ’
9 2
(A.2) < % - (np)? - exp <—np [1 — 28pp — 2dp log (;)}) <n ¢
0

for some absolute constant ¢ and all large n, where we use that np > log n/2, which as already seen
is a consequence of the assumption np > log(1/Cp).

Next let us consider the case k € {i,j}. Without loss of generality, let us assume that k =i. We
see that

3

Q(i,j),i C {ai,j =1, |Supp(C01i(An))\{i7j}|7 | Supp(COlj(An))\{i,j}| < (50?1])} .
Hence proceeding same as above we deduce

n 2e
i#j€n]kelij}

2
(A.3) <plte ™. (np)? - exp (—np [1 — 200p — 20¢ log <56>]> <n “
0
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So combining the bounds of (A.2)-(A.3) we conclude that property (2) of 23 7 holds with probability
at least 1 —n =267, 4

Now let us prove that (3) holds with high probability. We let j € [n], I = (i1,...,ir,) € ([n}r\,O{J}),
and ki, ..., ky, € [n], for some absolute constant 7y to be determined during the course of the proof.
Denote by Qj7l,(k’1,-~-7kr0) the event that all the columns indexed by I are light, and for any i, € I,
ke € supp(col;,(Ay)) Nsupp(colj(Ay)). Equipped with this notation we see that the event that
there exists a column such that its support intersects with the supports of at least g light columns
is contained in the event Uj;[;k.[’ge[ro]Qj7[7(k1’k27”',kr0).

Since all the columns indexed by I are light, applying property (2) it follows that {k.},2, are
distinct. Therefore, for matrices with independent entries (3) follows upon bounding the probability
of the events

|supp(coli, (An))\{ki}i7_, | < donp, £ € [ro]
and
Uk = Qhpip =1, L E [ro],

followed a union bound. Recall that under Assumption 3.1 the entry a; ; may only depend on a;; for
i,7 € [n]. Therefore, to carry out this scheme for matrices satisfying Assumption 3.1 we additionally
need to show that the support of col;(A,,) is almost disjoint from the set of light columns with high
probability, so that we can omit the relevant diagonal block to extract a sub-matrix with jointly
independent entries.

To this end, we claim that

(A.4) P (35 € [n] : | supp(col;(4,)) N L(A,)] > 3) < n~°,
for some ¢ > 0. To establish (A.4) we fix j € [n] and note that
{I'supp(col;(Ay)) N L(Ay)| > 3, |supp(col;(A,))| < Cs7np}
{3k with 2 < k < Cy7np, and iy, i, ..., i € [n]\{j} distinct such that
| supp(col;, (An))\{i1,42. .., ik, 7} < donp, £ =1,2,.. .,k:}.

For ease of writing, let us denote

2e
q :=exp (—np [1 — dgp — C3.7p — dg log ((50>]> .

By Assumption 3.1 the entries {ay s} for (7/,5) € {ir}s_, x (n\({ic}}_, U {j}) are jointly in-
dependent Ber(p) random variables. Therefore applying Stirling’s approximation once more, and
proceeding similarly as in (A.1) we find that

P <\ supp(colj(Arn)) N L(An)| > 3, |supp(colj(Ay))| < Cg_7np‘ colj(An))

<C§p C3.7np ,k<z eCsmp\ " I
S 2 k q = k q

E>2
< e*"ppfl - (ngg,7np)2 - exp (—np [1 — 28pp — 2C5.7p — 260 log (?)]) .
0

Since by Lemma 3.15 we see that £(A,) = @ with high probability when p > % Without

Caaslogn g4 by the union bound over j, using the

loss of generality, we therefore assume that p < -
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fact that np > log(1/Cp) and property (1) of the event Q37 we have that, for all large n,
P (3j € [n] : | supp(col;(An)) N L(A,)| >3) < C - (eC.np)? - exp (—np(1 — 8)) + 1/n
< 2exp(—np(1 — 26)),
for some § > 0. This establishes the claim (A.4).
Equipped with (A.4) we turn to proving (3). Using (A.4) we see that excluding a set of probability
at most n~¢, for any j,1I, (k1,...,kr,) such that Qj,l,(k1,~~7kr0) occurs, we can find ¢1,...,0p,_3

with kg, € [n]\(L(4,) U{j}) C [n]\(I U {j}) for all s =1,2,...,r90 — 3. For such ky,, all events
| supp(col;, (An))\(IU{j})| < donp and ag,_; = ar, i, = 1withs=1,2,...,79—3 are independent.

Denote for brevity
2
q = exp (—np [1 — dop — g log (;)]) .
0

Note that under the assumption np > log(1/Cp) we have ¢ < exp(—logn/2) for all large n. Hence,
recalling Assumption 3.1, using (A.4) and property (2) of 23 7, and proceeding similarly as in (A.1)
once again we see that

(A5) P U .1, (k1o g
j,k1,,...,,k‘rqe[n]
1€ (MY
ro—3
< > TI P (supp(coli, (A)\(TU{j})] < donp) - P (ax,,j = ar, i, = 1) +n"
s=1

j?klﬁ“'HkT‘Oe[/n’}
[n]\{7}
1e(™y")

<n7,0+1 <’I’Z — 1>p2(7'03) . qTofi’) 4 n—c’ < (np)Q(T()fS) . n7 . qfrof?) 4 n—c’ < nfé + n—¢o
— TO — [— b
for some ¢,¢y > 0, where the last step follows upon choosing 7o such that rg —3 > 15. This
completes the proof of property (3).

Next let us show that (4) holds with high probability. First we will prove that for any j € [n]
such that col;(A,) is normal we have

(A6) supp(coly(A) 0 [ supp(eoli(An) || < Snp.
iEL(AR)

with high probability. Note that the difference between (A.6) and property (4) of Q37 is that in
(A.6) it is claimed that for any j € [n] such that col;(A,) is normal its support does not have a
large intersection with that of light columns. To establish property (4) we need to strengthen the
above to deduce that one can replace the matrix A, by its folded version on the LHS of (A.6) with
the loss of factor of four in its RHS.
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Turning to prove (A.6), we see that if (3) holds then given any j € [n] there exists only rg light
columns col;, (Ap),, ..., col;, (A,) such that their supports intersect that of col;(4;). Hence,

35 € [n]\Ln(A) : |[supp(col;(Ay)) N U supp(col;(Ay)) || > g?lnp N {(3) holds}
i€L(An)

(A.7) C {Eli # j € [n] : |supp(col;(Ay)) Nsupp(col;(Ar))| > GZ(;Onp}.

Since by (1) we have that |supp(col;j(Ay))| < C37np, using Stirling’s approximation and a union
bound we show that the event on the RHS of (A.7) holds with small probability.
Indeed, for i # j € [n], denoting

1)
Q= {Supp(colj(An)) N supp(col;(A,))| > M(;Onp},

and using the fact that property (1) holds with high probability we deduce that

Pl U )< 3 B[P(Qu0 {Isupleol(An)] < Csmp} | coly(An) )| +n7"

i#j€[n] i#j€[n]
o)
. 5 . dry P
(A-8) < <n> : (C:si'?np>p6420”p +n7t <n?. <60‘3'764r0p> R
2 64rg np 50

for all large n. Thus combining (A.7)-(A.8) and applying property (1) of the event Q3 7 we establish
that (A.6) holds with probability at least 1 —n~¢ for some ¢ > 0.

As mentioned above, to show that property (4) holds with high probability we need to strengthen
(A.6). To this end, recalling the definition of the folded matrix (see Definition 3.5) we note that
k € supp(col;(fold(Ay)) N supp(col;(fold(Ay,)) implies that

k € supp,(col;(Ay)) Nsupp,(col;(Ay))
for some u, v € {1,2}, where for any ¢ € [n].
supp (colg(An)) = supp(col¢(An)) N [n],
suppy(coly(Ay)) := (supp(cols(Ay)) N [n+1,2n]) —n,

and for any set S C [n] and k € Z we denote S + k := {z + k : x € S}. Using the observation we
see that it suffices to show that

)
(A.9) supp, (col;(Ay)) N U supp, (col;(4,)) || < G—an,
i€L(Ar)

with high probability, for all u,v € {1,2}. If u = v then (A.9) is an immediate consequence of
(A.6). It remains to prove (A.9) for u # v. Let us consider the case u =1 and v = 2. From (A.4)
we have /

P (35 € [n] : |supp;(col;(Ay)) N L(A)| > 3) <n~°.
Therefore, proceeding similarly as in the steps leading to (A.5) we deduce that, with the desired
high probability, for any j € [n], such that col;(A,) is a normal column, there are at most 7o light
columns {col;, (An)},2; so that supp;(col;(Ay)) Nsuppy(col;,(Ay)) # @. Now arguing similarly as
in the proof of (A.6) we derive (A.9) for u = 1 and v = 2. The proof of the other case is similar
and hence is omitted.
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Next we show that (5) holds with high probability. We first fix an I C [n] with 2 < |I| < c37p~!
and derive that (5) holds with certain probability for each such choice of I and then take an union
over [.

Since the entry a;; may depend on a;;, for ¢ # j, to derive that (5) holds with the desired
probability we need to split it into two cases. Namely, the off-diagonal and the diagonal blocks
require separate arguments. First we consider the off-diagonal block.

To this end, define the random variables

n; :=max(|{j € I : a;; #0}| —1,0), i€ m\I,

where we recall [ := I(I):={j€n]:je€lorj+nel}Cn,n:=|n/2], and a;; denotes the
(i,j)-th entry of fold(A,). Observe that

U (supp(col;(fold(4y,)))\1) Z |supp(col; (fold (A, ))\I| — Z 7.

jel jel ie[m\I

To prove (5) we need to show that > n; cannot be too large with large probability. To show the
latter we use the standard Laplace transform method.
Note that
;5 = &'7]‘ : (51',]‘, 1€ [n]\I,j el,
where {§; ;} are i.i.d. Rademacher random variables, d;; are i.i.d. Ber(p) random variables, and
p := 2p(1 — p). Therefore,

| | £+1
P P = < s .
{n E}_(e 1 feN

Thus, for any A > 0 such that e*p|I| < 1, we have
E (M) <1+ Z MO+ 1)) < 1 epll),

and hence

|\
(1 +ep|I])
P >t S < , t>0.
D mte <t >0
€]\

In particular, taking ¢ := g—gnpm and \ := log ﬁ, we get

do do do
P ';[ }\jm > 32mo|I| < exp <epn|l| )\32np|I]) < exp ( 64np|[|)
en

]. 50 2
A.10 < “log [ —— ) - ZnplI| ) < n2M
(A.10) < exp ( og <263.7> 64np! |> <n M,

where the second and the third inequalities follow from recalling that p|I| < 3.7 for some sufficiently
small constant c3.7, depending only on dg, and the last inequality follows from our assumption that
np > logn/2 and shrinking c3 7 even further, if necessary.

To complete the proof of the fact that (5) holds with high probability, we show that

7 < % oI
(A.11) P ; |supp(col;(fold(Ay,))) NI| > 3—2np|l\ < on2Hl
j
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Now the proof finishes from (A.10)-(A.11) by first taking a union over I € ([Z]) followed by a union
over k=2,3,...,c37p"'. We omit the details.
Turning to prove (A.11), we denote I(I) := I := U;cj{i,n + i}. As the entries of A, are {0,1}-
valued, we see that
supp(col;(fold(Ay,))) N T C supp(col;(Ay,)) N 1.

Moreover, I C I. Therefore, it is enough to show that

(A.12) Z }supp (col;(An)) N Il > inpm < o2n 211,
jEI
Since A, satisfies Assumption 3.1 we have that the upper triangular part of the sub-matrix of
A,, induced by the rows and columns indexed by I consists of independent {0, 1}-valued random
variables stochastically dominated by i.i.d. Ber(p) variables. So does the lower triangular part of
that sub-matrix.
For ease of writing let us write

= Z am' and %U = Z am'
i>jel i<jel
and note 2y and 27, has the same law. Thus to establish (A.12) it suffices to show that

(A.13) P2y > g—an\I]) <2,

The above is obtained by using the Laplace transform method as above. Indeed, we note that
f 2
P(2y = {) < <|€’ )pg, t e NU{0}

and therefore A
E fexp (AX0)] < exp (*pl1]2) < exp(4]1]),

where \ = log ﬁfl and we have used the fact that \f | < 2|I|. Hence, upon using Markov’s inequality

and proceeding similarly as in (A.10) we deduce (A.13). It completes the proof of (A.12).

Now it remains to prove that property (6) holds with high probability. Recalling the definition
of the folded matrix again we note that |supp(col;(fold(Ay)))| < |supp(col;(Ay))|. To show that
the cardinality of the support of col;(fold(A,)) is not too small compared to its unfolded version
we observe that if k& € supp(colj(An)) but k& ¢ supp(col;(fold(Ay))) then we must have that
ap,j = agnyj = 1. Using estimates on the binomial probability and Chernoff bound we show that
number of such £ is small.

To carry out the above heuristic, we fix j € [n] and since the entries of A,, are {0,1} valued we
note that

| supp(col; (fold(An)))| = Y [ai; - (1 = @ign) + @ign - (1= aij)]
1€[n]
Further observe that

n n
|supp(col;(An)) N [n]| = Z Qij =Y i Qipng + Y i (1= aipng)
=1 =1
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and
2n n n
[supp(col; (An)) N (20D = Y aiy =Y aij - Gitng+ Y aigng - (1= aiy).
i=n+1 i=1 i=1
Therefore,
n
[[supp(col; (4r))| — [supp(col; (Fold(An))[| < 23" aiy - areny + 1.
i=1
Denoting

n
Aj:=) aij- Qipng,
=1

we see that A; is stochastically dominated by Bin(n, p?). To finish the proof we need to find bounds
on Aj.
First let us consider the case p < n~5/12. For any ko € N, sufficiently large, we see that

(A.14) P(A; > ko) < (;)pzko < (np?)ko < pho/6 < 72,
0

For n=%/12 < p < ¢, for some small ¢ > 0 depending on dy, we use Chernoff bound to deduce that
1) 1 1
(A.15) P <Aj > 1?3np> <P (Aj > 2p~1/2. np2) < exp <—3p_1/2 . np2> < exp (—9713/8) .

Combining (A.14)-(A.15) and taking an union over j € [n] we show that property (6) holds with
high probability. This completes the proof of the lemma. ([l

APPENDIX B. PROOF OF INVERTIBILITY OVER SPARSE VECTORS WITH A LARGE SPREAD
COMPONENT

In this section we prove Proposition 3.21. As already mentioned in Section 3.3 the proof is similar
to that of Proposition 3.18. There are two key differences. Since our goal is to find a uniform bound
on ||Apz||2 for z’s with a large spread component, unlike in the proof of Proposition 3.21, we use
Lemma 3.22 to estimate the small ball probability. Moreover, as noted earlier, Assumption 3.1
allows some dependencies among its entries. Therefore, to tensorize the small ball probability we
need to extract a sub-matrix of A, with jointly independent entries such that the coordinates
of x corresponding to the columns of this chosen sub-matrix form a vector with a large spread
component and a sufficiently large norm. Below we make this idea precise.

Proof of Proposition 3.21. First, let us show that (3.41) implies (3.43). To this end, we begin
by noting that if 397 < % then for any x € Dom(cin, c321 K1) we have that ”x[M0+1:CSn]|’2 >

|2 [crnt1:myll2 (see also (3.34)). Hence, for z ¢ Vi, we obtain that [|z(az 41:c5n)ll2 = p/V/2. Therefore,
(3.41) implies that

P ({32 € Vi 30 \Vaty : |(An = pdn)z — ylly < 20301p/mp} N Q) < exp(—2¢3.91m),

where we recall the definition of Q9 from (3.29). Hence, proceeding as in the steps leading to (3.31)
we deduce (3.43) upon assuming (3.41).
So, to complete the proof of the proposition it remains to establish (3.41). To prove it, we fix

x ¢ Var,. Then
|z r1mille K logn
T . > and . < : :
12ty 1) ll2 2 P |Zat1mill ~ csis || ny/Ioglogn
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Fixing ¢y € (¢, 1), as My < I_TC_On for all large n, recalling the fact that the non-zero entries of
T, :ms]s fOT M1 < Mg, are the coordinates of x that take places from m; to mg in the non-increasing
arrangement according their absolute values, we note that

1 —|—CQ
(B.1) ||33[M0+1 n]||2 = ||z [Mo+1:(1—¢) n]||2 + ||$ 1—co)n+1: n]||2 =71_ |z [Mo+1:(1—c) n]HQ

Therefore

1—2¢ |2 [(0Mo+1:(1—20)n] Hoo [1+co logn
x (1—¢ 9>p-y/—— and >
Ftsto1:-com | g 1+¢ 1% (Mo41:(1—c0)n] ”2 €3.18 1—2¢y ny/loglogn

Note that this shows x(p41:(1-¢,)n) has a large spread part and a large norm. Denoting 7 :=
Z(z) = supp(T(agy+1:(1—c0)n)) We note that Assumption 3.1 implies that the entries {ai;} ez ¢z
are i.i.d. Ber(p). So, now we can carry out the scheme that was outlined above by using the joint
independence of {a;;} ez i¢7-

Indeed, using Lemma 3.22 we find that for any ¢ ¢ Z, y € R™, and g9 > 0 we have

(B.2> P (‘((An - pJn)x)z‘ - yz" < p1/2(1 N p)1/2|’x[]w()_~_1:(1_E(J)n]”2 ) 581/260>

< £ ({ai, =), 9201 —p)1/2||x[M0+1;<1_50>n]||2 o %0

€0 1+ o logn €0
< C <20399——,
< C3.22 ( — o 1s 1- 2 npyloglog 1 logn> < 20320 ——

for all sufficiently large n (depending only on (), where a; is the i-th row of A,, and we have used
the fact that np > ¢ logn for some ¢; > 0. We will choose € as a small constant during the course
of the proof.

Since the entries {a;;} ez ¢z arve i.i.d. Ber(p), we apply a standard tensorization argument, for
example [42, Lemma 5.4], to deduce from (B.2) that for any = ¢ Vi,

(B3) P (1I(4n = pJu)z = yll2 < Vnp(L = 1) |21y l220)

<P (Z [((An — pJn)2)i — il* < (1 = D)% [0ty 11— o)y 136060 * - |IC|) < (Co - €0)™",
1¢T
for some constant Cy, depending only on ¢y, where the last two steps follow from the fact that
|Z¢| > ¢éon and upon choosing ey such that Cy - ¢ < %
To complete the proof we use an e-net similar to the proof of Proposition 3.18. First, setting

p gop 1 —¢o
B.4 p p— .
(B4) 79T T K Vi+a

and using Fact 3.20 we obtain a net M in Vez 501 \V, with

wse(i)a) G0 e ()G 6T
Moy ) \cin) \ eo p M ch €0 P ’

n+/loglogn

logn

for some C, depending only on ¢ and ¢. Recalling that My =

(MZP)M — exp(o(n)),

and the definition of p
we observe that
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for p € (0,1/2] satisfying np > ¢j logn. Therefore, we further have that

N 1 cgn+1
(B.5) M| < C} - <> ,
€0

for some other constant C,, depending only on ¢jj and ¢g. Next proceeding as in the steps leading

to (3.37) we obtain that for any z € Vis ¢, ,, \Viy, there exists = € M such that for any y € R"

(An —pJn)Z —yll2 < |(An —pdn)z —yll2 +4K/np-e+2K\/np-7- ||vgll2 +12¢3.21/np - [Jvz |5 -

Since [|Z(agt1:cpnillz = llvzll2 = p/V/2, using (B.4) and setting

€0 1—c¢cy
oo < 29,
€321 > 56 1 +607

(B.6)

we deduce from above that any z € Ves ¢, ,, \Vi, there exists T € M such that for any y € R”

_ €0 1- _
[(An = pdn)Z — yll2 < [[(An — pdn)z — yll2 + - V113 || T Mot 1:c5m) |2 - /D

Furthermore, by our construction of the net M ,
ety 1:cgnillz < 1@ regmllz +2 < (14 g ) - 181 2
Therefore, upon assuming p < + 7 and recalling (B.1), this further yields that

€0 1- Co
(B1) P (30 € Vg s Wit 140 = p3)2 =l < el e V)

<P (32 € M: (A0 = pT)7 = yll2 < V(L = P)IIZ {0ty 41:0-opnl 250
CO CO

< |_//\\/ﬂ . (CO . go)éon Ccoan & E(()co ci)n < & -

I

where the second last step follows from (B.5) and the last step follows upon using the fact that
¢o > ¢ and choosing g¢ sufficiently small. This yields (3.41) and hence the proof of the proposition

is complete.
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