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Abstract

In this paper, we are concerned about a time-domain carpet cloak model, which was
originally derived in our previous work Li et al. (SIAM J. Appl. Math., 74(4), pp.
1136-1151, 2014). Some finite element schemes have been developed for this model
and used to simulate the cloaking phenomenon in Li et al. (SIAM J. Appl. Math.,
74(4), pp. 1136-1151, 2014) and Li et al. (Methods Appl. Math., 19(2), pp. 359—
378, 2019). However, numerical stabilities for those proposed explicit schemes are
only proved under the time step constrain 7 = O(h?), which is impractical and
too restricted. To overcome this disadvantage, we propose two new finite element
schemes for solving this carpet cloak model: one is the implicit Crank-Nicolson (CN)
scheme, and another one is the explicit leap-frog (LF) scheme. Inspired by a totally
new energy developed for the continuous model, we prove the unconditional stabil-
ity for the CN scheme and conditional stability for the LF scheme under the usual
CFL constraint T = O(h). Both numerical stabilities inherit the exact form as the
continuous stability. Optimal error estimate is also established for the LF scheme.
Finally, numerical results using the LF scheme are presented to support our analysis
and demonstrate the cloaking phenomenon.
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1 Introduction

Since the first successful construction of negative index metamaterial in 2000, the
study of metamaterial has been a very hot research topic in sciences and engineer-
ing due to their many potential applications in subwavelength imaging, invisibility
cloaks, and nano-optic devices, etc. Since Leonhardt and Pendry et al. [23, 41] inde-
pendently proposed the idea of designing invisibility cloaks with metamaterials in
2006, there have been a growing interest in the study of cloaking devices. In addi-
tion to a great amount of publications in engineering and physics [27, 46], we have
seen many excellent works published recently in mathematics community. For exam-
ple, abstract mathematical analysis of cloaking phenomena has been done in [1, 14,
15, 20, 21], numerical analysis and simulations of cloaking phenomena have recently
been carried out by the FDTD method [16, 19, 33], finite element method (FEM) [5,
22, 40], and the spectral element method [48, 49]. An interesting “carpet cloak” was
proposed in 2008 by Li and Pendry [31] by using quasi-conformal mapping. Their
strategy is to transform a bulging reflecting surface into a flat one, rendering anything
within the bulging surface invisible from outside observers. Later on, experimen-
tal realizations of carpet cloaking were successfully demonstrated from microwave
regime to terahertz and optical frequencies.

Broadband cloaking [15, 24, 34] inspires us to pursue the development and analy-
sis of the finite element time-domain (FETD) method for cloaking simulation, which
needs to solve the time-dependent Maxwell’s equations in complex media [4, 25, 26,
44, 47]. Over the last three decades, many important results have been established
for solving Maxwell’s equations [3, 10, 11, 13]. For example, Monk [36] derived
optimal approximation error estimates for edge element methods for the full time-
dependent Maxwell system in homogeneous media. Ciarlet and Zou [8] were the first
who derived the optimal approximation error estimates for edge element methods
when the electric and magnetic fields are only regular in H* (curl; 2) for % <a<l.
More references can be found in some recent review papers [2, 7, 18] and related
monographs [12, 17, 27, 37].

In 2014, Li and collaborators [29] carried out some preliminary mathematical
analysis for the time-domain carpet cloak model. In [30], a revised FETD scheme was
proposed and a corresponding stability was established. Unfortunately, the proofs
of stabilities in [29, 30] were established with the impractical time step constraint
T = O(h?). In this paper, we re-investigate this interesting carpet cloak model and
find that a new energy is the key to reduce the time step constraint to T = O (h),
the usual requirement for those explicit FEM and FDTD schemes for solving time-
dependent Maxwell’s equations. With this newly discovered energy, we can establish
a new continuous stability for the original cloak model. Then, we propose both an
implicit Crank-Nicolson scheme and an explicit leap-frog scheme for solving the
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carpet cloak model. By following closely the proof of the continuous stability, we
manage to prove the discrete stability for both schemes. Both schemes inherit beauti-
fully the same stability established in the continuous case. Furthermore, the leap-frog
scheme’s stability is established under the usual time step constraint t = O (h).

The rest of the paper is organized as follows. In Section 2, we present the carpet
cloak model and establish a new stability which is different from our previous works
[29, 30]. In Section 3, we propose a Crank-Nicolson scheme and prove its discrete
stability which inherits the same form as the continuous case. Then, in Section 4, we
propose a leap-frog scheme and carry out its stability analysis, which turns out just
a minor change of the Crank-Nicolson scheme. We also present the optimal error
estimate of the scheme. In Section 5, we present some numerical results to support
our theoretical analysis. Finally, we conclude the paper in Section 6.

2 The carpet cloak model and its stability analysis

The governing equations for modeling the wave propagation in the carpet cloak are
derived in [29] and given as follows (cf. [29, (2.3)-(2.5)]):

D=V x H, 2.1)
goha (M;la,zE + wf,MXlE> = 9.D + McD, 2.2)
uopnds H = -V x E, 2.3)

where we denote D for the 2D electric displacement, E for the 2D electric field, and
H for the magnetic field. Furthermore, we denote 9,xu for the k-th derivative o*u / ark
of a function u for any k > 1, we adopt the 2D vector and scalar curl operators:

oH 9

H
VxH=(—,——), VxE=—"—- , VE = (Ey, E,),
dy ax ax dy

where E, and E, denote the x and y components of the electric field E, respectively.
Note that (2.2) is revised from [29, (2.4)] by left-multiplying both sides M;l and
denoting matrix M¢ = M;l M g, where we denote MXI as the inverse of matrix My4,
which is proved to be symmetric positive definite [29, Lemma 2.1]. The governing
equations (2.1)—(2.3) hold true in the cloaking region formed by the cloaking region
formed by the quadrilateral with vertices (—d, 0), (0, H;), (d, 0) and (0, H,), where
d, Hy and H, are positive constants and H, > Hj > 0. The cloaked region, where the
hiding objects can be placed, is formed by the triangle with vertices (0, Hy), (—d, 0)
and (d, 0).

In order to make those objects inside the cloaked region invisible, the permittivity
and permeability in the cloaking region need to be specially designed and are given
by [29]:

2 2 2
My = ( pPir2+ py P2P3+P1p§l2)’ Mg = ( P p2§4)w§, (2.4)
papa+ pip3ra p3re+ py paps pi
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where the positive constant w,, is the plasma frequency resulting from the Drude
dispersion model [29, p.1138], elements p;,i = 1, 2, 3, 4, are

)»2—(1 C—)\l
,p ,/ Sgn(x) ps—,/ Sgn(x) p4—,/

(2 5)
and A1 and X, are the eigenvalues of matrix & given as:
A= a+c—+/(a —c)2+4b2’ Ay = a+c++/(a —c)2+4b2. 2.6)

2 2

To complete the carpet cloak model (2.1)—(2.3), we assume that (2.1)—(2.3) satisfy
the initial conditions

D(x,0) = Do(x), E(x,0) = Eo(x), H(x,0) = Ho(x),
:D(x,0)=D;(x), E(x,0)=E;(x), Vxe Q, 2.7)
and the perfect conducting boundary condition (PEC):
nx E=0 ondf2, 2.8)

where Doy, D1, Eo, E1 and Hp are some properly given functions, r is the unit
outward normal vector to €2, and Q denotes a polygonal domain in R>.

Before we prove a novel stabilty for (2.1)—(2.3), we need to prove the following
result.

Lemma 2.1 The matrix M¢c := MXIM B is positive semi-definite.

Proof Since M4 is symmetric positive definite [29, Lemma 2.1], its inverse M;l
exists and is given by

a1 pira+pi —(papa+ pip3ia)
A T T 2 2 ; (2.9)
det(My) \ —(p2ps + p1p3r2) pir2+ p3

where det(M4) is the determinant of M4 and is positive.
Through direct matrix multiplication, we have

2
() — —

M—IM — Py . p2p3 —p3p4 ) 210

A Ms = G000 2(p1p4 P2P3)( pipr pLpa (2.10)

From (2.5) and (2.6), we easily obtain
\/«/(czc)2+4b2(ac) ) \/«/(ac)2+4b2+(ac)
2 2

pPip2= Gaa)la=ty) sgn(x)=
(A2 — A1)? A2 — A
-sgn(x),
\/ JSa PP +a=) \/ N
(Ar—c)(c—Ay) 2 : 2
—p3ps = O —? sgn(x) = i
-sgn(x),
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which shows that p; po = — p3 p4. Hence, the matrix M¢ is symmetric.
Furthermore, by (2.6), we see that

c—a++(@a—c)2+4b2 c—a+/(a—c)?+4b?
(a—a)(c—i1) = G-y +4¥. W_OEW ey

a—c++/(a—c)2+4b2 a—c++/(a—c)?+ 4b?
(a=c)a—p) = RS R

Hence, from (2.5), (2.6), and (2.11)—(2.12), we have
M= a)(C A1) + «/()nz C)(a A1)

P1p4 — pap3 = S50 -
_ (=a+y/a— c)2+4b2 (a—c)+J(a—c)2+4b2 . J(a—c)2+4b2 0 713
200— 200—n1) =" >0 (213

Finally, to prove that Mc is positive semi-definite, we want to find out its eigen-
values, which can be obtained by solving the following characteristic polynomial

E+pap3  p3ps

—pips £ —pipa| = & T P2P)E = Pipa) + p1p2p3pa

= &[§ — (p1pa — p2p3)], (2.14)
which yields &1 = 0 and & = p1ps — p2p3 > 0 by (2.13), i.e., both eigenvalues of
M are nonnegative. This shows that M is positive semi-definite. O

1
Since M is positive semi-definite, we can introduce its square root Mg. Below
we establish a novel stability for (2.1)—(2.3), which is totally different from what we
previously obtained in [29, 30] and provide an important guidance to the proof of
discrete stability for the numerical scheme.

Theorem 2.2 For the solution (D, H, E) of (2.1)—(2.3), denote the energy

_1 _1 _1
ENG(1) := [80)\2||MA 292 E|1* + 2800005 |M >0, E|* + sohowy| M > E||?
1 2
+TIIVX3 (E|*+ Op IV x E|[*+|3,D|| +IIM2DII}(t), (2.15)

where we denote || - || Then, we have the following energy identity:

|| ||L2(Q)
ENG(t) — ENG(0)

t
= 2/ [SOAZ(M;‘atzE +w,M'E.8,D) + (Mc3D, 32 E)
0

+l(McD, a,E)] dt. (2.16)
Furthermore, this leads to the stability:
ENG(t) < ENG(0) -exp(Cy4t), VYt el0,T], (2.17)

where the constant Cy > 0 depends on the physical parameters ¢y, jLo, d, Hy, H>
and wp.
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Proof To make our proof easy to follow, we break it into several major steps.
(D). Multiplying (2.2) by 9, D and integrating the result over domain €2, we have

1d

o (||at1)|| +||M21)||)=goxz(Mgla,zEerf,M;lE,a,D). (2.18)

Differentiating (2.2) with respect to 7, we obtain
£0h2 (M;latm + wf,M;latE> = 9,D + Mcd,D. (2.19)

Multiplying (2.19) by 0,2 E and integrating the result over domain €2, we have

gory d
022d <||M 292E|* + 2 ||M,, 2atE||>=(a,3D+Mca,D, 9.E). (220

(II). Differentiating (2.1) with respect to ¢ twice, and using the differentiation of
(2.3) with respect to ¢ once, we obtain

—1
92D =V x9.H=—V xV x §E. 221
Mol

Now, multiplying (2.21) by 9,2 E, integrating over domain €2, and using integration
by parts and the PEC boundary condition (2.8), we have

—1
(03D, 02E) = —(V x V x &E, 32E)
uou

-1
= —(VxB,E V x 0.E) = ——||V><a,E|| (2.22)
Hop 2uop d

Adding (2.18), (2.20) and (2.22) together, we obtain

d
2ar QWJNI+HMQDH-P%MUM42@ﬂW +w|M42&EH)

1 2
+—|IV x 0, E||
Mot

= gora(M'02E + 0, M 'E, 3, D) + (M9, D, 92 E). (2.23)

(IIT). Note that all right-hand side (RHS) terms of (2.23) can be controlled by the
corresponding left-hand side (LHS) terms except that E term in (MXIE ,0:D). To
control this, we multiply (2.2) by 9; E and integrate over domain €2 to obtain

goh2 d
2 d

To bound the 9,2 D term in (2.24), using (2.1), (2.3), and integration by parts, we
have

<||M 2QE|? + w3l|M, 2E||)=(a,2D+MCD, WE). (2.24)

—1
©2D,%E) = (Vx93H E)=—( xV x E,}E)
HoK
= —(V x E,VxE)= ——|| x E||-.  (2.25)
HoM 2pop dt
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Substituting (2.25) into (2.24), multiplying the result by wf,, then adding the result
to (2.23), we have
1d - 22,—1
EEENG(” = g0r2 (M 0o E +w M, E, 9, D)
+(Mcd, D, 02E) + w3, (Mc D, ), E). (2.26)

Integrating (2.26) with respect to ¢ from O to #, we obtain the energy identity (2.16).
Then, applying the Cauchy-Schwarz inequality to all RHS terms of (2.16) and the
Gronwall inequality, we complete the proof. O

3 The Crank-Nicolson scheme and its stability analysis

To solve our carpet model, we assume that domain €2 is partitioned by a family of
regular rectangular or triangular mesh 7" with maximum mesh size &, and adopt the
standard Raviart-Thomas-Nédélec (RTN) mixed finite element spaces Uj, and V),
(cf. [6, 38, 39, 43]): For rectangular elements K € T" and any integer p > 0,

Up = {Yn € LX) : Yl € Qpp. VK € T},
Vi=1{¢y € Hcurl; Q) : @plk € Qp.pt1 X Qpi1,p, VK € TH},

where Q;, ; denotes the space of polynomials whose degrees are less than or equal to i
and j in variables x and y, respectively. For triangular elements, the RTN spaces can
be defined also. To accommodate the PEC boundary condition (2.8), we introduce
the subspace

3.1

VO=1{¢,eVi: nx¢,=0 ondQ).

To carry out a time discretization, we divide the time interval I = [0, T] into N
uniform subintervals I; = [t;_1, #;] by points ¢, = nt,n =0, 1, ..., N, where t = %
Furthermore, we introduce the following standard averaging operators: For any time

sequence function u",

il un+l+un —_ un+l+un—1
uw'?=——-—_u =————-,

2

and central difference operators in time:

1
8fu"+§ _ 8fu"_7 un+l — oy + Mn—l

1
n+sy .__
S;u"T2 = " : " 2

First, let us construct the following Crank-Nicolson (CN) scheme for solving the
model (2.1)-(2.3): For n > 0 find D}, EZ*! € V9, H™ € U}, such that

1 T |
(5,1)2*2,4),,) = (H; 2,V x ¢y), (3.2)
eora (M3 82E) + M7 By 9,) = (82D + Mc Dy ¢y) . (33)

[l (&H;Z 2 I/fh) = —(VxE, >, v, (3.4)
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hold true for any ¢, € V2 and vy, € Up. The needed initial approximations
H ,?, D2, E 2, D;l, E ;1 can be obtained from discretizing the given initial conditions
(2.7) as follows:
DY =T1.Dy, EY=TI.Ey, H) =TlyH,
D! — D! E! —E;!
Zh Th —h _Th _M.E,, (3.5)
2t 2t

where IT, and IT, are the Nédélec interpolation and L? projection operators in space
V1, and into space Uy, respectively. It is known that the following interpolation and
projection error estimates hold true (cf. [27, 37]):

82 DY) = =Dy, 5 E) :=

[lu — HC””H(Cur];Q) = Chp”””ﬂp(curl;g), Yue H'(curl; Q), (3.6
llu — Taull 2q) < ch?|lullur), Yue HP(Q), (3.7)

where we denote the norm ||u||gr(q) for the Sobolev space H”(£2), and norm
”””Hf(curl;sz) = (||u||%HS(Q))2 + |V x u||%1”(9))1/2 for the Sobolev space

H'(curl; Q) = {u € (H*(Q))* |V x u € H (Q)}.

In the rest of this section, we will show that the scheme (3.2)—(3.4) satisfies a
discrete stability, which is the discrete form of the continuous stability proved in
Theorem 2.1.

To prove a discrete stability, we will use the following discrete Gronwall inequality.

Lemma 3.1 [42, Lemma 1.4.2] Assume that the sequence u,, satisfies
n—1
o < go. and u, < go+rrvy ug, ¥n=1,
s=0

for some positive constants go, r and t. Then, u, satisfies

up < go- (1 +r1v)" < go-exp(rnt), Vn> 1.

Let us introduce the induced matrix norm. For a s x s matrix A, we denote
[|Aull2

0#ueRrs [|ue]]2

[|All2 =

Now, we present the proof of an unconditional stability for our proposed CN
scheme (3.2)—(3.4) given in Theorem 3.1.

Theorem 3.2 For the FE solution (DZ'H, EZH, H;Z'H) of the CN scheme (3.2)—
(3.4), denote the discrete energy at time level n:

1 1
IMZDT 2 + ||ME D2
2
_1 il _1 _1
1M, 8B, 212+ 1IM, 28 E, 2|1
2

n

+1
ENGen(n) :=15: D, *|I* +

_1
+ eoral|M P82 EN ||

_1 41
+e0raw?, + 1M, 28 E; 217 | (3.8)
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1 1
IR 1
o (1M ERIP 4 1M, ERP
p 2

1 =N, 2
+——|IV x 8. E}|* + eorw
ot

2
w — +l
+—L|IV x B,
Mo

Suppose that the time step size satisfies the constraint

1
[|M,° Mgl Veors

_1
T <min {1/ | veoral|M, |2+ v | T ,
02 wpl[MEM |2

3.9)

then we have
ENG(m) <2ENG(0) - exp(mt), Vm=>1.

Remark 3.3 We like to remark that the time step constraint (3.9) only depends on
those model physical parameters, but is independent of mesh size .. Hence, the CN
scheme (3.2)-(3.4) is unconditionally stable.

Proof The proof follows closely to the continuous case given for Theorem 2.1, and
is also composed of several major parts.
(I). Choosing ¢, = 16 DZ in (3.3), and using the following identities:

n+%

1 1 1
_ . D2 _s.p'"7  s.p'T24s D2
2 n iy vy ] T™h
62D}, 15, D)) = ( - T >
1 +1 _1
= §<||6fDZ 212 —18. D), 21, (3.10)
and
1 1
- — prtlypt s p'tr s D2
(McDj, 8, D)) = (Mc—" > h . Tk > £k
pi + D=t (Dt — DYy + (D} - DY
= (Mc 5 , 5 )
1 1 Lo
= Z(IIMéDZ“IIZ— IMZD} ), (3.11)
we have
1 +1 _1 1 1 I—
5<||SIDZ 2112 — 18, D), 2||2)+Z(IIMéDZ+1||2—|IMéDZ "%
= te0hs (M;‘aiEz +w§M;1E’,§,3,B’;). (3.12)
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(D). Using (3.3) with n increased to n + 1 to subtract (3.3), then dividing the
result by 7, we obtain

S2ET! — s2E" B _E"
80)\2<M_1 T - + 2M1 h - h ¢h

(3.13)

1 1=
_ (aznz+ —sp BB ¢h>
T T

Using (3.2) and (3.4), we have

_1
(531)’;“—3@; ¢h>= 5. D "+2 8D+2) (5, D”+2 5.D; %)

. = X

n+3 —n+l RIS A
2 Hh 2)_(H Z_Hh 2)

,Vx¢h

(e
3 1 1 _1
B (((STH,;“” 8 H, D)= (5. H 248 H )

2t VX P
_1
GeH' — 5 H Y 6 HT s 1T
- 2t VX b
14 ] En+% _F}’Hr% Fn+% _Fn—%
hy(z)zlLM V x h . h _‘_vx#’vx(bh
0
_ 2/:()” (v X8 E " 4V x8.E].V x ¢h) : (3.14)

where in the above derivation, we used the fact that V x ¢, € U, for any ¢, € V.

—ntl
Choosing ¢, = t8$EZ+2 = %((S%EZH +82E") in (3.13), then using the fact that

¢, =8.E, ' — 8. E) in (3.14), we have

80 2
(1M, Ry 2EMN 2 — M, CI2EP)
g0hr? 1 1
+ ”<||M 5, E"“H M, 28 E, *|%)
1 7" nty gty
+m(nwuh NP1V x 8 LD =1(Mcs. D), 2, 62E) ), (3.15)
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where we used the following facts

B - By _ (BT +ED— B +ET
T 2T
En+2_En+l + En_El’l—l 1 3 1
=( h h )21 (E)—E), )=5(8,EZ+2 —|—8,EZ 2), (3.16)
and
En+% + En—&—% En—i—% + En—%
o, = 8E " —8.E =5 |2 B _ Tk b
2 2
L (E-E
=5, 5 (3.17)

(III). Choosing ¢, = ‘L'SIFZ in (3.3), and by the same argument as (I), we have

g0A2 +1 1 _1
(1M, 5K LR = IM, 28 B, 2P
2
g0A2w _1 L
1’(||MA2E2“||2—||MA2E'; 1%
_ 2 " -
=1 (5,Dh +Mth,a,Eh). (3.18)

To control the term SzDz on the RHS of (3.18), by using (3.2) and (3.4), we see that

n+2 nf%

t(82D}, 8. E)) = (6. D, * —8:D,

by(i.2) (Hn+2

8. E),)
-1 — — —
—~H, >,V x68E) =10Hy V x8Ey)

1 _1 _—
- _(5,171”+2 8. H, 2,V x 8. Ep)

— _1 —
34 (V x E”+2 +V xE, 2,V x8E))
ZMOM
—1 _p—1 ol 1

- VxET VX E L VXET VX EY)
2uop
-1 -1

- (||v E"+2|| —|IV x E, 2||2>. (3.19)
2pop

T DREITY ) L
(IV). Note that term 8,D 2 = ——4 " in (3.15) can not be controlled

by the like term on the LHS of (3.12). Hence, we add (3.15) with all n’s reduced by
one to (3.12), and (3.18) multiplied by wf, with the substitution of (3.19), we obtain

n+%||2

1 _1 1 1 Lo
S (18:D —18: D, 2||2)+Z(IIMéDZ“IIZ—IIMéDZ 1%

£0A2 -1 _
+= (1M, 25%E2||2—||MA253E;§ "2
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£0hrw? ntd _1 a3
p(IIM 25E 2P — 1M, 28 E) 2P

1 = —n—1
+o IV x §:E, 1> — IV x 8:E} [1»
[0/

2
0)‘2 + _1 _1
+ ”(||M 5, E, 72 1M, 28 E, 211
4
E0A2w -4
+ ”(||M 2E"“|| — 1M 2 EF%)
2 +1
—n —_—n—
2u <||v E, ’IP-|IVxE, 2||)

= teohs (M;lafEZ + oM B}, 5,52)

l

b M8 DT SET ) 4t (MCZ)Z, aj’;) . (3.20)
Multiplying (3.20) by %, we can rewrite (3.20) as:

}’l-‘rl 2
|18: D),

ol 1 Lo
113D, I M DP — [IME DI
T 2t

1 1
-2 -2 -1
1M, 282E % — 1M, 2 82Ep " | 2
T

RN

n 1 _3
VIR M s B
2t

— —n—1
LIV X8EIP IV x5 E; |

Mo T

S IM, 5 E;
+eorrw),

n+ _1 n_l
2||2 1M, %8 E, |

T

L 1IM,, 25E

+80)»20)

1
1 —7 —1
4||M ZE"+ 12— 1I1M, 2 E} )2

g0
+é&o 77

) —n+l I |
L% IVXE,CIE-NIVXE, P
Mot T

— 2e0ha (M;%S%Eg + w0 M E) 5,52)

1

~n— 1 ~ —
+2(Mc8. D), 2, 82E, 7) + 20 (MCDZ,STEZ>, 3.21)

which has really the same form (in a discrete sense) as (2.23).
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Now, summing up (3.21) multiplied by t from n = 1 to any m > 2, and using
notation EN G, defined in (3.8), we obtain

m
ENGey(m) — ENGey(0) = T Y 260k (M;‘S%EZ +wlM; B}, aj,'j)
n=1

" ~n—l 1 ” ~n =
+7 Y 2Mcs: Dy 2L 02E, 7y 20 (McDy 6. F) . (322)
n=1

n=1

(V). Now, we just need to bound those RHS terms of (3.22) and use the discrete
Gronwall inequality given in Lemma 3.1 to conclude the proof. To see clearly, below
we present the estimate for those RHS terms of (3.22) one by one.

Using the following inequalities

1 1
2ab < a® + b?, 5+ b)|> < 5(a2 +b?), (3.23)

we have
m —n n _1 -1 —n
T 2e0h (M 6E}, 8. D)) < T Y 2e0hal|M 2 STER| - 1|M, (12118 Dyl
n=1 n=1

R _1 1 +1 _1
Sf\/solzllMAzllzzZ[80?\2||MA25$EZ||2+§(||5rDZ 2|2 +115. D), 2||2)] (3.24)

n=1

By the same argument, we have

" ~ _ " _1 _1 _
T 260wy My E). 8:D)) < T 2e0h0p||M 2 Ey|l - (1M, 2 |[2]18: D,

n=1 n=1
S 4 T2 12
< T\/So)»zllMAzllzz(80l2w,,||MA2Eh|| +118: Dy | )
n=1
_1 " 8())»2604 _1 o
< T\/SokzllMAzllzz[ - (||MA2E2+1||2+||MA2E',: 1||2>
n=1
1 g0 n=% 2
+§(||8ch 1=+ 116Dy, “117) ], (3.25)
- ~n—1 —n—3 “ 1 ~n—1 —n—1
T 2AMcs: Dy 2 82E, )=t 2M;'Mps. D, . 62E, *)

n=1 n=1
1
m 1
2(|M > Mgl|>

~p_ 1 1.1
<y A TP s D2 Veor|IM, 282E, 2
_;mnwnwnArhn
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|M MB||2 - ( -1 2 -1 2—1’1—l 2

<t 18: D), 21> 4 eohal M, 282E, 2|
Ve 2 A TR
1 m

”MA Mgll|> 1 nt1 2 n—3 5
<rT- ~(16;, D, Z||I* + ||6, D, 2
<t = ;2<||f,, 12+ 118: D), 211H)

+—(||M 262Eh|| + 1M, 282E ||2>] (3.26)

and
=~ 2 =n ——=n - 2 lNﬂ l l —l —=n
Ty 205 (Mc D). 8:E)) =1 205 (MEDjy, MEM; M, 5. E))
n=I n=1

" 1 L1 1
Ty 20 [|MED)|| - |IMEM |2 |M, 6. E) |

n=1

IA

11
wpllMEM ] & ( Ly s S DN
r—§ MZ2D,||* + sohpw’||M 26 E

e [[Mé Dy || oMy 8 E |

n=1

IV
_L,wPHMCMAHZ

Veorkz =

2
So)uza)p

1 1 o
[5<||MC21)2“||2+||MC2D2 "
1

_1 41 _1 _1
(1M, 28 E) 2 |> + 1M, *5. E, 2||2)]. (3.27)

Substituting the estimates (3.24), (3. 25) (3.26), and (3.27) into (3.22), and choos-

1
ing T such that the coefficients of §; Derz SZE™, E’"+1 and §; EZHZ on the RHS
of (3.22) are smaller than the correspondmg LHS terms such as

[|M A4BH2 1
t(yeorl M, 2||2+ —F—) <,
24/e0M2 2
1 1
Jeok M_7 1 M2M? 1
. 02l A 12 < _L_wp” C A||2 < (3.28)
2 4 2./ &0A2 2
which is equivalent to (3.9), we obtain
1 m—1
EENGcn(m) ENG.(0) < = Z ENG.,(n). (3.29)
n=0

Applying the discrete Gronwall inequality given in Lemma 3.1 to (3.29), we complete
the proof. O
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4 The leap-frog scheme and its analysis

Now, we can construct a leap-frog (LF) scheme for solving (2.1)-(2.3): Forn > 0

1
find H:+2 e Uy, DZ“, EZH e V%, such that
1 1
(&DZ*Z,M) = (H, ",V x ¢y), @.1)
£0h2 (M;lasz +wlM; B}, ¢h) - (5302 +Mc D), ¢h), (4.2)
oM (5rH1f, vn) = —(V x Ej, yn), (4.3)

hold true for any ¢, < Vg and Yy € Uy,.

_1
The needed initial approximations H, 2, D;l, Dg, E;l, E2 can be obtained
from discretising the given initial conditions (2.7) as follows:
1 _1
HhZ + Hh 2

DY = .Dy, E°=T.Ey, Hy:= = I, Hy, (4.4)

D) - ;' E,—E;'
—h_Th _M.Dy, 83E) =" —M.E;. (45)
2t 2t

The implementation of leap-frog scheme is quite simple. At each time step, we

1

first solve (4.3) for H, 2, then solve for D! from (4.1), and finally update E}*'

from (4.2). We like to remark that in the first time step (when n = 0), we have to

couple the initial conditions (4.4)-(4.5) with the scheme. More specifically, we first
1

82: DY) =

solve for H? from
1 T
(H? ,yn) = (Tl Ho, y) — —— (V x EY), y).
2o
Then, we can obtain D}l from

1
(D}, ¢y) = (DY, ¢)) + T(H, V x §)).

After substitution of (4.5) into (4.2) with n = 0 and some algebra operations, we find
that E }l can be obtained by solving the equation:

£002(2 + T202)(E}, ¢) = <2£0A2E2 +Teoha (2 + T20)TIEN, ¢h)
+(2Ma(D} = Df, = tT1.D)) + *Mp(D}, — TT1.D1). 6, )
4.1 The stability analysis
In this section, we will present the stability analysis for the leap-frog scheme (4.1)-

(4.3).
Denote the positive constant C;,, appearing in the standard inverse estimate:

IV X upl| < Cingh™lunll, Y up € V. (4.6)
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Theorem 4.1 For the FE solution (D"‘H E"‘H Hn+2) of the leap-frog scheme

(4.1)—(4.3), suppose that the time step size sansﬁes the following constraint

1
_1 M.2M
T<min {1/ /80)\‘2||MA2||2+|| A Bll2 ’ 8?)\2] h*//LOMEO)& ’
B0k oplIMEMEI2 CinmlIM2112

then we have

ENG(m) <4ENG4(0) - exp(4mt), Vm > 1.

Remark 4.2 Compared to the time step constraint (3.9) imposed on the Crank-
Nicolson scheme, the current constraint (4.7) depends on the mesh size 7 and needs
t = O (h), which makes the leap-frog scheme a conditionally stable scheme.

Proof The proof closely follows the continuous case given for Theorem 2.1 and is
quite similar to the proof established for the CN scheme. We will point out some
significant differences during the following proof. To make our proof easy to follow,
we divide the proof into several major parts also.

(I). Choosing ¢;, = r(STBZ in (4.2), and noting that (4.2) is exactly the same as
(3.3) in the CN scheme, hence we have (3.12), i.e.,

n+2||2

1 1 1 L
<||8 D — 8. D), 2||2)+Z(HMéD',;“HZ—HMéD',; "%

= Teohy (M;laﬁE;; + My Ej, 552) . (4.8)

(II). Since (4.2) is the same as (3.3) in the CN scheme, (3.13) holds true for the
LF scheme also, i.e., we have

S2EIT! — 52" E _E"
80)\.2 (M_l T . T h +CL)3,M_1 h . h7¢h

Dn+1 _ Z')n
h hogn)- (4.9)

+ Mc

_ (#op -5y
T T

2t o pyn
To estimate (M ¢,,), using (4.1) and (4.3), we have

_1
2D+ — s2pr 0 (5, D”+2 — 5 DHZ)—(S ”*2 —5,D) ) .
T s Pn s Ph

‘L'2
n+3 n+i n+i n—1 n+1 n
w1y [(H 72— H T —(H - H ) S H'™ — 5, HY
= ( 2 : , V x ¢h = % V x ¢h
+1
by(i.S) -1 (VX E™ —-VXE] Vxa,
[olt T
~1 !
= (VXSIEZ+2,VX¢,,>. (4.10)
[olt
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Choosing ¢;, = r5$FZ+ =34 EZ“ — 8, E), in (4.10), we have

82Dt — s2pn —1 _
<f’l—’h,¢h — (v x 8. E) "3 (8, £ —STEZ))
T

KoM
1 5. B 46, E _
= (v x 8, E "+2 ~Vx (% x (8B - SfEZ))
+1 —
—— IV x8:E," [P = IV x 8: E}|1*). (4.11)

" 2uou
To simplify the first term on the RHS of (4.11), we notice that

—=n+1
EZ+ +E), n+3 —n+1 —=n
VxS (A Vx5, E, 2,V x (8,E,  —68E))

2
EN g g g | ;
= | v x5, (=t h 0 h b _ BT,V x (182E; )
+3 n+3 n—3
E, > —2E,° +E,’
= 7|V x5, (=h . )VszEn+2
8 ENtt — 5. E" 1
= 12 (v x 5,(%) V x 8°E), *
2 En+1 +En
= 1 (v x @B — 82EY), v x s2(2 T
4 2
7’ 2 412 2 2
- §<||Vx51EZ 12— |IV x 82E7|] ) (4.12)

Substituting the estimate (4.11) with the application of (4.12), and the identity (by
using (3.16) and (3.17))
~n+1

Eh _Eh 3 n+1
— 01

— n43 _1
( — 8. E)) = <||81Eh 2|12~ |18. E), 2||2> (4.13)

T

into (4.10), and then into (4.9) with ¢, = rSzE , We obtain

£0A2

— (M 262E”+1|| —[IM,, 282E 1%
OXZ P 1 g2 —3g g"TE2
(1M, 28 E, 2| —|IM, 6. E, 21|
1 +1 —
+ 50 IV X8 ELC P = IV X 8 EQP)
2 1 nt —n41
=5 M(||Vx8$EZ+ IP=1IV x $2E} ) +1(Mcs. D, 2, 82E, ). (4.14)
0
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(III). Choosing ¢, = ‘L'(STEZ in (4.2), and by the same argument as (I), we have

g0A2 +1 _1 _1
(1M, zafEZ 22— 1M, 25 E, 2|1
£0row, @p -1 a2 =% 1,2
+ (1M, EF P2 — M 2 ER )
- (530’; +MCZ)Z,5,EZ>. (4.15)

To estimate the term 8%DZ on the RHS of (4.15), by using (4.1) and (4.3), we obtain

__ _1 __
182D, 8, E}) = (5. D ”*2 — 8. D) % 8.E})

by(4 b)) n+2 n——

(H'"2 —H' 7V x 8,E}) = (5 H}, V x 8, E})
D& T g BNV x5, E))
HoM
T R |
_1 2 +E 2
= —|vx@E - b
Hop 2
1 1
FH+Q+FVL7§ __l
o BB g @B
—1 — L 1
= 5 (||VxE’,§+2||2—||vXEZ 2||2>
HoM
1 1
1 Ef L E 2 —2E” ol
v xZh h (E"+2—E" 1. @16
Mo 2 h

The second RHS term of (4.16) can be simplified further as (similar to (4.12))
1

S G |
1 E, 2+E, ?—2E"
— v x =2 L VX ETT_ETY
Kol 2
1 _1 —
= <v x (5. Ey 2 —8.E; 7)1V x 8,EZ>
2 1 1
T +1 _1
= Son <||Vx3,EZ 22— ||V x 8, E, 2||2>. 4.17)
Substituting (4.17) into (4.16), then into (4.15), we have
SO I goraw> 1 1
My L5 B P IM, 76 B 1P M B = My B
1 —nt1 a1
tincn (IIV xE; *|>~|IV x E, 2||2)
2 _1 ~n
- SIZOM <||v x 8, E"+2 12— IV x 8, E} ° ||2) +1 (Mth, (SIEZ). (4.18)
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~pnatl
(IV). Since term &, DZ+2 in (4.14) can not be controlled by the like LHS term of
(4.8), we add (4.14) with all n’s reduced by one to (4.8), and (4.18) multiplied by a)?7

1 1
- -1 +1 .
(to get the same coefficient for ||M , *§; E Z 21|2), we obtain

1 n+3 2 n—% 2 1 % n+1,2 % n—1,2
U822 = 118: D2 11) + S (IMEDRP = [IME D)
_1
+—<||M 28 E}NP — 1M, 282E "%
Okz M is BT “3g g3 2
+ (1M, 28 E, 2> —IM, 8. E, 21|
] —=n—1,12
+T(||VXafEh|| — IV x8E; |I»
OM P ~ig g2 ~31¢ g2
+ (1M, 28 E, 21> —|IM, 8. E, 21|
4
o)»z _1 1
+ ”(||MA2E2“||2—||MA2E2 "2
; n+4 —n—1
o (||V><E P =1V < E), 2||2>
7’ 2 2 2 pn—1,2
= SMW(IIVM,EZII — IV x 82E7~ %)
2.2
C() +l _1
T Son (||VX<ST 22— ||V x 8, E, 2||2>
+T80As (M;lazE’,; +wiM; B}, 5152)
~p_ L 1 ~ —
+T(Mc8. Dy 2, 82E), 1)+ tw) (MCDZ,a,EZ). (4.19)

Comparing (4.19) to (3.20) obtained for the CN scheme, we amazingly see that
(4.19) contains exactly the same terms as (3.20) except the first two extra RHS terms!
We will show that these two extra terms cause the LF scheme to be conditionally
stability, i.e., the time step is constrained by the mesh size.

Now, multiplying (4.19) by 2, then summing up the result from n = 1 to any
m > 2, and using notation EN G, defined in (3.8), we obtain

ENGcn(m) — ENG ¢, (0)
2 2.2

T a) 1
= IV x STE|>—|IV x S Ej|I) + —~ (HVX&E,ﬁZH ||anfE;||2>
dpop dpop
+1 Zzgoxz (M;‘Ssz + oMy E), 5,52)
n=1
" ~nl 1 " ~n  —
+1 2Mes. Dy 2 8E, D4ty 20 (Mth,(STEZ>. (4.20)

n=1 n=1

@ Springer



24 Page 20 of 30 Adv Comput Math (2022) 48:24

(V). Now, we just need to bound the first two RHS terms of (4.20), since the rest
of RHS terms can be bounded in exactly the same ways as the CN scheme.
By using the inverse estimate (4.6), we have

2
T
4M0M(||VX8$ M=V x $2EJI1%)
2
T _
< gy " Cinoh D2ISZEN* + 167 ER %)
7? —1\2 A ) 2 33 210,12
= 4M0M'(Cinvh Y UIMIM, > SZE =+ [IMs M, * 57 E}||%)
Liag2 a2
tCinoh ' ||IM _1
< (T Cinuh™ 11Ms12) <8OA2||MA28$E 1> + eoral M, 252E ||> 4.21)
dpopmeor
and
2.2
T W 1
A1V x 8 Em+2||2 IV x 8. EZ|?
dpop h
2.2
() _ +l 1
< 4qu (Cinph™")? (HSTEZ’ 2P+ ||8fE,§||2)
1
tCinph L IM2||2)? _1 1 11
<! ”Z’MOMSOA; [l2) (eoxzw§||MA 8. E) |2 +eohawd|IM, 8, E} ||2> (4.22)
Suppose that the time step size t satisfies (3.28) and
7Cipyh~! M 2 h/oeoha
( m: Il . [12) Z or T < Mo/wlo 2’ 4.23)
. 1
Horeor2 CinolIM} |12
which leads to (4.7), we obtain
1 3t m-l
FENGen(m) = ENGen(0) < - Z ENGen(n). (4.24)
n=0

Applying the discrete Gronwall inequality given in Lemma 3.1 to (4.24), we complete
the proof. [

4.2 Convergence analysis

Furthermore, we denote the errors between the numerical solution (DZH, EZH,

1
H:+2) of (4.1)-(4.3) and the exact solution (D (x, t,+1), E(x, t,+1), H(x, tn+%)) of
(2.1)—(2.3):

DZ+1 _ D(x, tn—i—l):(DZ—H _ HCDH-‘:-I) _ (Dn+1 Dl’l+l) Dn+l Dl’l+1

hn

EZ"FI _ E(x, t}1+l):(En+l _ HcEnJrl) _ (En+1 En+l) Eﬂ+1 EZ;‘;—I’
1 1
H'"THx, t,H_%)_(H —TLH"™ ) —(H" 2 T, H"2) = H ;’;2 —H,f:z,
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here and below for simplicity we just denote

D" = D(x, typ1), E" = Ex, tyy1), H'™? = H(x, by d)-

First, let us establish the error equations. From (2.1) and (4.1), we have

G D2 ) — (HIS 2,V % )

= (5 (D"+2 - HCD"+2),¢h> (H”+2 MLH"™ 2,V % ¢))

by (4~1)é”d 2.0 <8r(1 _ Hc)Dn-‘r% + atDn+% _ San-i-% ¢h>

—(V x H"™2,¢,) + (L H™ 2,V x ¢,)
- S:(I — TI)D"™ 2, ¢)) + (3, D"F2 — 6, D"3 ¢,),  (4.25)

where in the last step we used integration by parts and the L? projection property
(I — TL)H"™ 2,V x ¢;,) = 0, since V x ¢, € Up.
Similarly, from (4.2) and (2.2), we have

coho (M S2E} + 0 M By ;) — (02D} + Mc D). 9),)
= sk (M;laf(E',’; —ME" + oMy (B} - LE"), ¢h>
— (820} = 10" + Me (D}, - 1D, 9,
L4222 . .
by 29 o, (MAlaf(I — M )E" + M;' (3 E" — 52E™), w)
2 (=l opn _ " 1 wn
oo} (M3 E" B+ M3 (1 —TOE" 0,)  (426)
- (33(1 —I1.)D" + 8, D" — 62D", <p,,)
+(Mc(D" = D"+ Mc(I - 1)D" 0.

Finally, from (4.3) and (2.3), we obtain

por (8 Hie, ) + (V % Ejle, yn)

= o (8< (Hy — T H™), yi) + (V x (Ej, — TI.E"), )
by (4@,(2.3)

(
oi (8:(I = TI)H" + 9 H" — 8. H", Y) + (V x (I = T1)E", yp)
o (0 H" — 8. H" ) + (V x (I —TI)E", yp), (4.27)

where in the last step we used the L? projection property ((I — 1) H", ¥,) = 0 for
any Y € Uy,.
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In summary, we obtain the error equations given as follows:

) GD)E ) — (HTEV x4y
— (6,(I — I D"z, ¢h) + (a D" 5. D1 ,), 4.28)
(I eoho (M '82E}, + ) My EhS @) — (07D}, + MCI)ZE, ®))
= eohs (M; 82(1 — TI)E" + M7 ' (9. E" — 62E™), ¢h)
+e0h0 (M;l(E" —EY+ MU -T)E", (oh) 4.29)
— (820 =MD" + 020" — 52D", g,
+(Mc(@" = D"+ Mc1 — 110D, ;)

UID  pon (8 Hiy. vn) + (V x Eje, i)
= o (3 H" = 8. H", i) + (V x (I — TL)E", ), (4.30)

hold true for any ¢, ¢;, € Vg and Y, € Uy,.

Note that those LHS terms on the error equations (4.28)—(4.30) have exactly the same
form as the leap-frog scheme (4.1)—(4.3), and the RHS terms are error terms incurred
by interpolation and time approximations. Using the interpolation error estimate and
Taylor expansion (cf. [30]), we can see that all the RHS terms have local errors O (h”
+12), where p > 1 is the degree of the basis function in the FE spaces V2 and Uj,.

Then, following the same procedure developed for the stability proof, we can
prove the errors between the finite element solutions and their projections or interpo-
lations given as:

||M2Dn+1||2 + ||M2Dn§||2

+
18- D), 2||2 5 + eohal|M; 82 nel?
_1 41 _1 n_l
1M 28 E,. 211>+ 1M, 28, E,, 2 |]? W1
-l-eo)»zw;z: . : ) . : + 1M, 25 En 2|2

_1
1M, 2E"+1||2+||MA2E25||2
2

1 T2 4
+——||V x 8 Er:||> + gorrw
101 T r
2
w — +l
+—Lv x EZ$2||2
Mo
< C(x? +hP)2 4.31)

Now, using the triangle inequality, the estimate (4.31), the interpolation and pro-
jection error estimates (3.6)-(3.7), we have

n+i 1L
18: D), > — 9, D" 2|

1
= 18:(D} "2 = T.D"™ 1) + 8.((T — HD"™*3) + (6, D"F1 — 3, D"+ 1)) 2
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1 1 1 1 1
<3 (||6I<DZ+z —T1. D" 2) |2 +18. (T, — 1) D" T 2) |2 4|8, D" 2 —a,D"+2||2)

C Int1
SCE+RN + 2 ./ 1T = DDIPds + =135 Dl o, 71, 020y
1,

n

4 2 2 2 4 2
< C* + 1) + CRP110: DI o, 11, o eurt:y T CTN0 DI o 71 2y

where we used the inequalities (cf. [27, Lemma 3.16])

1
un-i-j —u" 2
81| = || ———|?
T
U [fed 2 1 2
< —/ 2 |9,ul|Pds, Yue HY 0, T; L*()), (4.32)
T ,ni%
and
8. D"2 — 8, D" | < Ct2 max [9,3 D). (4.33)
0<t<T

By the same technique, we can obtain the error estimate of the rest terms, which
leads to the following optimal error estimate.

Theorem 4.3 Suppose that the analytical solution (D, E, H) of (2.1)~(2.3) are
smooth enough and the time step size T satisfies (4.7), then for any n > 1 we have

1 1
(8. D" _ g o 4 WME@ET = DUEDIP +1ME (D) — D)2
iy - U

2
1
+eoral M, * (5TE) — 02 EM)|I?
-3 n+y n+iy2 -3 n—3 n—=%y112
1M, 2 S E) 2 = G E" )P+ [IM, (5 E, =% E" 2]

2
+80)\2wp 5

n+%

_1 1
+IIM, 28 E, > — &E"T2))|?

1 . _
+——|IV x (8. E}, — & E"))|?
Mol

_1 1
4 [ 1IM 2B — EMTY|12 + |IM 2 (E) — EM)|?

+80)»2a)p 5
) 1ty oty 2 2
+——IIVx(E, * —E )| <C(@+h")", (4.34)
[l

where the constant C > 0 is independent of h and t, and p is the degree of the basis
functions in Uy, and V.
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5 Numerical results

In this section, we first present some numerical results to justify the convergence
result we proved for the leap-frog scheme, then we show that the interesting cloaking
phenomenon can still be obtained by our new leap-frog scheme.

To test the convergence, we implement the leap-frog scheme (4.1)-(4.3) by using
FEniCS [35] version 2016.1.0 installed under Ubuntu 14.04 on ThinkPad T440s
Notebook (with 1.70-GHz CPU and 8-GB memory). Since an exact solution to the
complicated model (2.1)—(2.3) is unknown, we just assume that the model has a
solution for the electric field given as

E(x.y.1) = (Ex ) _ <cos(a)x) sin(wy) ) o—0rt 5.1)

E, — sin(wx) cos(wy)

Then, we integrate (2.3) to obtain a magnetic solution

1! 2 [
H(x,y,t) = ——— V x Edt = — cos(wx) cos(a)y)e_“’ftdt
Hop Hop
2 —wrt
= — e~ “f" cos(wx) cos(wy). (5.2)
oM@ f

Substituting (5.2) into (2.1), and integrating the result with respect to ¢, we obtain
t t _2 _ . ‘
D(x,1,1) = / V x Hdt = f ( @ cos(@x) sin(wy) ) sty

w sin(wx) cos(wy)

[OH® f
_ —2w (cos(a)x) sin(wy) ) st (5.3)
Molw)?c — sin(wx) cos(wy) ' .

To accommodate the above exact solutions, we have to add a source term f to the
original governing equation (2.2) such that

[,y 1) :eokg(atE—}-a)f,E)—MAatzD—MBD. 5.4)

Hence, the implementation of (4.2) becomes
eor (2B} + WLy ) = Mas2D)y + MDD + £ (). (5.5)

In our simulation, we simply choose the physical domain €2 as the unit square,
which is partitioned by a structured triangular mesh. A sample coarse mesh is shown
in Fig. 1. To test the convergence rate, we use a sequence of uniformly refined
meshes.

Example 1. For this test, we chose the physical parameters as follows:

Hy =005 H;=02,d=02, ¢g=pup=wy=m, w=4n,
T =1le—4, t=1le—6.
The scheme (4.1), (5.5), and (4.3) is solved with the pth order Nédélec curl con-
forming edge element space V), and the (p — 1)th order L? finite element space Uy,

on triangular elements with p = 1 and p = 2. We solved this example on a series of
uniformly refined n x n triangular meshes as Fig. 1. In Table 1, we presented the L2
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Fig. 1 A sample 8 x 8 mesh for our numerical test

1
errors || Ef ! = Eusnll, I B} = Etusnll, and ||H; 2 = H(t,, 1)l obtained

at the last time step. Table 1 shows clearly the convergence rate of O (h”) in the L2
norm for E and D proved in Theorem 4.2, though we do not have theoretical con-
vergence for H. The corresponding CPU times (in seconds) are presented in Table 1
too.

Example 2. This example mimics Example 2 of our previous simulation [29] by
the new leap-frog scheme (4.1)—(4.3). No equation is to be solved in the cloaked
region. To show the invisibility cloaking phenomenon, we have to cover the cloaking
region by a vaccum region where the standard Maxwell’s equations in vacuum has
to be solved. This can be done easily since (2.1)—(2.3) can be reduced to Maxwell’s
equations in vacuum by ignoring (2.2) and choosing © = 1 in (2.3). More specifi-
cally, in implementation of (4.1)—(4.3), we do not update (4.2) in the vaccum region,
instead of just updating EZH = 661 Dyt

In this example, the cloaking region parameters H; = 0.1 m, H = 04 m, d =
0.4 m, the expanded physical domain [—0.6, 0.6] m x [0, 0.6] m covers the cloaking
region and is partitioned by an unstructured triangular mesh with mesh size h =
0.01 m. We use a time step 7 = 10713 s, and the classical Berenger perfectly matched
layer (PML) of thickness 15/. An incident Gaussian wave

v — x|
L2
is imposed along a slanted line segment with endpoints (—d, d/2) and (—d/2, d),

where x = (x, y) denotes arbitrary point on this line segment, x. is the midpoint
of this segment, and L = 0.25+/2d. Snapshots of the numerical magnetic fields

Hz(x’ Vs t) = Sln(znf) exp(_ )
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Fig. 2 Example 2 (with metamaterial). The magnetic fields H, obtained at 12000, 24000, 40000, and
50000 time steps (oriented counterclockwise)

H; obtained with frequency f = 2 GHz up to 50000 time steps are presented in
Fig. 2, which clearly shows that the incident wave seems totally reflected from the
flat ground. This reproduced the invisibility cloaking phenomenon obtained in [29]
and also similar to the simulation obtained by COMSOL for the acoustic carpet cloak
in [9, Fig. 7.7].

To appreciate the cloaking performance with metamaterial, we solve Example 2
again by replacing the cloaking region with air and keeping the rest parameters invari-
ant. The obtained magnetic fields H; at various time steps are presented in Fig. 3,
which shows that the wave scatters. Hence, the cloak phenomenon disappears when
the cloaking metamaterial is removed.

" %~ |
|
"

|

//‘\;\"
) l %N

Fig. 3 Example 2 (without metamaterial). The magnetic fields H, obtained at 12000, 24000, 40000, and
50000 time steps (oriented counterclockwise)
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Fig. 4 Example 3. The magnetic fields H, obtained at 12000, 24000, 40000, and 50000 time steps
(oriented counterclockwise)

0.5

—0.5

0.5

Example 3. This example mimics Example 1 of our previous simulation [29] by
the new leap-frog scheme (4.1)—(4.3). Here we use the same physical parameters as
Example 2, except that a plane incident source wave H,(x, y,t) = sin(2zf) with
frequency f = 2 GHz is imposed on edge x = —0 : 6 m. Snapshots of the obtained
magnetic fields H, are presented in Fig. 4, which shows that the wave resumes its
plane wave patten after passing through the cloaked region. Hence, the invisibility
cloaking phenomenon is achieved in this case.

6 Conclusions

In this paper, we proposed two new finite element schemes for solving the time-
domain carpet cloak model. The major novelty of the paper is that both the Crank-
Nicolson and leap-frog schemes are new, and they proved to be unconditionally stable
and conditionally stable (under the usual CFL constraint T = O (h)), respectively.
This overcomes the impractical CFL constraint T = O (h?) imposed on the stability
analysis in previous works [29, 30]. Optimal error estimate is proved for the leap-frog
scheme. An optimal error estimate can be similarly proved for the Crank-Nicolson
scheme. We will continue exploring and analyzing more efficient algorithms such as
LDG method [32, 45] for this interesting model in the future.
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