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1 | INTRODUCTION

Design of efficient structures toward prescribed objectives, such as optimal energy dissipation, stiffness, etc., with
well-controlled damage or fracture behavior is an important task in many engineering applications. In many cases,
due to the complex physics of material damage and the presence of multiple conflicting design constraints, traditional
experimental and/or empirical design approaches are not suitable for this task. With the development of advanced com-
putational and design optimization methods, however, this design goal can be now accomplished and requires a careful
formulation of the inverse design problem that involves modeling of the underlying damage mechanisms. Among the
three main categories of structural optimization—that is, sizing, shape, and topology—the topology optimization con-
siders both the connectivity of structural features as well as the size and shape of the features, and thus offers greater
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flexibility and design freedom. Topology optimization has also undergone significant advancements following the pio-
neering work by Bendsee and Kikuchi,! for instance, see References 2 and 3 for an overview of this area. In a density-based
topology optimization approach, which is the focus of this study, a structure is parameterized by discretized density field
via finite elements, which is then optimized toward minimizing a prescribed objective function while satisfying a set of
predefined constraints. For instance, to prevent material failure due to yielding or brittle fracture, studies have considered
stress-based topology optimization,*> where linear elastic material behavior is assumed with a failure criterion based on
von Mises** and Drucker-Prager models,® among others. Although promising, this design approach is confined to elastic
material behavior, and therefore, cannot account for inelastic processes in ductile materials, such as elastoplastic energy
dissipation and ductile damage accumulation.

Consideration of inelastic material response in topology optimization toward the development of fracture-resistant
designs is challenging, and entails path-dependent sensitivity analysis,”® and also leads to related issues such as con-
vergence in finite element analysis due to material damage® and complex material interpolation schemes for inelastic
constitutive models.!®! In the past, fracture-resistant structural designs have been explored with various continuum
damage mechanics (CDM) based models, for example, ductile designs with Lemaitre and nonlocal CDM models,>!1:2
brittle fracture mitigated designs with nonlocal CDM models!®!®* and phase-field models.'*1® For instance, Kato
et al.’% designed nonlinear elastoplastic reinforced composites by maximizing the total work given an upper limit
on material volume, while Amir and Sigmund'® investigated the stiffness design of reinforced concrete structures
with constrained material volume, both with nonlocal inelastic-damage model for concrete while considering differ-
ent models for reinforcement and concrete-reinforcement interface. Kai and Waisman!? and Russ and Waisman'#
considered topological design for minimizing material usage with stiffness and damage constraints where material
damage is modeled with nonlocal damage and phase-field fracture models, respectively; Li et al.>!! employed topol-
ogy optimization for maximizing plastic energy dissipation with constrained material volume and damage using local
and nonlocal damage models. In a recent study, Li and Khandelwal'’ investigated elastoplastic energy-absorbing
designs with controlled damage with a micromechanics-based Gurson-Tvergaard-Needleman porous plasticity model.
Studies have also exploited uncoupled damage models, for example, the Johnson-Cook failure criterion and Crach-
FEM fracture model for damage-proof designs.!®2° Irrespective of these advancements, all the previous works on
the fracture-resistant topology optimization are confined to the small strain regime. However, fracture initiation for
many ductile metals (e.g., structural grade steels ASTM A997, A36), is often preceded by large (plastic) deforma-
tion, and the small strain assumption might not be applicable. While a similar design philosophy can be used with
finite deformation-based ductile fracture models, such an extension is yet not available and is the focus of this
study.

Ductile damage models for metals under finite deformations consider the progressive loss of load-carrying capac-
ity due to nucleation, shearing, growth, and coalescence of micro voids.??* For micromechanically motived damage
approaches, along with the earlier works,?+?> Gurson?® first established a yield criterion for porous solids based on
homogenization of an existing spherical void embedded in a von Mises plastic solid. With a pre-existing void that is
assumed to remain spherical during loading, the homogenized yield surface is pressure-sensitive and shrinks as the
voids grow. Later, modifications to the Gurson model were made by Chu and Needleman,?” Tvergaard,?® and Tver-
gaard and Needleman® to account for void nucleation and coalescence. The resulted model is generally referred to as
the Gurson-Tvergaard—-Needleman (GTN) model and is mostly used for modeling ductile fracture under high-stress tri-
axiality. Under low-stress triaxiality, the influence of void shape change (elongation) due to shear deformations was
investigated in fracture tests,3*3! where the influence of the third deviatoric stress invariant (or Lode parameter) on the
void shape evolution and coalescence was demonstrated. Based on these results, various shear modifications have been
proposed, for example, Xue,>? Nahshon and Hutchinson,?* Malcher et al.,>* Zhou et al.,?* and Dzhli et al.>® A review of
the porous plasticity for the ductile damage modeling can be found in Reference 21. Despite this progress, most GTN-type
model implementations in the literature are confined to the small strain regime.>’-3° As ductile damage often accompanies
large deformation, the formulation and implementation of ductile fracture models in the finite strain regime are crucial.
More importantly, the predictive capabilities of these advanced finite strain-based damage models can be employed in an
inverse topology design framework, wherein the goal is to design fracture/damage resistant elastoplastic energy-dissipating
systems under large deformations. In essence, the design task will entail designing a structural topology guided by the
physics of finite strain elastoplastic damage such that the designed structures have desirable performance measured in
terms of fracture-resistance and energy dissipation.

The contribution of this study is to formulate the shear-modified GTN model proposed by Nielsen and Tvergaard® in
a consistent finite strain framework with numerical implementation details and to extend the previous work on the small
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strain GTN guided fracture-resistant designs!” to finite strain applications. Specifically, a finite-strain shear-modified
GTN model is first developed, which is formulated based on multiplicative elasto-plasticity and combines different fea-
tures, that is, shear modifications3**° and numerical improvements,*! from the previous studies. A series of 2D and 3D
numerical simulations are carried out to demonstrate the performance of the implemented model. This finite strain based
ductile fracture model is then incorporated in a density-based topology optimization framework. To this end, based on this
model, an analytical path-dependent sensitivity calculation using an adjoint method is derived. With the incorporation
of techniques such as adaptive linear energy interpolation for addressing mesh distortion*? and p-norm approximation
of maximum damage field, the design of fracture-resistant energy-dissipating structures is explored under finite strains.
Ultimate postperformance analysis of the optimized designs is also carried out to investigate different critical fracture
mechanisms.

The rest of the article is organized as follows. In Section 2, a finite strain shear modified GTN model is presented.
A brief review of F-bar element formulation that is used in the numerical implementation is presented in Section 3. A
density-based topology optimization framework for the fracture-resistant design task is developed in Section 4. Section 5
gives the derivation of the path-dependent sensitivity analysis. In Section 6, a series of numerical examples are carried
out to verify model implementation and to demonstrate the model performance. In Section 7, the path-dependent sen-
sitivity calculation is verified together with two design optimization examples. Finally, concluding remarks are given
Section 8.

2 | FINITE STRAIN SHEAR MODIFIED GTN MODEL

A finite strain shear modified GTN model based on the multiplicative elastoplastic formulation is presented in this
section.

2.1 | Kinematics

Let Qy € R3 be the reference configuration of a continuum body of interest with X representing arbitrary material point
position in Q, that is, X € Q,. A motion of the body that carries it from its reference configuration to its current configu-
ration Q; € R3 can be described by a smooth one-to-one mapping x = (X, t) where t € R, denotes time. The associated
local deformation gradient is defined by F := Vx¢ with det F > 0. With the multiplicative decomposition assumption,*?
the deformation gradient is split into elastic and inelastic parts by

F=F.PF, €))

where FP represents a local inelastic deformation that can be attributed to dislocations of the crystal lattice from a
micromechanics viewpoint and F° represents elastic distortions. Other strain measures that will be useful in the follow-
ing model descriptions are plastic right Cauchy-Green tensor CP and left elastic Cauchy-Green tensor (also called elastic
Finger tensor) b° that are defined, respectively, as.

C° =F"F and b° = FF.F" )
which are related to each other by pull-back and push-forward operations.
' =F'p*F andb*=F.CP" F. (3)
The material time derivative of the elastic Finger tensor b° can be expressed as.

b’ =, [b] +1.b° + b°.1" with L, [b°] = F.OPLFT, 4

where L, [be] denotes Lie derivative, I the spatial velocity gradient given by l = F.F~' and CP~! the material time derivative
of the inverse of CP.
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2.2 | Freeenergy

The Helmholtz free energy for isotropic elastic—plastic solids is assumed to take the form
w =y° (b°) +yP(a), (5)

where y* (be) denotes elastic strain energy at macroscale while yP(a) accounts for isotropic hardening, and « is the
microscopic effective plastic strain of the undamaged matrix material. It is noted that kinematic hardening is not included
in the current framework. The elastic strain energy function used in this study is defined as.**

v (5) = v, (%) + i, (B)

wey (1) = Jx(inge)’ (©)
708 <1A19> %,u [I : (ln#)z] ,

where J¢ := det F° represents elastic volumetric deformation and b =5 be quantifies isochoric deformations. Here, k
and u are the bulk and shear modulus. The use of logarithmic Hencky strains InJ¢ and In b in expressing the stored
energy is advantageous for numerical implementations, as shown in Appendix A. The energy due to plastic hardening
wP(a) is not explicitly specified here, instead, its derivative dyP /o« is prescribed in the next section, motivated from a
thermodynamics perspective.

2.3 | Thermodynamics

Thermodynamics require energy dissipation Dy, to be nonnegative during any deformation, that is,

D=7 :d—y = <r—2a"'e b9> cd- <2a"’e b9> : (%Ev [b] bt ) - aa—"’pa >0, @)

ob°’ ob°’ o

where d = % (l + lT) is the rate of deformation tensor. Equation (7) utilizes the decomposition of b’ in Equation (4) and
the fact that dy®/0b° commutes with b® due to isotropy. Following the standard Coleman-Noll procedure,* the following
relationships can be established

owe
T=2 (;Ze b°, (®)
D=7 : (=32, [b] ) +ha 20, ©)
where
he= -2 (10)
da

specifies isotropic hardening rule, where h is the thermodynamic variable conjugate to a. A function with combined linear
and saturation hardening terms are used to describe this variable, that is,

h(a) = kya + k(1 — exp(—éa)), (11)
where k; and k, control the magnitudes of the linear hardening and saturated hardening, respectively, and 6 controls the

saturation rate.

2.4 | Yield criterion

The yield criterion for porous metals was first proposed by Gurson,?® which was later modified by Chu and Needleman?’
for void nucleation, Tvergaard and Needleman?® for void coalescence, Nahshon and Hutchinson,?* and Nielsen and
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Tvergaard* for void shearing. As suggested by Mahnken,* the yield function is formulated in a linear form, as opposed
to quadratic form, as

¢ = 1Tdell - \/g sign()V/zl ¢J (12)

with
z =1+ qsf** — 2q.f*Cosh[M], (13)
{(a@) = oy0 + h(a), (14)
fc+K(f—fc) lff>fc fF _fC
coshM if M <M,
Cosh[M] := { ) ) L,
cosh M, + sinh M. (M — M,) + 3 coshM.(M — M.)* if M > M, (16)

— 34,1
M_zngj’

where ||.|| is the Euclidean norm that results in isotropic yield criterion, and extension to anisotropic yield criterion can be
found in References 39 and 46. Here, 7, = tr(z)/3 is the Kirchhoff pressure and t 4., = T — 7,1 is the deviatoric part of z;
J = det Fis the Jacobian; ¢ is the microscopic effective stress of the undamaged matrix material with o, the initial yield
stress (the relationship between ¢ and « is characterized as a uniaxial stress—strain curve); f represents void volume frac-
tion; g1, g2, and gz are model parameters; parameter fc denotes the critical void volume fraction beyond which accelerated
(by coefficient K > 1) void volume fraction growth is expected due to voids coalescence; parameter fr represents the void
volume fraction at final fracture (f = fr); f}; stands for the ultimate value of the modified void volume fraction (f* = f};)
at which macroscopic stress carrying capacity vanishes. As a result, the coefficient K is determined by f* (fr) = f;. The
value of f;; can be determined through lim,_o ¢ (f*) = 0, which gives f; = 1/q; when g3 = q? (chosen in this study). The
modification of cosh(-) to Cosh(-) is suggested in Reference 41 for numerical stability, where M, is a threshold parameter.

2.5 | Flow rule and void volume fraction evolution law

The flow rule for the macroscopic plastic strain (F? or C? or equivalently b°) is derived following the principle of maximum
dissipation,*” that is,

_ . 0
—lEv [b°] ! = yA with A= —¢, 17)
2 ot
where y is the plastic multiplier. The flow rule for the microscopic effective plastic strain is obtained by enforcing the
condition that the plastic work in the microscopic matrix material is equal to the macroscopic plastic work, that is,

(1-f)¢& = ;7 : yA, which yields

L Y .
@ = apo —f)CJT T A. (18)

The flow rule for the void volume fraction f is considered to be the sum of contributions from void growth (f ), hucleation
(f,) and shearing (f;)

lifz,, >0

, 19
0ifr,, <0

F=fy A7+, with A (e = {

where the parameter #£ is used to control the void nucleation rate such that nucleation only happens under tension, that
is, positive hydrostatic stress. In Equation (19), the void growth rate is governed by the conservation of mass
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fe=rQ-HA:T (20)

and the void nucleation and shearing are postulated, respectively, as?’

) _1feay)?
fo=Di=—"Dr: A with D= N (5) 1)
Q-H¢J sV 2@
and3340
fs = ykufwo Tdev : A with 7, = \/g [[Taev|l and wg = w(7)2(T) (22)
Te
with
2715\’
w(t)y=1- <?T—z> with j3 = det Tgey (23)
e
1 forT< T,
_J(r-1)° 2T-T,) . _
QT) = NG [3 + =5 ] forT, <T<T, with AT=T,-T;, (24)
0 for T > T,
T = T—m

Te

where in the void nucleation term in Equation (21) suggested by Chu and Needleman,?” fy denotes the void volume frac-
tion to be nucleated, sy the standard deviation and ay the mean nucleation strain. The shear modification in Equation (22)
introduced by Nahshon and Hutchinson?? is to account for softening and fracture under shear deformation which was
later modified by adding function Q(T) by Nielsen and Tvergaard*® for eliminating shear modifications at high-stress
triaxiality. The motivation of function w(r) € [0, 1] is to distinguish axisymmetric stress states (w =0) and all states con-
sisting of a pure shear stress plus a hydrostatic pressure (o = 1).3 However, as discussed in Nielsen and Tvergaard,*® for
some stress states high triaxiality can be along with nonzero w value. To control the effect of the shear modification term
with the stress triaxiality T, function Q(T) is introduced by Nielsen and Tvergaard.*® Here, k,, controls the magnitude of
damage growth rate in pure shear states, T; and T, are chosen parameters (T; < T,) such that the shear modification by
Nahshon and Hutchinson3? isused when T < T; and is not present when T > T,.*’ The integration of these rate equations
in Equations (17)-(19) is given in Appendix A.

2.6 | KKT and consistency conditions

The plastic loading and unloading processes are described by Karush-Kuhn-Tucker (KKT) conditions
y20,¢<0,y9=0 (25)
and the consistency condition

y$ =0. (26)

2.7 | Remarks
The GTN model will degenerate to a finite strain J, plasticity model if the parameters
fo=ti=q3=fn=ko=0 27)

are chosen.
The numerical implementation details of the shear modified GTN model are given in Appendix A.



ZHANG AND KHANDELWAL WILEY 7
3 | FINITE ELEMENT ANALYSIS WITH F-BAR FORMULATION

In the finite element simulations with the GTN model, both 3-D and 2-D plane strain conditions are considered, and F-bar
(4-node quadrilateral for 2-D and 8-node brick for 3-D) elements are used. Although the plastic flow in GTN model is
compressible and volumetric locking might not be severe, F-bar element formulation*® is still used in this study in order
to handle locking in the case of J, plasticity. For completeness, a brief review of F-bar formulation is given here. First, a
modified deformation gradient F is defined as

_ {rl/Z F (in — plane part) for 2 — D plane strain

| PBF for3-D , (28)
detF,
detF

with r =
where F and F, are the deformation gradients evaluated at the current quadrature point and the centroid of the element,
respectively. The first Piola-Kirchhoff (PK) stress P is then computed as

3 {r‘l/ 2P (in — plane part) for 2 — D plane strain 29)

r2/3p for3-D

where P s the first PK stress evaluated by any (elastic or inelastic) constitutive model with the deformation gradient input
as F.

The finite element discretization of the weak form of balance of linear momentum gives the global equilibrium
equations

R(u) = Fy(u) — Fpyy = 0,

Fuult) = AF;, ) Fy ) = | B'Pav. (30)
e= Qe

0

where B denotes the derivative of shape functions and F,y, is the external force vector evaluated in the standard way.

4 | DENSITY-BASED TOPOLOGY OPTIMIZATION

In the density-based topology optimization,? a design is described by an element-wise constant density field p(X)
that indicates the presence (p = 1) or absence (p = 0) of the material in an element. To accommodate gradient-based
optimizers, the discrete density variables are relaxed to continuous values, that is, p € [0,1], where 0 < p <1 rep-
resents the mixture of void and solid phases. This density-based approach for structural topology optimization is
illustrated in Figure 1, where the design domain is described by a FE discretized density field that is optimized for
predefined objective and constraint functions. During the optimization process, FE analysis and sensitivity analysis
are carried out at each optimization iteration to examine the optimality conditions and to provide gradient informa-
tion for the next design update. The conceptual design is provided by the final optimized topology but with poten-
tial gray areas, which is further postprocessed via B-splines fitting to obtain the discrete design that can be readily
manufactured.

4.1 | Topology optimization formulation

In this study, the objective is to maximize the plastic work together with constraints on material damage (f) and material
usage. To this end, the mathematical optimization formulation reads

min fo(x) = -W?

s.t. Rw)=0 (31)
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FIGURE 1 Flow chart of the structural topology optimization

H(Cp,a,f, ...)=0
fix) = DmTw«_1<o

Nele
f) =3 ) pawe =V <0
e=1
0<x,<1l,e=1, ... R,

where the equality constraints R(u) = 0 and H (CP L f, ... ) = 0 that represents the structural global equilibrium and
local constitutive equations are not enforced by the optimization algorithm, but instead are satisfied by solving the
structural responses (displacement u and internal variables e.g., C?, «, f, ...) that in turn govern the objective and con-
straint functions values. This nested solution approach is commonly used in large-scale topology optimization.*® Here

X, (e=1, ... ,ny) denote the design variables that are mapped to the density variables p, (e = 1, ... , ng) through the
density filter.>
. Wijvj
p=Wx with Wy = —- and wy = max (rmin — || X; — Xj||.0) (32)
g Wik Vi

in which ry;;, is the filter radius, eth element and X; the coordinates of the centroid of the ith element. The density filter
is used to address mesh dependency and checkerboard pattern of the optimized topology.>!
The plastic work, WP, during the loading process t € [0, T] is calculated by

n ng, nipt
WP = / / @i dve Y e (ck  arkak)m,, -
TJQ,

k=1e=1s5=1

where the subscripts s, e, and k denote the indices for integration point, element, and loading step, respectively. Here,
w,, is the product of Jacobian and quadrature weight at sth integration point in eth element. A penalization on the
intermediate densities (p < 1) with power p,, > 1 is introduced for optimization purposes for suppressing intermediate
densities.

The maximum damage Dny is approximated through a p-norm function of the void volume fraction by

Ny / Mipt 1/pq
Dynax = (Z{ <Z,(fgj)"d>) , (34)

where a large value is usually used for the power p4 to approximate the maximum value of void volume fraction f, which
is the measure of damage in the domain, at the last step n.
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4.2 | Material interpolation by density variable

The dependence of the objective and constraint functions on the design variables x is through the interpolation of
the material constitutive parameters by the density variables p as well as penalizations in Equations (33) and (34).
Table 3 lists the model parameters that are used in the shear modified GTN model for topology optimization, which
are taken as the model parameters for the solid elements. For intermediate densities p < 1, the model parameters are
interpolated as

E(p) = [e1+ (1~ &) P E.
oy(p) = [e2 + (1 — £2) p*] 630, (35)

|
ki(p) = [e1 + (1 — &1) pP2] k1,
kx(p) = [e1 + (1 — €1) pP2] ks,

while other parameters remain constant irrespective of the density values. Here, €1 and ¢, are lower bounds, p; and p,
are penalization powers.

To ensure the convergence of finite element analysis, especially during early stage of optimization, where many inter-
mediate density elements are present, a reduction of the damage evolution in the intermediate densities is introduced by
replacing Equation (19) with

=0 (Fo+ #fy+1,) (36)

where penalization power py changes from greater than zero to zero during the optimization via continuation. Note that
Equation (19) is recovered when py = 0.

4.3 | Adaptive linear energy interpolation for mesh distortion

In the density-based topology optimization, due to the material interpolation by density (see Section 4.2), ele-
ments with low density have low stiffness. As a result, during the loading process, these low-stiffness elements
can undergo large distortions, which can hinder the convergence of finite element analysis. To address that, a
linear energy interpolation scheme that is first proposed by Wang et al.>®> and later extended to an adaptive
scheme in Zhang et al.*? is utilized. The basic idea is to split the element deformation energy into two parts,
one formulated with small deformation theory and the other one with finite deformation theory. The interpo-
lation of the element energy is based on its density variable p such that when p =0 small deformation the-
ory is used, while when p =1 finite deformation theory is used. To this end, the deformation gradient F is
interpolated as

exp(fp)
exp(ch) + exp(Bp)’

F =TI+ nVxu with 7n(p) = (37)

where c and g are interpolation parameters chosen as # =120 and ¢ =0.08 with c value adaptively updated (if needed)
using the scheme proposed in Zhang et al.*? It should be noted that the F-bar formulation in Section 3 is based on
the interpolated deformation gradient in Equation (37). The element internal force in Equation (30) is accordingly

modified to
F;m = /
Qo

where By, denotes the matrix of shape functions derivatives that gives the vector form of the small strain measure when
applied to displacement, that is, [e] = B u with € := iju, and C is the linear isotropic elastic moduli determined by the
interpolated Young’s modulus E(p) = [e1 + (1 — £1) pPr] E and a constant Poisson’s ratio v (E and v are the same as that of
the GTN model) where p; is the penalization power.

nBTPAV + / (1-7*)B[[C : £]dV, (38)
4 2
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4.4 | Parameter settings

In the topology optimization, continuation scheme is used to slowly increase the penalization powers p;, p2, pw, and
pr and gradually decrease relaxation power py to avoid analysis failure during early optimization iterations due to large
deformations, and to relax the nonconvexity of the original optimization problem. Specifically, p; is raised from 1 to 5
by an increment 0.2 per 25 iterations; p, and p,, are raised from 1 to 3 by 0.1 per 25 iterations; py is reduced from 3
to 0 by —0.1 every 25 iterations; py, is increased from 4 to 6 by 0.1 per 25 iterations. Here, the power py in the p-norm
function in Equation (34) is fixed to be 15. The lower bounds are chosen as e; = 107 and £, = 1073 in Equation (35). Other
optimization parameters, for example, 7., in Equation (32), D and V; in Equation (31), are specified later for different
problem settings. It should be noted that the parameters should be carefully chosen for successful optimization. Following
is the rationale for the selection of some of the above parameters: (a) p; is chosen to be greater than p, to reduce both
energy dissipation and damage in the low-density elements to penalize intermediate densities and relax design space; (b)
pr is chosen to be greater than p; to discourage using low-density elements to exploit small deformation kinematics*?;
and (c) the power py in the p-norm function is chosen to be 15 to balance the nonconvexity and accuracy of the maximum
damage approximation.!”

5 | SENSITIVITY ANALYSIS

Due to the path-dependent behavior of the elastoplastic GTN model, the sensitivity analysis is also path-dependent. The
adjoint method is adopted for sensitivity analysis, as the number of design variables far exceeds the number of objective
and constraint functions. The calculations follow the framework proposed by Michaleris et al.,>> which is expanded in
the work of Alberdi et al.® for inelastic topology optimization problems.

5.1 | Adjoint formulation

The adjoint function is constructed as

n n
F=F (u', ... .u" V', V) + Zl"TRk (uk,uk‘l,vk,vk‘l,p) + ZykTHk (uk,uk‘l,vk,vk‘l,p) , (39)
k=1 k=1

where F represents the objective (f) or constraint (f; or f;) function, u* and v* are the solution and auxiliary variables
at step k and are determined by the corresponding global equilibrium (R* = 0) and local constitutive equations (H* = 0),
and A* and p* are the corresponding adjoint variables. The goal here is to compute the derivative dF/dx which can be
immediately obtained from the derivative dF/dp through simple chain using Equation (32). Hence, the main effort is to
compute the derivatives dF/dp.

Because the equilibrium and constitutive equations are always satisfied irrespective of the density variables p, it is
clear that dF /dp = dF/dp. Taking derivatives of F with respect to p and eliminating all terms that contain the implicit
derivatives du* /dp and dv*/dp yields

~ ~ n
F _oF T OR* T oH*
aF _oF | <zka—+,¢k a—) (40)
dp odp = ap op
where the adjoint variables A* and ¥ are calculated in backward order from the following system of equations.
step n :
OF  nTOR" | nTOH" _
{ R
nT oR" nT oH" _
ovn ot tTH o 0,
stepktk=n-1, ...,2,1) : (41)
OF o qkrtToR e ToH™ | qkToRE | kT oH" _
{%lg-'-llk To?zlﬁl T Ta?;'“il ’ kTagl’z-'_ Tg;i N
or +17 OR™ k+14 oH IR" ktodm _
ok +4 vk TH vk +4 vk + ok
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Finally, all the explicit derivatives needed to complete the adjoint sensitivity calculation in Equation (40) are

ForF . g E E
" ap’ ouk’ ovk’
For R - R OR* oR* OR* OR* OR*

6p Uk’ ouk-1 gk guk-1’
k k
For H - oH* oH* oH* oH* JH

0p Couk T oukl gvk T gvk-1

(42)

In this study, the solution variables (u) are chosen as the displacement field, whereas the auxiliary variables (v) are chosen
to be [Ay a f be] at each quadrature point. The corresponding constraints are the global equilibrium equations for
u and local constitutive equations for v, which are formulated as

nip[

nee
R“= ARE=0 with RE= ' [nBIP + (1- ) B, [C : ]| w,, - F,, 43)
s=1
H
:1 Hlecl
’ H¢
H‘=| H* |=0 with H' = | and
. e
H:
ncle_
for elastic step (i.e., Ay = 0 at sth quadrature point)
]’ll Aj/
H§S= h, _ a — A1
hs Jf=fi
hy| |b°—b%
while for plastic step (i.e., Ay > 0 at sth quadrature point)
" w=-/2 sign(z)x/ el ¢
hy a1 - g f)g,] (g + CoTm)
H, =| "|= , (44)
| e = (0w ) B Com + fEkn
s i exp(2AyA). b — b |

“ 2

where the subscript “e;” is used to denote the term evaluated at the sth integration point in eth element. It should be noted
that the subscript “e” in R and H¥ denotes the element number, whereas the superscript “e” in b® denotes the elastic
Finger tensor. The element external force F; , is assumed to be configuration independent. The definition of Cy is given
in Appendix A. All the required derivatives are given in Appendix B.

6 | NUMERICAL EXAMPLES: MODEL PERFORMANCE

To verify the implementation of the shear modified GTN model given in Appendix A as well as to show the performance
of the model as compared to other models such as the original Gurson model (without void nucleation, shearing terms,
and growth acceleration due to voids coalescence), GTN model (without shear modification) and J, plasticity model,
some of the benchmark problems including 2D plane strain localization, necking of 3D cylindrical bar and other high
and low-stress triaxiality controlled fractures are examined in this section. In the nonlinear finite element analysis, the
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6.413

26.667

FIGURE 2 Sketch of the plane strain localization problem

TABLE 1 Model parameters for the plane strain localization problem

Model Parameters

J, plasticity fo=q1=qs=fn=k,=0 E =206.9 GPa, v = 0.29, oy = 0.45 GPa, k; = —0.012924 GPa,
Gurson fo=001,fy=k,=0,q,=q3=1 k, = 0.265 GPa, 56 = 16.93

Shear modified GTN fo=0.01

Newton-Raphson scheme with an adaptive step-size strategy is used, and convergence is assumed when the energy resid-
ual drops below 1.0E-12.5* All the numerical computations are carried out in a matlab-based in-house finite element
library CPSSL-FEA developed at the University of Notre Dame.

6.1 | Plane strain localization

The 2D plane strain localization problem has been examined in the previous studies.***%>> As shown in Figure 2,
a quarter of the specimen with a width of 12.826 mm and height of 53.334 mm is discretized by a 10x20 finite
element (FE) mesh with 4-node F-bar element and is subjected to prescribed displacements (u =5mm) at the top
surface. The strain localization is triggered by a width reduction of 1.8% at the center of the bar. Here, three constitu-
tive models are considered—shear modified GTN, original Gurson, and J, plasticity models—by choosing a different
set of model parameters, see Table 1, where all the unspecified parameters are chosen from Table 3. In addition,
f*=f is considered in the original Gurson model. The load-displacement curves for the three models are shown
in Figure 3, while the strain localizations can be seen in Figure 4. It can be seen from Figure 3 that due to the
added nucleation and shear modified terms, the damage in the shear modified GTN model develops much faster
than that in the original Gurson model, while both introduce more softening effects compared to the J, plastic-
ity model. In addition, the final displacement of u =5 cannot be reached with the GTN model and the specimen
fails around the displacement of u =3.63. This example also verifies the model and plane strain F-bar element
implementation.

6.2 | Necking of a cylindrical bar
To demonstrate the model performance in a 3D case, the necking of a cylindrical bar under tension*®> is examined.

The cylindrical bar is of radius 6.413 mm and length 53.334 mm. Due to symmetry, only the symmetric octant section, as
shown in Figure 5, is modeled and discretized by 860 8-node 3D F-bar elements. A geometric imperfection of 1.8% of the
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FIGURE 3 Load-displacement curves of the plane strain localization problem with three models
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FIGURE 4 Deformed meshes and equivalent plastic strain () distributions of the plane strain bar at the final loading point from three
models. (A) J, plasticity model results, (B) Gurson model results, (C) shear modified GTN model results

6.413
6.41

26.667

Unit: mm

FIGURE 5 FE mesh of the symmetric octant part of 3D cylindrical bar
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TABLE 2 Model parameters for the 3D cylindrical bar necking problem

Model Parameters
J, plasticity fo=q1=q¢s=fn=k,=0 E = 206.9 GPa, v = 0.29, 6y = 0.45 GPa, k; = 0.12924 GPa,
Shear modified GTN Jo=0,fc=0.05,fr=0.3, k, = 0.265 GPa, § = 16.93

=0.667, fy =0.01, sy =0.1,
ay =035, k, =3, T, =0,
T,=0.5,M, =15,

g3 =¢>=225q,=1

80

(o))
o

Total load [kN]
ES

o
(e}

——1J2 plasticity model
---------- shear modified GTN model

0 2 4 6 8
Top displacement [mm)]

FIGURE 6 Load-displacement curves of the cylindrical bar necking problem with two models

(A) L plasticity model results

FIGURE 7 Deformed meshes and equivalent plastic strain («) distributions of the 3D cylindrical bar at the final loading point from
two models

radius is introduced at the center to trigger the necking, where the radius reduction is linear from the top to the center.
The bar is under tension, with a displacement u =7 mm applied at the top surface. The J, plasticity and shear modified
GTN models are considered with the material parameter settings given in Table 2. Figure 6 shows the load-displacement
curves, where a close match can be observed before the start of void coalescence after fi. For visualization purposes,
the deformation of the full specimen together with the lateral cross-sectional plastic strain («) distribution are plotted in
Figure 7 for the two models. The results further verify the model implementation and show the influences of added void
growth, nucleation, and shearing terms.
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(A) Specimen geometry in x-y plane
(thickness in z-direction is 1.5 mm)

(B) FE mesh (quarter part) with 78255
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FIGURE 8 Geometry and FE mesh of the notched plate
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FIGURE 9 Load-displacement curves of the notched plate problem with GTN (k,, = 0) model and shear modified GTN model with k,,
=3

6.3 | Notched plate

To show stress triaxiality controlled fracture induced by nucleation and void growth, a notched plate shown in Figure 8A
with one end fixed and the other end under displacement control (tension) is considered.>® The geometry of the specimen
as well as the FE mesh of its symmetric quarter section is shown in Figure 8. The material parameters are the same as
those for the shear modified GTN model in Table 2, except for k,, which is chosen to be either 0 or 3 in this example.
It is noted that the original GTN model without shear modification is recovered when k, =0. The load-displacement
curves of the two cases (k,, =0 and k,, = 3) are plotted in Figure 9, where no significant differences can be observed. This
implies that the shear modification term (f;) in Equation (19) has a negligible effect on the fracture in this example. This is
further confirmed by the similar void volume fraction (f) distributions in the two cases in Figure 10. This behavior can be
explained using Equations (22) and (24), where f| is vanishing when the triaxiality is high, that is, T > T, in the fracture
region, see Figure 11 where T > 1.5 at the fracture tip. Figure 12 shows the contribution of each fracture mechanism—void
nucleation (f,), growth (f;) and shearing (f;)—in the elements of the three layers from the center of the plate, where
negligible f; in Figure 12B can be observed and the final fracture is largely attributed to the void growth, as expected.
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FIGURE 10 Void volume fraction (f) distributions on the deformed meshes of the notched plate at final converged loading points with
different k,, values

(A k, =0

B) k, =3

FIGURE 11 Stress triaxiality (T) distributions on the deformed meshes of the notched plate at final converged loading points with
different k,, values
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FIGURE 12 Different contributions (fy, f, and f;) to the void volume fraction f at each integration point in the critical fracture region
(three layers of elements from the center of the plate) of the notched plate at final converged loading points with different k,, values ()Note:
the integration point index is numbered by the order of the total f value
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FIGURE 13 Geometry and FE mesh of the shear plate

6.4 | Fracture under shear

This example intends to show how the fracture is controlled by void shearing mechanism when the stress triaxiality is
low. To this end, a notched plate of thickness 15 mm shown in Figure 13A is considered. The plate is fixed at one end and
under uniform displacement (tension) at the other end. Due to the out-of-plane symmetry condition, only half-thickness
of the specimen is considered in the FE model, see Figure 13B. The specimen of similar geometry has been experimentally
investigated in Reference 56. The material parameters are again the same as the shear modified GTN row in Table 2,
except k,, which is varied, that is, k,, € {0, 1, 2 and 3}, to study the effect of the shear modification term in the model.
The load—-displacement curves obtained for these cases are plotted in Figure 14, where it can be seen that the mechanical
response highly depends on the shear modification term—that is, higher k,, value results in an earlier fracture. It is noted
that the case with k,, = 0 does not reach the final failure up to the applied displacement, which is 2.5 mm (see Figure 14).
To show the difference brought by the shear modification in terms of the parameter k,, Figure 15 and Figure 16 plot
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FIGURE 14 Load-displacement curves of the shear plate problem with different k,, values
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FIGURE 15 Void volume fraction (f) distributions on the deformed meshes of the shear plate at final converged loading points with
different k,, values
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FIGURE 16 Stress triaxiality (T) distributions on the deformed meshes of the shear plate at final converged loading points with

different k,, values
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FIGURE 17 Critical fracture/shear region with highlighted elements

the void volume fraction (f) and stress triaxiality (T) distributions, respectively, in the critical region. This shows that in
the neighborhood of the highest fracture (f) value in Figure 15, for k, =0 case, T < 0.5 while for k, =1, 2, and 3 cases,
T < 0 and continuously decreases as k,, increases (see Figure 16). As a result, from Equations (22)—(24), the contribution
from void shearing can be high and this is further verified by plotting the proportions of fy, f; and f; in the critical region
(highlighted in Figure 17) in Figure 18. It can be observed from Figures 18B,C that the void growth f, can be negative due
to negative pressure (compression). In addition, for k,, =1, 2, and 3, the final fracture is largely attributed to void shearing.
Hence, the shear modification is of critical importance in capturing the shear fracture mechanism in this example.
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7 | TOPOLOGY OPTIMIZATION RESULTS

In this section, topology optimization is carried out using the shear-modified GTN model. In the following optimization
problems, the shear modified GTN model is used with the parameters given in Table 3, which are adapted from Kiran and
Khandelwal®” for ASTM A992 steels considering mesh dependency, and the mesh size in all the numerical examples is
chosen to be around 5 mm. The density filter radius is chosen as r,;, =12 mm. As displacement control is considered in
the optimization examples, padding blocks are added at the loading area to avoid strain localization. The padding blocks
are considered to be hyperelastic by choosing the material parameters as E =4 GPa, 6,0 =1.0E+9 together with those
in Equation (27) and Table 3. Since the damage constraint value D in this study is chosen to be below the coalescence
threshold f, f* is replaced by f (Equation (15)) in FE analysis during the optimization process. This helps to improve
FE convergence, as fast void evolution after f, can happen for some intermediate designs. However, the f* function in
Equation (15) is used for all the postperformance analyses after optimization. The method of moving asymptotes® is
used as the optimization algorithm with default parameter settings. Initial designs consist of a homogeneous distribution
of density values, that is, p = V;, where V; is the threshold value in the volume fraction constraint in Equation (31).
Unless otherwise stated, the optimization examples are terminated after 800 iterations, where clean topology has emerged.
Finally, in accordance with the GTN model parameters in Table 3, the element size in all the B-spline fitted designs is
controlled to be around 5 mm. The B-spline fitting of the optimized design after optimization is carried out using Rhino*>”

with a level-set value of 0.5.
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TABLE 3 Shear modified GTN model parameters for topology optimization studies

Parameter E v Oyo ky k, é In ay SN Jo
200 GPa 0.3 376 MPa 460 MPa 120 MPa 22.6 0.02 0.35 0.05 0
Je Ir Jfu q, 9, q; T, T, M, ko
0.08 0.1 0.6667 1.5 1.0 2.25 0 0.5 15 3
_ 181 cee cee 200
g
g
o 1 u=15mm
[e)
40
L VI 10 o 20
200 mm

FIGURE 19 Cantilever with homogeneous density field p = 0.8 for sensitivity verification (20 x10 FE mesh with numbering)
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(A) Equivalent plastic strain («) distribution (B) Damage (f) distribution

FIGURE 20 Results of cantilever with homogeneous density field p = 0.8

7.1 | Sensitivity verification

The adjoint sensitivity calculation proposed in Section 5.1 and Appendix B is verified using the central differ-
ence method on a cantilever problem sketched in Figure 19. The cantilever is discretized by a 20 x 10 FE mesh
with a homogeneous density field p = 0.8. The material parameters for the shear modified GTN model are cho-
sen from Table 3 except the initial void volume fraction, which is set as fy = 0.01. The optimization parameters
in Equation (31) are set as D = 0.02 and V¢ = 0.8. The equivalent plastic strain («) and damage (f) distribu-
tions are shown in Figure 20. In the central difference method, a perturbation of Ap =107 is used for each ele-
ment’s density. The sensitivities, that is, dfy/dp and df;/dp, using the two methods are compared in Figure 21
where close matches can be observed with relative errors around 107> ~1071°. Thus, the adjoint sensitivity cal-
culation is correct and can be used in the gradient-based optimization algorithms in the topology optimization
problems.

7.2 | Cantilever problem

The cantilever problem sketched in Figure 22 is considered with the design domain discretized by a FE mesh 120 x 60.
The volume constraint in Equation (31) is considered with V; = 0.65. Here, two cases listed in Table 4 are considered,
where optimization with J, plasticity in case-1 is realized by choosing the parameters in Equation (27) and removing
the constraint f; in Equation (31). The optimized topologies are shown in Figure 23, and the corresponding optimization
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FIGURE 22 Sketch of the cantilever problem

TABLE 4 Two optimization cases

Case-1 J, plasticity design with no damage constraint

Case-2 GTN design with D = 2x 103

histories of objective and damage constraint function values are plotted in Figure 24 where smooth convergence can be
observed. The two optimized designs are then both analyzed with the same shear modified GTN model and the results
are shown in Figures 25 and 26. As is shown in Figure 25, the overall load-displacement curves of the two designs do not
differ much up to the target displacement (80 mm). However, a further check on the energy dissipation and void volume
fraction distributions in Figure 26 reveals that without modeling and constraining fracture in J, model-based topology
optimization, the resulted fracture at the target displacement in the optimized design can be high, that is, fmax = 0.0353.
On the contrary, the maximum fracture in the shear modified GTN design is constrained below the target threshold value,
which is 2 x 1073, As a result, the plastic work is less concentrated (more spread out) in the solid components in the GTN
design, as the plastic strain that leads to the evolution of void volume fraction is constrained due to the fracture constraint,
see Figure 26A,C.
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(A) I plasticity design (B) GTN design with D = 2x107

FIGURE 23 Optimized topologies for the two cases in Table 4
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FIGURE 24 Optimization histories of objective and damage constraint function values for the two cases in Table 4
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FIGURE 25 Load-displacement curves from analyses of the two designs in Figure 23 using shear modified GTN model

To study the ultimate performances including the final fracture mechanisms of the two optimized designs, the
two designs in Figure 23 are fitted using B-splines to get rid of the void and intermediate densities, and the cor-
responding FE models are shown in Figure 27. The two fitted designs are then loaded and analyzed under the
displacement control until complete fracture, that is, fiax = fr, is reached. The load-displacement curves and some
performance measures are shown in Figure 28, where the ductility factor is defined as the ratio between the ulti-
mate displacement and the yield displacement, that is, u,/u,.°® For example, the yield displacement is u, = 9.5mm
for both designs, while the ultimate displacement u, = 106.2mm for J, design and u, = 199.3 mm for GTN design,
see Figure 28. As can be seen, compared to the J, design, the GTN design has higher ductility, load-carrying capacity,
and energy-absorbing capacity. Figures 29 and 30 show the distributions of energy dissipation, plastic strain («), and
void volume fraction and its different components at the failure point of the two designs, respectively. Again, plastic
strain and plastic work distributions are more spread out in the GTN design in Figure 30, as compared to the J, design
in Figure 29. The fracture patterns in the two designs are similar, both with damage initiated at two locations—the
top and bottom sides of the tensile bar close to the support area. The final fracture happens at the top corner and
is dominated by the nucleation and growth of voids, while the contribution of void volume fraction due to shear is
negligible.
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FIGURE 26 Results of analyses with GTN model at the target displacement (u = 80 mm) for the two designs in Figure 23

(A) J2 plasticity design (B) GTN design

FIGURE 27 B-spline fitted topologies for the two cases in Table 4
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FIGURE 28 Ultimate performances of the two designs in Figure 27 using the GTN model
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FIGURE 29 Ultimate performance of the J, design at the failure point A (u =106.2 mm) in Figure 28 (color maps in (D) ~ (F) are
adjusted to be the same shown in the color bar of (F) for a better comparison)
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FIGURE 30 Ultimate performance of the GTN design at the failure point B (1 =199.3 mm) in Figure 28 (color maps in (D) ~ (F) are
adjusted to be the same shown in the color bar of (F) for a better comparison)

7.3 | L-shape problem

The second example considers an L-shape problem shown in Figure 31, where a pre-existing column with the top side
fixed at the boundary is not designed and is incorporated to enhance overall stability. The L-shape domain is discretized
by 7500 F-bar quadrilateral elements. With material volume fraction constraint Vy = 0.5, two different damage constraints
are considered, that is, D=1x10"*and D =5x 1074, see Equation (31). Due to slow convergence, the optimization
is terminated after 2000 iterations and the optimized topologies are shown in Figure 32. No distinguishable difference
can be observed from the load-displacement curves in Figure 33 of the two designs, although the damage (f) in the
design with D =1 x 1074 is five times smaller than that of the design with D =5 x 1074, see Figure 34B,D. Next, B-spline
fitted designs are generated (Figure 35) to study the ultimate performance of the two designs. The load-displacement
curves up to the failure point of the two fitted designs are shown in Figure 36, together with some performance mea-
sures. It can be seen, for the design with D = 1x10~* both the ductility and energy dissipation are higher while the
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FIGURE 31 Sketch of L-shape problem

(A) GTN design with D = 1x10* (B) GTN design with D = 5x10**

FIGURE 32 Optimized topologies for different damage constraints
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FIGURE 33 Load-displacement curves of the two designs in Figure 32
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(A) Energy dissipation (WP: kJ) (D = 0.0001) (B) Void volume fraction f (D = 0.0001)
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FIGURE 34 Analysis results at target displacement u = 80 mm for the two topologies in Figure 32

(A)Design with D = 1x10* (B) Design with D = 5x10*

FIGURE 35 B-spline fitted designs for the two topologies in Figure 32

load carrying capacity is lower, as compared to the counterparts of the design with D = 5x107*. Next, from the dam-
age (f) distributions of the two designs at the designed displacement (Figure 37) as well as at each ultimate failure
point (Figures 38C and 39C), it is interesting to observe that the fracture locations change as the applied load increases.
As a result, the two designs exhibit two different final fracture patterns, see Figures 38C and 39C. In the design with
D = 1x 1074, damage initiates at two locations during loading and eventually localizes to one that leads to the final
failure, see Figure 38. Similarly, in the design with D = 5x 10, see Figure 39, damage initiates at four locations at dif-
ferent loading stages, before the final fracture localization. In both designs, void nucleation and growth still play the
main role in the final failure, while shear-related damage is negligible. It is remarked that the performances of the
design before and after B-spline fitting can be different, see Figures 34 and 37, where the damage is about five times
higher after B-spline fitting. This is due to the effect of gray areas removal and geometric variations during B-spline
fitting.
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FIGURE 36 Ultimate performances of the two designs in Figure 35
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FIGURE 37 Void volume fraction (f) distributions of the two designs in Figure 35 at designed displacement (1 =80 mm)
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FIGURE 38 Ultimate performance of the design with D = 0.0001 at the failure point A (z = 182.3 mm) in Figure 36 (color maps in
(D) ~(F) are adjusted to be the same shown in the color bar of (F) for a better comparison)
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FIGURE 39 Ultimate performance of the design with D = 0.0005 at the failure point B (u = 169.4 mm) in Figure 36 (color maps in
(D) ~(F) are adjusted to be the same shown in the color bar of (F) for a better comparison)

8 | CONCLUSIONS

This study presents a finite strain shear modified GTN model based on the multiplicative decomposition of the defor-
mation gradient. The model implementation details are provided and verified with multiple examples. The performance
of the model is demonstrated via different 2D and 3D examples, where the shear modification term, which is active
only under low-stress triaxiality, is shown to be capable of capturing the damage due to shear. More importantly,
this study takes the first attempt to incorporate this model in a finite strain regime into topology optimization for
fracture-resistant energy-dissipating structural designs. Using a density-based method, the optimization framework is
realized by appropriate material interpolation schemes for design parameterization, adaptive linear energy interpolation
for low-density elements distortion under large deformations, and consistent path-dependent sensitivity calculations for
the gradient-based optimization algorithm. No assumptions on the magnitude of strains are made and the ultimate per-
formance of the optimized topologies is evaluated and confirmed by a postanalysis on the corresponding B-spline fitted
designs, which can be potentially manufactured for further experimental investigations. It is remarked that the structural
performance of optimized designs can be different after B-spline fitting due to the removal of gray areas and the varia-
tions of geometric boundaries. However, this difference can be further reduced by using higher mesh density together
with projection Schemes.®!

Compared to the maximum energy-absorbing designs with the J, plasticity model, it is shown that the GTN model
assisted design with fracture constraint may lead to higher ductility, energy-absorbing capacity, and ultimate load-carrying
capacity. More interestingly, it is observed that fracture can initiate at multiple locations during the large deformations
and the critical fracture location can shift from one location to another during the loading process due to stress redistri-
butions. Moreover, it is important to note that as the designs are obtained for target design displacements, the structural
performance (e.g., energy dissipation and damage) is only optimized up to that design point. Hence, the optimality of
the ultimate performance at failure is not guaranteed, in general, although promising results have been obtained for the
cantilever problem in Section 7.2.

In future work, experimental work will be carried out to validate the proposed finite strain formulation of
the shear modified GTN model together with model parameter calibration. To this end, the presented sensitiv-
ity analysis can be extended to carry out sensitivity analysis w.r.t. to geometric and material parameters. More-
over, in the future work on the fracture-resistant energy-dissipating designs, cyclic loading scenarios with kine-
matic hardening models*®%? and structural stability constraints®® in the optimization formulation can be explored.
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In addition, high-performance computing resources can be employed to carry out topology optimization in 3D
design domains, which require additional computational resources. These issues will be addressed in our future
work.
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APPENDIX A.IMPLEMENTATION DETAILS OF FINITE STRAIN SHEAR
MODIFIED GTN MODEL

This appendix gives details on the implementation of the finite strain shear modified GTN model. Some notations useful
in the following derivations are introduced first, which are

~ T dev

n:= ——— 0~ Tgey = ||Tdev||ﬁ7
” dev”
Sinh[M] = “Lh[],
oM
\/7‘11612]”*_5’"}1
n+

Due to isotropy, the Kirchhoff stress = and elastic Finger tensor b® are coaxial (see Equation (8)). The coaxiality of =,
T4ey and 7, is obvious. The eigen decompositions of these tensors are.

3
n= Zﬁana ® n, with n;.n; = §;, (A2)
a=1
3
T= Zfana ® Ny, Tyor = T, Tgey = Z (Ta — Tm) Ng @ Mg, (A3)
a=1 a=1
3
b¢ = Zﬁgzna R n, (A4)
a=1

where n, (a =1,2,3) are orthonormal bases and A5 (a = 1,2,3) the square roots of the eigenvalues of b®. Here the Kirchhoff
pressure 7, = (11 + 72 + 73) /3. A bracket is used to denote the vector representation of tensors in eigen spaces, that is,

ny
1] =7, |, (AS)
13
1 Tm Tdev,1
[zl =] 72 |s [Tl = | 7 | = [Pratl [T], [Taew] = | T4er2 | = [Paen] [7], (A6)
T3 Tm Tdev.3

where the volumetric and deviatoric projection matrices [P,,] and [Pye,] are defined as

[Pl += %[1][1]T -

W | =
—_— = =
—_ = =
T
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[Paey] := [I] = [Pyot] = | —

W= W
w

in which [I] denotes (3 X 3) identity matrix and [1] := [1 1 1] ’
In this appendix, the current step k is omitted in the subscript while the last step is denoted by a subscript (k — 1).

A.l1. Integration of rate equations
There are three rate equations that need to be integrated for solving for the corresponding internal variables b® (or C? or
F’), a,and f.

The first rate equation in Equation (17) can be derived, with the help of Equation (4),, further to.

C' = -2yF ' AF.C' with C':= "™ (A8)

which is then integrated using exponential map integrator that gives.

C =exp (-2yAt (F'.AF)).C,_, (A9)
which, by a straightforward manipulation, gives.
b = exp(2AyA).b° with b* == F.C._ .F' and Ay = yAt. (A10)
Taking the logarithm of Equation (A10) and expressing the results in eigen space gives.
3. ~ c 3
;eg n"@n! = Ayn+ Ay?01+ ;eﬁna ® ng, (A11)

where the eigenvalues and eigenvectors of b*"" are denoted by (/13”)2 and n!’ (@ =1,2,3), respectively, with €% := In A5".
Here Equation (A4) is used with €¢ := In A¢. Finally, Equation (A11) leads to.

[eq] = [g] — Ay[f] - Ay%[n andn, =n’,a=1,2,3, (A12)

where [¢] = [¢} &5 5] and [e] = [ef” e &'

The second rate equation in Equation (18) for a can be straightforwardly integrated using backward Euler rule as.

o= k-1 + (I gevll + Cotim) - (A13)

_Ar
A -7

Similarly, the third rate equation in Equation (19) for f is integrated as.

f=fior + Ay ((1 —PCo+ }%ﬁ (I7desll + Cotm) + \/gkaszo) . (A14)

A.2. Stress tensor
Due to isotropy, the elastic strain energy at macroscale y* only depends on the eigenvalues of b°, see Equation (6). As a
result, the Kirchhoff stress = defined in Equation (8) can be expressed in the eigen space as.

3 3

oy® oyt oy*
= )YMN—n,Q®n,= ) —n,Qng = —. Al5
’ g{ “ug e O M= LG5 ® M= 50 (ALS)
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On the other hand, the strain energy w* in Equation (6) can be rephrased, after a straightforward manipulation, as

wey (79) = Sr(es+ s +e5)

we, (B) = mleg] [eg,] with [ef,] = (Pand [€]. (A16)

Hence, with the calculated eigen vectors n, = nf (a =1,2,3), the eigenvalues of the Kirchhoff stress  can be computed
by

oy (J¢
Tyoll = M = 3k [Pyoll [fe] >
0[e¢]
alVieso (Be> e
[Tdev] = e - 24 [Pger] [€°] - (A17)

Therefore, if elastic trial step satisfies the yield criterion ¢ < 0 in Equation (12), that is, £¢ = € and Ay = 0, & = ay_;

and f = fx_1, the stress can be updated by Equation (A17). Otherwise, the plastic flow is not zero at the current step. For
this case, the calculation of stress tensor requires the updated internal variables. To that end, the substitution of Equation
(A12) in Equation (A17) leads to

Tm = 7" — kAyCy with 7/ = x[1]7 [ee”] ,

tr

Tdev

wa =t = 2uy with 7= llzaall 7 = ||, | [74,] = 20 1Pual [¢] (A18)

where note that [z 4,] = 74[7] and [rf{ev] = z/f[n] and [#] can be calculated by.
70 [Paal [¢]
il Vi1 Pt e

Tdev
Hence, the stress together with the internal variables (z,,,, 74, Ay, @, and f) are obtained by solving a system of nonlinear
equations

(1] = [ﬁ”] = (A19)

Rmat = R3 = 0 Wlth

Ri=14— \/gsign(z) \/H ¢,

A
Re=a =1 = g (a+ Comm), (A20)
Ry =f = fior = Ay <(1 = Co + £z (a + Cotm) + \/gkmfwo> ,

Ry =1y — 7 + KAy Cy,
Rs =14 — ‘L'fir + 2uAy,

using Newton-Raphson (NR) solver. The calculation of the Jacobian matrix dRya/0y with y = [Ay a f Tm rd] T,
can be straightforwardly carried out.

A.3. Consistent tangent moduli
The consistent tangent moduli A := dP/0JF is needed for guaranteeing quadratic convergence rate in NR solver, where P
is the first PK stress with P = 7.F . Expressed in index form.
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Tij

. d
Aijkl = JF];,laipqulzll with ]aijkl = aTququ - Tﬂ&jk, (A21)

where the only term that needs to be calculated is dz/0F and is computed by chain rule.

ot _ ot . 0e” . ob” L or
OF ~ 0e® " gp" = OF = oI

oJ
® 5 (A22)

Since the tensors 7, €2 and b®" are coaxial, following the procedures given in Appendix A in de Souza Neto et al.,*’
the calculation of the terms dz/de¢” and 0&¢” /6be" can be carried out in the eigen space and requires only d[z]/d [ee"]

and 0 [¢*'] /o [b|.

A.3.1. Plastic step
For plastic step, from Equation (A20), it can be seen that the driving force for the stress tensor z comes from £¢” and J.
Thus, taking the total differentiation of Ry, in Equation (A20) at the solution point gives.

ARy = 2Rt g 4

di =0, A23
ox 0[] (29

OR,a; d [ err] 4 OR,at
aJ

where, again, the tedious but straightforward derivation of the derivative terms dRmat/0 [e""] and 0Ry,/dJ is omitted
here for brevity. From Equation (A23), it can be seen that

0)( _ [aRmat] - ()Rmat

0 [e"] | oox d[ee]’
9% _ [9Rmat | ORoa (A24)
o oy o
which gives the derivatives 07,,/d [¢'], 974/ [¢¢"], 07n /0T and d74/0].
With that, the term d[7]/9 [¢¢"] is calculated as
d[r] -1 0T + 0 [Tdev]
a [86”] a I:eeﬂ] a [ge[r:l
~tr
0 [Tgev] _ [~tr] 074 J [n ]
= |n + 74
a [eetr] a [getr] a [88"]
0 [ﬁtr] [P ] getr T
= — [Pgey] _ dev [ ] . <[Pdev] [66”]> (AZS)
tr T tr 2
D Ve Rl [ () paa [e])
and the term ot /dJ is calculated as.
v _ Ofmy, Otag (A26)
aJ aJ aJ
The derivation of the term 9 [¢¢'] /0 [be"] is straightforward, that is,
% 0 0
tr 29
0 |e° !
Ll N — 0 | (A27)
9 |:be”:| 225
0 0 1
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Finally, the remaining terms in Equation (A22), that is, ob*" /OF and dJ /0F, are derived as.

el

d i i

;’F =IX (F.C,_))+(FC_,) L (A28)
A _ JF T, (A29)
oF

where the operations [X] and [-] are defined such that

ANX B :=AyBje; ® e R e Q e,
A[]B:= AilBjkei Ve Qe e, (A30)

for any second-order tensors A and B.
A.3.2. Elastic step

For elastic step, the computations of 0g¢” / ob*" and ob*" /OF still follow Equations (A27) and (A28), while the other terms
in Equation (A22) are calculated as

d[t] a[t]
= =3k [Py 21 [Pyey],
a]e=] ~ 9le] K [Pyor] + 2 [Pyey)
ot _
ﬁ =0. (A31)

APPENDIX B. DERIVATIVES REQUIRED FOR THE SENSITIVITY ANALYSIS

This appendix gives the required derivatives in Equation (42) for the sensitivity analysis. For the ease of presentation,
tensor notations are also used besides matrix forms. It is remarked here that the constitutive model (GTN) evaluation is
based on the modified deformation gradientﬁ'in Equation (28). Hence, all the terms inside the model (e.g., F¢, F*, b°, 7, P,
J,f, «) are based on the input F instead of F. Due to high computational cost of 3D nonlinear topology optimization, only
2D plane strain problems are considered for the fracture-resistant design optimization. Therefore, the derivation in this
section is based on 2D plane strain assumption. It can, however, be extended to 3D case straightforwardly. For notational
convenience in the derivation, the dependence on F is revealed only on the Kirchhoff and first PK stress tensors by using
7 and P while overbar is not used on the others. Note that the step index—k for the current step and (k — 1) for the
previous step—will be present in the super/subscript when needed for clarification purposes. Besides, super/subscripts
that include load step, element, and integration point indices are omitted for simplicity when there is no confusion. Some
useful derivatives are given below for reference.
Derivatives w.r.t. p.

dF_a_ﬂV %_a_nvo

i Rl : B1
ap ap xu ap ap Xu ( )
or _or  OF  or . dF iy ﬂ:—rFTandi:ngT, (B2)
dp OF dp O0F, 0p oF oF,
E = lr_l/zﬂF_i_ rl/zg’ (B3)
dp 2 dp dp
aJ :]F(;T . %’ (B4)
dp dp
e ¢ OF e OF._
ob _ 511 . ory + a_b . k 1, (BS)
9  oF, 9  oF., 9°
T  _0 0 . 1- 1
a_T = g, ﬁ = g14, ﬂ =gt with g = pl( 81) pp , (B6)
dp dp ap [e1 + (1 — 1) pP]
0 do
9 _ %90 + a—kla + 6_k2(1 — exp(—éa)), (B7)
dp dp dap dp
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oM _ 3.1 (% _m Tmdl) (BS)
dp 2°7°¢6T \ op §op J odp
0z _ 0z oM
9% _ ok oM BY
dp oM adp (B9)
9Co 3 11 0z 1 0Sinh[M] oM
— =1/Zqqnf | -= =Sinh[M] + ————— ], B10
> \[ququ< S T S + —= = ap) (B10)
94 _ 190G (B11)
dp 3 0p

where the Equation (B6) is due to the choice of b® as auxiliary variable and the dependency of 7 on b® through Equation (8).
With that, the derivative 01/dp = 0, which leads to the derivative in Equation (B11).

Derivatives w.r.t. u

oF _,p %Lo_yg, (B12)
Ju ou
or T T
—=m(F," :By—F " . B), B13
ou '7( 0 0 ) ( )
OF _ 1,0F 1 ) or
—_= —_— 4 — F _—, B14
ou ’ ou 2r ® ou ( )
o] _ ddetF, .
ou ou n 0 0 ( )
oM _ oM oy 516
ou  oJ ou’
9z _ 0z oM (B17)
ou oM ou’
9Cy _ 9Cy oM. B
u oM ou
0A 1 aCy
— =-I1Q —, B19
u 3 ® ou ( )
where simple derivatives such as oM /dJ, dz/0M, and dCy/0M are omitted.
Derivatives of b*"
e’ —1 _r — —_T
b _16 (Fk_l.b;_l.FA> + (FA.b;_l.Fk_l) Or (B20)
O0F)
obe" — —1 —_T — —T —
®  _ _F.o (Fk_l.bg_l.FA) - (FA.b;_l.Fk_l) OFs (B21)
0F)_,
b 1
= - (FaAXIFa + FA[[1Fa), (B22)

b 2

— - —1 tr - =T —
where Fy := F.Fi_1,b° = FA.bi_l.FA, and again the step number is put as subscript in b° and F. The operations [X] and

[[] are defined in Equation (A30), while the operation © is defined as
AOB:=AyBjei Qe Qe Qe

Derivatives w.r.t. T

0ty lI

ot 3’

]
ot
?dev 1_— 1 (]P)S

on d 1 ~
_— = — = _PS —_—— = —
ot JT <||?dev||> g 72 Tl ® T 4

=n,

~

dev

(B23)

(B24)

nen), (B25)
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3Tm W
B26
6? 319 \/7 (B26)

ofy 7
0_?3 =J3Tg : P, (B27)
5 ¥ <
do _ 27T ‘3—]_3—3\[“’3‘)“ (B28)
ot 2 5\ ot 21, 0T
oM _10M
B29
()r "3 ()Tm (B29)
0z _ 0% 61\_/1 ’ (B30)
0t oM ot
0Sinh[M
94 _ 9%, L g1 -t sgn@sinnig L ¢ L SSHMI M) (B31)
ot ot \/_ 2 KE ot Izl M ot
where the straightforward derivatives such as 0M /dz,, and dz/0M are omitted.
Derivatives of exp(2AyA)
0 2AyA
9pRATA) _ 4 exp2ayA), (B32)
0Ay
d 2AYA
0ePCATA) _ 5 pyexp2aya). 24, (B33)
Ja da
dexp(2AyA) 0A
— =24 2AYA).—, B34
of yexp(2AyA) of (B34)
33
dexp(2AyA)  dlexp(2AyA)] SAVA.
i = 3] = ;; (2876e*274) ¢; ® e, (B35)
0 2AYA 0 2AYA
exp(2AyA) _ dexp(2AyA) = 0A (B36)

ob°  0A " ob®’

where a bracket [[ll] outside a tensor denotes the eigenvalue vector of the tensor. The derivative 0 exp(2AyA)/JdA in
Equation (B35) is carried out in the eigen space following the approach in Reference 47. The derivative dA/ob° is
computed by chain rule with the term dA/d7 in Equation (B31) and the term d7/db® in Equation (B37).

Derivatives w.r.t. b

The implicit dependence on b® comes exclusively from the Kirchhoff stress 7. The derivative d7/db° can be simply

carried out using chain rule as
ot _ 0t | O¢°
o = oe ab 37

where the derivatives 07 /de® and de¢/0b° can be straightforwardly carried out in the eigen space with derivatives of the
eigenvalues 0[7]/d [¢°] and 0 [¢°] /0 [b°| computed as

it
%ﬂx[mmzﬂ [Pos] .
- 0 o0
ol |
-l o 0 | B38
a[be] 21; ) ( )
0 0 s

where [Py,] and [Pg,] are given in Appendix A, and A{ (i =1,2,3) are square root of the eigenvalues of b°.
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B.1 Derivatives of W?

Since WP is different by only a negative sign from the objective function, this section gives the derivatives of W?, that
is, taking F as WP? in Equation (42),. By the notations introduced in Appendix A, Equation (33) can be equivalently
rephrased as

n N Mipt
WP = ZZpr‘”Aye (74 + CoTm)k We,, (B39)
k=1e=1s5=1
B.1.1. Derivative OWP /dp
ow?p OWP WP owP
ks [3 L "ﬂnele] , (B40)
where fore =1, ... , ngp,
WP i dtg  0C 9tm \ "
=X |ar (—d + T+ co—"“> We, + e Aré(za + Cotm)i e, | » (B41)
0pe k=1s=1 dp dp op e,
in which the terms dz4/dp, 0Cy/dp and dz,,/dp are given in Equations (B6) and (B10).
B.1.2. Derivative OWP [ ou*
WP e WP < ac0>
_— A— = WA We , B42
ouk 4 aulg ue Zl’p Ve, < 9 . e, (B42)
in which 0Cy/ou at each quadrature point is given in Equation (B18).
B.1.3. Derivative OWP [ov*
oWP  [owe  owP awp ith
W - [ ovk ovk 0v’yflele] wit
ow?P owP - oWwP - _OWP
5 [611’;1 avlgz ovk ] =1, ... ,Nee, (B43)
v, (ripe)
where
OWP WP OWP QWP QWP
wr [W o ] S=1 g (B44)
ey §
with
oWP
et CoTim e, We,» (B45)
Ve,
k
owP dC,
a_k = pswA]/eks (a—o‘l'm> Wes, (B46)
aes o €5
k
owPp dCy
— = Ay <—Tm> W, (B47)
ofr of
k
owP drg ~ dCy 0ty
= +—Ttn+Co— | We, B48
pp (abe ob° m 0 ob° e ( )

o(b°),
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in which
aCo 3 1 1 9Sinh[M] oM
=0 _4/2 * —S h[M _ B49
da \/;qquf ( 21z |3/2 sign(z) 7 Sinhl H\/H oM aa>’ (B49)
oM 3 1m0
oM _ 3y, Im % B50
oa 2702 da (B50)
92 _ _pqif*sinki M. (B51)
o o
aC, 3 . 1 J" 1
90 _ [ 20.a,SinhIM B52
of 5 1dz-tn (M <\/|?af 2z |3/2 sign(z)f” 0f> (B52)
0C, \/E 1 oSinh[M]oM 1 1 . 0z
=4/= * - = sign(z)Sinh[M]— |, B53
b 2‘11sz< = M o 20" gn(z)Sinh| ]ab3> (B53)
M _ M Otm , OT (B54)
ob 0Ty, 0T ob
92 _ 0z 0tm . 0T (B55)

ob° 0ty ot  Ob°

where the terms dz,,, /07, dT/0b° can be found in Equations (B24) and (B37), while other terms such as 0 /oa, dz/df,
of* /of, oM /0ty,, and dz/ 07y, can be straightforwardly carried out and are omitted therefore.

B.2 Derivatives of D,y
For the damage constraint f; in Equation (31), the derivatives of Dy, are required in Equation (42), with F being taken

as fi.

B.2.1. Derivative 0Dy /0p

_"’gzax 0. (B56)
B.2.2. Derivative 0Dy /0uk
aaDl’ij =0. (B57)

B.2.3. Derivative 0D,q./0V*
By definition, it is clear that dD,,.,/dV* = 0 for k # n, while for k = n,

aDmax _ [ ()Dma.x ‘)Dmux aDmux ] Wlth
ot ovy 4% avgdﬁ
0D yax Dy ODpax . Dy
el A oz, o ,e=1, ..., N, (B58)
ave (ipt)
where fors =1, ..., nyy,
ODmax _ | Duer  Pumec  Pmax  Dimax. (B59)
= n
av? oAy oyl 0];’; d(be)cx
s
with

()Dmix o, 0D,,:lax o, 0meyi —0 (B60)
oAy~ oar  o(b)”
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and

w o on L
aDmax _ 1 - 5 n\Pd b . n\Pa—1
a P_d(; <2( )P >> (Pd(fes)p ) (B61)

B.3 Derivatives of R*

B.3.1. Derivative dR¥/dp

The derivative 0R* /0p is a sparse matrix that needs assembly of the element term aR’g /op. (e =1, ... ,ng,) with the
understanding of dRX/ dp; =0fore #j,

n.

IR} oMe 7 oC one
= BIP; +1 BT W, + (1- —:k—z —BT [C:&])w B62
0pe SZ <a Pe “ 2 ']e dpe Fe. e 0pe Lt [ 683] “ ( )

with

oP _ Py oP 0P 0T —T _oF
L, 3p0rp 1200 g B _ T 7 0F (B63)

()p 2 dp dp dp Odp dp

which are understood as being evaluated at sth quadrature point in eth element. Here, an overbar is used to denote terms
that are evaluated based on F (see Section 3).

B.3.2. Derivatives 0R*/ou* and 0R* /ou*—1
It is clear that

oR¥
()uk—l

=0. (B64)

For 0R* /ou, it takes standard finite element assembly with the element term evaluated as

aRk lpt lp[ T
Zne . we + Z (1-n2) Bf, [CIBpw, (B65)
with
oP 1 3= __or _10P
9 _liped B66
ou, 2 ® ou, ou, (B66)
_ _ _ . o
S—P - 9P : :—F with P - (?.F )|:|F g (B67)
e oF T fixed ue oF T fixed

where, again, subscripts/superscript are omitted for brevity. Here 7 depends exclusively on b and p, see Equations (6)
and (8).

B.3.3. Derivatives OR*/ov* and 0R* / ovk1
First, obviously

OR*

P 0. (B68)
Second, the derivative AR /dv* is a sparse matrix that requires assembly of the element term dR /ovE (e = 1, ... , nge)
while dRY/ av]’.‘ = 0 for e # j. The nonszero term is derived as
ORk oR"  oR* OR*
ok ok T ok s

v S (i)
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ORk IR}
; [o 00 0(be);] S=1, ., Ny,
IRE dl_’k
-1/2 s
:k = ne(rgs) BZS : - A
o(b°), a(b°), (B69)
OP 0P 0t .. oP 1 =1 =1
ob° ot  ob° ot 2 ™ =

B.4 Derivatives of H*
This section gives the derivatives only for the plastic step, see (44), while for the elastic step, the calculation of the
derivatives is straightforward.

B.4.1. Derivative 0H* /dp

3

- 1 oh,
oH! i 99,
1 0 0 aHﬁ Pe
op; k 2 Hk %
oH )
@ = 0 - 0 with ¢ = e ,—es = gﬁ" S=1, .,y (B70)
op oH: 0pe : 0pe a_,f
0 a‘0"‘ele aHif(n [) d_hi
apw L 97 |
with
oh,  drg \/5 . 11 . 0z ¢ oJ
= — — 4/ zsign@)| = sign(z)—¢J + Izl — + VIz[{ — ], (B71)
or. ope NI\ 2 0 o o
oh, Ay 10, 11\ Ay (04 9Co 0T
—=—(rd+cr)<——+-—> + 7, +C (B72)
ope  (A-f)¢J I\ Top) T A-NET \ope  ape " ope
oh _ Pr aC, D ai aC, 0& s l_] Jw,
. TP <(1 Do T ira (ape + 5. o+ G, > A iha f)U (a + C"T’")< I ) \/Vk“‘f I >
~pypd A ((1 = f)Co + £ (4 + Comm) + \/gk@fw(J) :
[ (B73)
dexp(2AyA e
ohy _ 00xpQRArA) o 0b" (B74)

0pe B 0pe 9pe

where the terms dz4/0pe, 0Tim/0pe, 02/0pe, 0 [0pe, 0J /dpe, 0Co/dp,. are given in Equations (B6), (B9), (B7), (B4) and (B10),
while dwg/dpe, d exp(2AyA)/dp, and ob®" /dp. can be computed as

9o _ (ga_cf + %2 ‘)T) T (B75)
0pe ot oT ot ape
dexp(2AyA) _ dexp(2AyA) 0A (B76)
0pe 0A ' aPe’
etr etr — etr —

e oF, OPe OF., 0P
with the help of Equations (B26), (B28), (B6), (B35), (B11), (B20), (B21), and (B3).
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B.4.2. Derivatives 0H* /ou* and 0H* [ ou*—1

The derivative matrix JH* /du* is sparse and can be assembled by the element term 0HY /ou’ (e = 1, ... , ny,)
o ]
dHi(l ouk
ou oh,
aH’EC M . ngs du"
= : with =l al-s=1 > Mipt,
oul | omt ouk 2
e("ipf) oug
ouk oh,
¢ | oul |
where

ohy \/5 . 1. 1 oz aJ
— = —4/ = sign(x)¢ | =sign(z)——J +VIz|— |,
out 378 (2 8 Vz| ouk ouk
oh, Ay (24 + Cot) aJ Ayt,, 0Cy
T T d = o7 - .
out (A=) M ouwk A=HET out
()]’13 ()CO 7D oJ )%DTm ()Co
— =—prAy <(1— )— = (ta+ Cot) — + ———— |,
o Do ~ T e O S T AT
ohy _ 0expRAYA) o ob®"
ouk ouk out’
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(B78)

(B79)

(B80)

(B81)

(B82)

in which dz/ouk, a7 /ouk and 0C,/ouk, are given in Equations (B17), (B15) and (B18), respectively, and the operation ®
is defined such that for any third-order tensor .A and second-order tensor B,

A ©® B = Ay Bpje; @ € @ e.

The derivatives d exp(2AyA)/ouk and ob*’ /ouk in Equation (B82) are obtained using chain rule by

dexp(2AyA) _ dexp(2AyA) ~ 0A

ouk
abe[r
ouk

with the help of Equations (B35), (B19), (B20), and (B14).

Similarly, the sparse derivative matrix dH* /ou*~! is assembled from the elementary term 5H§S Jouk1 (e=1,

ands =1, ... ,nip)
oy T
oul-1 0
oh
OH, |35 0
Lo % = with
auk—l ohy
¢ ouk-1
e
oh, ‘”;41
_‘)u’e{_l ] 0ue*

0A
a b et T
OF,

ouk’
OF
out

ohy, _ 9b" _  9b”  OF,

s

ouk1 ouk1 oF;_, " ouk!

where the terms ! _k_l an _k_1 u;. " can be found in Equations an .
here th ob® /OF d 0F,_,/0ut~" can be found in Eq (B21) and (B14)

B.4.3. Derivatives 0H* /ov* and 0H* / ov*—1
First, the derivative matrix oH* / ovF is calculated as

oH
anl . 0
oH* . . )
— =\ : with
av dHf’elL‘
0 ovk

- ol _
€1
z)v’g‘1
B
2
oH, _ dv‘e‘z
k - ’
ov,
ot
("im)
ovk

L e("ipt) |

(B83)

(B84)

(B85)

vov 5y Nele

(B86)

(B87)
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fore=1, ... ,ng, and
[ ok, oh,  oh, ok 1
oAry  daf Y o(b),
oh,  oh, oh,  oh,
OH, |75 ad o5 o)L
pws =| on, on, on on, |5 = 1, ...,y (B88)
e oAk ok ofk a(be)’:v
oh,  oh, ok,  oh,
[ oarf o I o(b), |
with
o =0, (B89)
0Ayé‘s
ohy 1 1 oz \/5 . o
— = ————C —1/ = sign(@)V|z| J—, (B90)
00("3‘5 \/— Izl aa 3 6a§s
oh 1 1 o0
o= g (B91)
of Ve lzl I
ohy _ 074 1 1 0z (B92)
k 9
o(b), o), VeV o o(b°),
oh, 1
= - 74+ Cotim) B93
()Ayél‘i (1_f)é,J(d 0Tm) ( )
a]’lz AJ/ 5C Ami 0Cy
B o1+ — (g Corp) = — —Lm T0 (B94)
ok~ a=per T T gak T (=N aak
oh, Ay Aytm  9C
O _ ___AY 4 Cory) — 21T 9C0 B95)
o a-pra O™ T A o (
A
ahzk =G ;)CJ ()T‘ik + aCOk Tm + Co armk , (B96)
e - e e e
a(b°), a(b), o(b%), a(b°),
ohs D
=-pr |l A-HCo+ #————— C =k, B97
aAVekS PP (( HCo + (1—f)U(Td+ 0Tm) + w\fw0> (B97)
ohs _ (3C0 1 0D D Z: D 0C’0
IB_ _ppay| - Yo A gy (Fa+ Com) ~ = A (s + Cotm) —
dalt P\ 5a e pa T ) G T s T O e Y e ™
(B98)
ohs aCo D D aCo \/E
— =1-pPrAy| -Co+(A—-f— + % + C + R +1/ =k, , B99
ofF & J/< o+ @—f) ok (l—f)ZCJ(Td 0Tm) = f)é'J 0fk 3 Koo (B99)
T =y | (D T | P Pk o | [T w100)
e e e e e
o(b°), o(b* ) . a(b%), o(b°), a(b%), o(b°),
() 2AYA
ohy exp(2Ay ) (B101)
()Ayes dAye
0 2A7A
Ohs _ 00PQRAYA) pe (B102)

ooy dak

s
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ohy Odexp(AyA) _,
— =)
o, of
9 2AYA
ah4k - 1[exp(2AyA) I+ exp(2AyA) 1] + L{)
abe) 2 (b

where the operation H is defined such that for any fourth-order tensor A and second-order tensor B,

AHB = AjpuBnjei @ e Q@ e Q@ e

Second, the derivative matrix dH* /av*~! is calculated in a similar manner as in Equation (B87) but with

- oh, oh, oh, oh,
ATt oaft ot o(be)
oh, oh, o, oh,
6H§S 0Ay;‘;1 0015;1 0fe]§’1 a(be):;l
c | on oh, oh, on, |
P | T W e
oh, oh,  oh, oh,
| 0A7EL dakt offt 6(b")’:1 ]
where
Ohy _, O _ o Oh _ o om
oAyt ToafT Tof T (b))
S s s es
oh, _  ohy _ 1 oh, oh, —0
oAyt ToafT Tofi (b))
s s s ex
oh oh oh oh
> =y, = = O’ 2 = 1’ —3 = 07
()A]/é(_l 0aé€—1 afek—l a(be)k—l
s s s es
ohy _ o Ohs _ o ohy _ . Ohy _ _ ob”
oAy ToalT T o) o)

. . tr k-1. . . .
in which the term 0b® / a(bE)eS is given in Equation (B22).
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(B103)

(B104)

(B105)

(B106)

(B107)

(B108)

(B109)

(B110)



