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A B S T R A C T

We report the first detailed experimental verification of the polar deuterium ion impact angle distribution (IAD) 
on the DIII-D divertor surface in L-mode plasmas using micro-engineered trenches in samples mounted on the 
DiMES probe. These trenches were fabricated via focused ion beam (FIB) milling of a silicon surface partially 
coated with aluminum. The sample surfaces were exposed to eight repeat L-mode deuterium discharges (30 s 
total exposure time). The samples were examined by scanning electron microscopy (SEM), which revealed 
changes on the trench floor due to material deposition and evidence for shadowing of the incident deuterium ions 
by the trench walls. The areal distribution of carbon and aluminum deposition was measured by energy- 
dispersive X-ray spectroscopy (EDS). One-dimensional profiles of this deposition are in agreement with net 
erosion profiles calculated from a Monte Carlo micro-patterning and roughness (MPR) code for ion sputtering 
using as input the polar and azimuthal deuterium IADs reported previously (Chrobak et al., Nucl. Fusion 58, 
106019 (2018)). The deposition profiles verified the characteristic shape of the polar IADs, which have a broad 
maximum from 79◦ to 86◦, over the experimental range of 68◦–83◦, where 0◦ is the surface normal direction.   

1. Introduction

The angle of incidence of ions at the surface of plasma facing com
ponents (PFCs) affects erosion, deposition, material migration, and PFC 
lifetime. Tokamak divertors employ a magnetic field incident at a 
shallow angle, <5◦, to reduce the thermal power flux density on the PFC 
surface. However, the sputtering yield is highly sensitive to pitch angles 
below 10◦–20◦ [1,2] and hence, the incident angle of ions impacting the 
PFC surface is important in estimating the PFC lifetime due to erosion. 
The trajectory of ions traveling near the surface is controlled by the 
Chodura or magnetic sheath [3–5]. The ions accelerate, gyrate, B-drift, 
and collide with other species until they impact the surface. The ion 
trajectory in the sheath has been modeled with equation of motion [3,6], 
fluid-Monte Carlo, and kinetic Particle-in-Cell calculations [7]. While 

these models have predicted the ion impact angle distributions (IADs), it 
has been challenging to capture the ion incident direction experimen
tally because the ion trajectory is strongly affected by the sub-millimeter 
scale sheath physics [3,6,7]. Confirming the predicted IADs by experi
ments not only verifies the ion trajectory model, but also verifies the 
sheath potential model employed in those calculations. 

There have been a limited number of experimental studies of IADs. 
Model calculations of erosion and redeposition on rough surfaces were 
presented in ref. [6] and found to be in good agreement with the ASDEX- 
Upgrade data. Deposition patterns of Al, used as a tracer species, were 
studied for NSTX-U and DIII-D graphite samples using scanning Auger 
microscopy (SAM) and confocal microscopy [8]. The analysis revealed 
that the net deposition of Al was concentrated in micropore structures 
on the surfaces that were shadowed from the incoming ions in a 
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direction calculated by taking account of magnetic sheath. Coburn et al. 
[9] estimated the ion incident direction using micro trenches (10 × 10 ×
4 µm deep) fabricated on SiC substrates that were exposed to a combi
nation of L- and H-mode D plasmas via the DIII-D Divertor Material 
Evaluation System (DiMES) facility [10]. The ion impact pattern was 
calculated with a Monte Carlo micro-patterning and roughness (MPR) 
code based on the predicted IADs [7,11]. The calculated pattern showed 
good agreement with a damaged area on the trench floor that was 
measured by atomic force microscopy (AFM). 

In this paper we report a verification of the polar D IAD, previously 
calculated for DIII-D L-mode D plasmas, by measuring net C and Al 
deposition profiles on the trench floor of a micro-engineered trench 
exposed to the plasmas by using DIII-D DiMES facility. The areal im
purity deposition patterns for each element on the trench floor were 
analyzed after exposure. The net erosion profiles from the MPR code, 
which uses the calculated polar and azimuthal D IADs, are compared to 
the impurity deposition profiles. 

2. Experiment 

2.1. Samples design and fabrication 

A schematic drawing of the Al-coated Si sample is shown with trench 
locations in Fig. 1(b). Micro-trenches 30 µm × 30 µm × 2 or 3 µm deep 
were created on a Si(111) single crystal (6 mm dia., 1.6 mm thick, 
99.99% purity) surface using a focused ion beam (FIB) system (Helios 
NanoLab G3 UC DualBeam FIB) that used Ga ions at 30 keV to mill the 
surface. Only the 3-µm deep trenches will be used in this analysis. One- 
half of the Si surface was coated by 100 nm of Al using vapor deposition. 
The 3D geometry of the trenches was measured with a Bruker Dimension 
ICON3 atomic force microscope using a RTESP-300 tip (Bruker AFM 
Probes). Fig. 2 shows an AFM profile of a 3-µm deep trench. The side 
walls as measured by AFM have an apparent angle of 15-30◦ with 
respect to the surface normal due to the 15-25◦ side angles of the AFM 
tip. The scanning electron microscope (SEM) images (Fig. 3) taken from 
different angles can be used to determine that the trench has steeper 
walls with angles in the range 0-10◦ with respect to the surface normal. 
On the downstream sides, the upper half of the wall has an angled slope 
(~65◦) to direct reflected ions away from the trench floor. 

2.2. DIII-D L-mode plasma exposure 

The sample analyzed for this report was located at the center of the 
DiMES probe (labeled as position ‘S1’ in Fig. 1(a)). The DiMES probe 
head is made of graphite and has a diameter of 48 mm. The DiMES 
system is electrically grounded to the DIII-D vessel so that the samples 

are at the same potential as the divertor plates. The head center is 
located at a major radius of R = 1.484 m. The direction of the toroidal 
magnetic field BT, and location of the outer strike point (OSP) (15 mm 
from the Si sample) is marked in Fig. 1(a). The OSP location could 
fluctuate by ±5 mm along the radial direction. This sample (‘S1’) was 
surrounded by five other tungsten discs covered by micro-carbon pow
ders [12] and another silicon disc (labeled ‘S2’ in Fig. 1(a)) that was also 
partially (40%) covered by Al. These samples were exposed to steady- 
state L-mode D plasmas for 30 s over eight discharges in DIII-D via the 
DiMES sample exposure facility. We note that the sample was exposed to 
three disruptions before and during those stable discharges. The peak 
incident flux from disruptions was measured as 10 times the average L- 
mode flux, but the duration was ~10 ms for each. Therefore, the cu
mulative heat/particle fluxes from these disruptions contributed just a 
few percent compared to those from the stable discharges. A surface 
Langmuir probe [13] located at R = 1.50 m recorded an electron tem
perature Te ~ 30 eV, electron density ne ~ 0.7 × 1013 cm−3, and ion flux 
I ~ 1018 cm−2s−1 perpendicular to the divertor surface. Other important 
parameters were B = 2.0 T and the pitch angle α = 1.5◦ between the B 
direction and the sample surface. These parameters are averaged over a 
0.5 s period during the stable flattop plasma current of ~3.5 s for each 
shot. The surface temperature Tsurf of the samples was monitored with 
infrared (IR) thermography and did not exceed 250 ◦C. After plasma 
exposure, the sample was removed from the DiMES probe and mounted 
on gel in a plastic box (Gel-Box™, Gel-Pak®) for transportation to 
Princeton University and analysis at the PRISM Imaging and Analysis 
Center (IAC). 

3. Computational model 

The plasma conditions for the sample exposure were similar to “Case 
S-D” of ref. [3], which had Te ~ 30 eV and ne ~ 1.2 × 1013 cm−3, and we 
adopt the D IADs calculated in ref. [3] in our modeling. Fig. 4 shows the 
polar (θ) IAD replotted from ref. [3]. A spherical coordinate system is 

Fig. 1. (a) Optical image of the graphite DiMES sample holder. The sample at 
the center (labeled ‘S1’) is the subject of this paper. (b) Schematic of sample 
‘S1’ with a 100-nm Al coating on the left. The locations of trenches are marked. 
The 30-µm trenches are expanded in this drawing by a scale factor of ×3 to 
make them more easily visible. The T31 and T32 trenches (3-µm deep) are 
indicated by dashed arrows. The trench profile is shown in Fig. 2. 

Fig. 2. Trench profiles measured by AFM (red solid line) and mathematically 
reproduced for the MPR calculation (blue dashed line). The shadowed range 
wP1 is indicated for discussions in Section 4. The polar angle P1 is defined 
in Fig. 4. 

Fig. 3. SEM image of the engineered trench, T31, after plasma exposures. The 
SEM viewing angle is tilted by 45◦ from the surface normal. Solid and dashed 
arrows indicate the direction of the major radius R, the toroidal field BT, and the 
peak azimuthal incident ion direction Iφ of D ions (φ = −35◦, Section 3). The 
deposited material pattern can be seen as the bright area on the top left inside 
the trench. EDS spectra were taken at locations marked by 1, 2, and 3 (see 
Section 4.1). 
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employed where the substrate surface normal is taken to be θ = 0◦ and 
the toroidal magnetic field BT direction is taken to be the azimuthal 
angle φ = 0◦. The IAD has no fractions from θ = 0◦ to the θ = 68◦ point 
marked as ‘P1’. The polar IAD reaches its maximal value at θ = 79◦

marked as ‘P2’, which is maintained up to an angle of θ = 86◦ marked as 
‘P3’. The azimuthal IAD profile shown in Fig. 6 of ref. [3] has a range of 
azimuthal angles φ = −68◦ to −28◦, with a sharp peak at φ = −35◦ with 
respect to the toroidal magnetic field direction. We note that similar D 
IADs were calculated by a kinetic Particle-in-Cell method [7] for the 
shallow B incident angle (α = 85◦) although the plasma parameters used 
for the calculation (Te = 3 eV, ne = 2 × 1018 m−3, and B = 1.0 T) were 
different from our experimental condition. The IADs calculated in 
ref. [7] peak at θ = 73◦ and φ = −35◦, and are in good agreement with 
our IADs. 

The Monte Carlo micro-patterning and roughness (MPR) code 
[9,14,15] models ion erosion, reflection, and migration due to ion 
bombardment on sculpted material surfaces. Herein it is used to calcu
late the net erosion yield on the trench floor surface. In the model, a flux 
of D ions with the polar and azimuthal IAD profiles introduced above, 
bombards C and Al surfaces comprising the trench with a model ge
ometry close to the measured trench geometry (Fig. 2). The incident ion 
energy of D was taken to be Eimpact = 160 eV. This value was estimated 
by summing the sheath potential drop scaled by the ion charge state and 
the average ion thermal energy using the relation Eimpact ~ 3ZikTe + 2kTi 
[16]. For ion temperatures Ti ranging from Ti ~ Te to ~2Te, Eimpact 
ranges from 150 to 210 eV. The energy dependence of sputtering and 
reflection rate coefficients was taken from the experimental fitting data, 
which are available in refs. [2] and [17]. The angular dependence for 
sputtering and reflection was taken from experimental data in these 
references. The sputtering and reflection rate coefficients were chosen 
from the values available in the databases that were nearest to 160 eV. 
For sputtering and reflection yield data for carbon, Eimpact = 140 eV was 
used. Eimpact = 100 eV was used for Si sputtering. Data for the angular 
dependence for sputtering and reflection on Al is not available for D 
bombardment, and so the data for Si was also used for Al. The incident 
angular dependence of D reflection on the Si surface was also not 
available and so He reflection data on Si for Eimpact = 200 eV was used. 

The sputtering yield for C and Si at a specific polar angle was 
multiplied by the corresponding ion fraction at that angle, and is plotted 
in Fig. 4 as the “effective sputtering yield” for C and Si as red and blue 
dashed lines, respectively. While the IAD continues at a high level up to 
an angle of θ = 86◦ (‘P3’), both the C and Si effective sputtering yield 
peaks around θ = 77–79◦ (‘P2’) and then decreases at larger angles. For 
each calculation case, we used 2,880,000 ion impacts using the 

calculated IADs to produce random ion trajectories. For reflected and 
sputtered particles, the same cosine-like distribution was used given by 

f (θout) = g1cosn1(θout) + g2cosn2(θout) (1)  

where θout is the angle between the surface normal and direction of 
species emitted from the target surface. The coefficients g1,2 and n1,2 
used in this calculation were assumed to be g1 = 1.5, g2 = -1.0, n1 = 0.1 
and n2 = 0.9 [15]. Such distributions having n1,2 < 1 are defined as 
undercosine distributions [2] and have been reported previously for He 
bombardment for Eimpact = 225 eV on C [18]. The calculated results are 
compared with experimental energy-dispersive X-ray spectroscopy 
(EDS) results in the next sections. 

At an Eimpact(D) = 150 eV (θ = 0◦), the chemical erosion yield is 
Ychem(150 eV) = 0.0038 atoms/ion for Tsurf = 400–500 K, while the 
calculated physical sputtering yield Yphys(150 eV) = 0.020 according to 
the analytical equation given by in ref. [19]. Generally, a higher Eimpact 
gives lower Ychem and higher Yphys, for example at Eimpact = 210 eV, 
Ychem(210 eV) = 0.00093 and Yphys(210 eV) = 0.022. Thus, we assume 
that the erosion mechanism of C due to the D ion bombardment is 
dominated by physical sputtering and does not include chemical 
erosion. The chemical erosion yield of Si is about 10 times smaller than 
that for C [20], while the physical sputtering yield of Si has a similar 
value as that for C (as seen in Fig. 4). Thus, the erosion of Si is also 
dominated by its physical sputtering yield in this experiment. The 
physical sputtering yield of C due to the C bombardment is given by 
Yphys(150 eV) = 0.12 [2], which is an order of magnitude higher than 
that for D. However, when we assume the incident ion C impurity is 1%, 
which is a typical value for the plasma parameters reported in ref. [3], 
the total physical sputtering of C due to the C bombardment is an order of 
magnitude smaller than that by D bombardment. 

4. Results and discussion 

4.1. EDS analysis and imaging 

A SEM (Thermo Fisher Scientific., Verios 460 Extreme High- 
Resolution SEM) was used to image changes in morphology of the 
trenches due to plasma exposure. This same instrument was used for EDS 
analysis to reveal the deposited elements. An electron energy of 5.0 keV 
was utilized in order to obtain more near-surface chemical information, 
since the penetration depth of electrons at this energy in Si is 200 nm 
[21]. EDS peaks from C at 0.277 keV (C Kα), O at 0.525 keV (O Kα), Ga at 
1.098 keV (Ga Lα), Al at 1.486 keV (Al Kα), and Si at 1.740 keV (Si Kα) 
were identified on the trench floors (labeled as locations 1 and 2 in 
Fig. 3) in this analysis. Figs. 3 and 5 (a) show SEM images of the 3-µm 
deep engineered trench ‘T31’ (shown in Fig. 1(b)) after plasma expo
sures. The viewing angle of Figs. 3 and 5 are 45◦ and 0◦ from the surface 
normal, respectively, and the peak azimuthal incident ion direction (φ =
−35◦) of D ions is shown schematically as Iφ. The deposited material had 
a higher secondary electron emission coefficient, so its distribution 
pattern is apparent as the bright area on the top left of the trench floor in 
Fig. 3. The “corner” of the deposition pattern is consistent with Iφ. We 
note the presence of Ga microparticles on the trench floor, but not on the 
outside area; these features were apparent for all of the trenches. Since 
Ga ions were implanted in the Si surface during FIB milling, it seems 
likely that during the plasma exposures the surface temperature rose 
above the Ga melting point of 30 ◦C, and then the Ga condensed into 
solid particles when the surface cooled back to room temperature. 
Similar particle formation was reported in previous experiments using 
SiC substrates that also had microtrenches fabricated by Ga ion beams 
[9]. 

AZtec software (Oxford Instruments) was used to measure the 
elemental peak areas and generate 2D intensity data at a resolution of 
0.052 µm/pixel for revealing the elemental deposition patterns. Image 
processing to create elemental maps involved 2 × 2 pixel binning and 

Fig. 4. The solid line represents the polar IAD replotted from “Case S-D” in 
ref. [3]. The left y-scale shows the fraction of ions incident per degree of a 
specific polar angle. The sputtering yield for C and Si at a specific polar angle 
was multiplied by the corresponding ion fraction at that angle to give the 
effective sputtering yield (defined in Section 3), and is shown for C and Si as red 
and blue dashed lines, respectively. Polar angles θ denoted by P1, P2, 
and P3 correspond to 68◦, 79◦, and 86◦, respectively. The P2.5 angle, θ = 82◦

(C), is also defined in Section 4. 
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then 3 × 3 pixel Kernel imaging processing (Box Blur normalization). 
The average EDS intensity from location 3 in Fig. 3 consisted mainly of 
bremsstrahlung continuum emission and was subtracted from the orig
inal intensity mappings as a background signal. Fig. 5 shows elemental 
maps of the dominant redeposited C and Al materials in the ion- 
shadowed region for the T31 trench. Fig. 5(c) shows that sputtered C 
that was redeposited on the trench floor remained in the area at the 
bottom of the image that was shadowed from the incident D ions. Here 
again the deposition pattern is consistent with Iφ, as seen in the SEM 
image in Fig. 3. C is the primary background impurity in DIII-D plasmas, 
and the DiMES sample holder is also made of graphite. The 1-µm wide 
dark region seen at the bottom of Fig. 5(c), just next to the ion upstream 
wall, arises because X-rays from that region are blocked by the wall from 
reaching the detector location. We confirmed that the dark region was 
made due to the EDS alignment by rotating the sample. Hence, the data 
in this area will not be used for analysis. A similar spatial distribution is 
apparent in Fig. 5(d) for redeposited Al that was originally eroded from 
the 100-µm thick Al coating on the sample. In a previous experiment that 
exposed a partially Al-coated DiMES sample [22], a 2D optical imaging 
of neutral Al emission (Fig. 4 of ref. [22]) confirmed that Al originated 
from the Al-coated area, not as a residual impurity in the vessel. The 
elemental maps of O (not shown) were similar to the C deposition pat
terns because O originates mostly from oxidized carbon contamination 
and oxidized aluminum due to ambient air exposure. The Ga EDS map in 
Fig. 5(b) confirms that the microparticles seen in the SEM images in 
Figs. 3 and 5(a) are Ga clusters. 

In some cases, the IAD can be seen in the net deposition profile in the 
trench. There are two conditions for this. First the gross deposition in the 
trench should be close to uniform. The Al coating on the samples and 
DiMES graphite holder are mm2 – cm2 in area, and thus the C and Al ion 
flux from those areas onto the general area of the 30 × 30 µm trench 
should be uniform. Monte Carlo impurity migration models such as 
REDEP/WBC [23–25], ERO [26], and GITR [27,28] have traced the 
trajectory of prompt redeposition materials on the divertor. REDEP/ 

WBC modeling [24] reported that the ion impact angle of re-deposited 
particles for typical tokamak divertor plasmas are ~45◦ for light spe
cies (Be, C) and ~20–30◦ for heavy species (Mo, W). These values are 
much steeper than the predicted main D ion impact angle (θ > 68◦ in 
Fig. 4), so the area at the bottom of the trench floor that is shadowed by 
the trench walls is small. Hence, we assume that the redeposited-ion flux 
on the trench floor is close to uniform in the area irradiated by the main 
D ion flux. Also, preliminary results from a later experiment with a 4-µm 
deep trench (rotated clockwise by 45◦ from T31 and T32) show a C 
deposition that is uniform to ±5% in the shadowed area from 2 to 7 µm 
from the wall. This data will be reported in a subsequent publication. A 
second condition for the net deposition to reveal the IAD is that the gross 
erosion and gross deposition be somewhat balanced. If the deposition is 
too low then it can be wholly eroded together with the information on 
the IAD. Fortunately, there was one case (Fig. 6(a) T32) where the 
deposition was sufficient to reveal the IAD. 

The line profile analysis will be performed in the following sections 
using those EDS deposition maps along the x-direction shown in Fig. 5 
(c). The calculated peak azimuthal incident ion direction Iφ (Fig. 5(c)) is 
oriented to φ = −35◦, which is Δφ = +10◦ of the x-direction (φ = −45◦). 
Because cos10◦ ~1, the peak azimuthal incident ion direction has a 
negligible effect on the geometric calculation on the line profile along 
the x-direction. Hence, the line profile in the x-direction will be used to 
reveal the contribution from the polar (θ) IAD on the deposition pattern. 

Fig. 5. (a) Top view SEM image and EDS maps of (b) Ga, (c) C, and (d) Al for 
the T31 trench. The background intensity for the EDS maps was subtracted 
using the method described in Section 4.1. The color scales on the left corre
spond to the range from zero to the maximum intensity for each map (see online 
version for color). In (c), we annotate the x-direction that specifies the profile 
direction used to determine the polar IAD, and the area outlined by dashed lines 
indicates the area used to derive the x-direction intensity profiles in Fig. 6. The 
peak azimuthal incident ion direction Iφ (φ = −35◦, Section 3) is also shown 
in (c). 

Fig. 6. (a) Net erosion yield profile for D ions incident on C calculated by MPR 
for a 3-µm deep trench, and the C intensity profile measured by EDS for 3-µm 
deep trenches T31 and T32. Red dashed lines represent the MPR profile 
inverted and scaled to the same peak height as the T31 and T32 C intensity 
profiles, respectively. (b) Net erosion yield profile for D ions incident on Al as 
calculated by MPR for a 3-µm deep trench, and Al intensity profiles measured 
by EDS for trenches T31 and T32. The same arbitrary units are used for both the 
T31 and T32 data in both plots. The region x < 1 µm is masked because X-rays 
from that area are not detectable during EDS analysis (Section 4.1). 

S. Abe et al.                                                                                                                                                                                                                                      



Nuclear Materials and Energy 27 (2021) 100965

5

4.2. Comparison of the net deposition profiles of C and Al to MPR code 
predictions 

The EDS maps for the T31 (Fig. 5) and T32 trenches were integrated 
over a 15-µm wide area, as illustrated by the dashed lines in Fig. 5(c), 
and plotted versus the distance (x) from the upstream wall in Fig. 6(a) 
for C and Fig. 6(b) for Al. Both C and Al profiles are normalized to the 
intensity of Si at the outer trench area where the Si surface is barely 
covered by impurities (as confirmed by the EDS spectrum (not shown) 
obtained at location 3 in Fig. 3). We see in Fig. 6(a) that the peak in
tensity of C for T32 is higher than T31. Indeed, T32 is located only 0.5 
mm away from the graphite DiMES head boundary (Fig. 1(b)) while T31 
is 2 mm away. This indicates that the DiMES holder is a dominant source 
of C deposition on the samples. In contrast, the peak intensity of Al for 
T31 is higher than T32 in Fig. 6(b), which is consistent with the T31 
trench location at 1 mm from the Al boundary (Fig. 1(b)), while T32 is 
located at 2.5 mm. This trend matches the Al redeposition mapping 
measured in previous experiments [22]. Fig. 6(a) and (b) also include 
the net erosion yield of C and Al as calculated by the MPR code for each 
trench. In Fig. 6(a), the MPR C net erosion profile was inverted to aid 
comparison to the C intensity profile. 

These MPR profiles in Fig. 6(a) and (b) predict ion erosion every
where except for the 7-µm wide area of the trench floor that is shadowed 
from the incident ions. Although the MPR calculation used the sput
tering angular dependence of Si instead of that for Al (as described in 
Section 3), the shadowing region is only affected by the P1 of the polar 
(θ) D IAD. The shadowed width can also be estimated by a geometric 
calculation, e.g., wP1 = tan(P1 = 68◦) × 3 µm ≈ 7 µm. The shadowed 
width is also depicted in Fig. 2 with the trench cross section profile. We 
note that the MPR calculation also uses the azimuthal IAD as input 
(Section 3). The T32 and T31 EDS profile of C in Fig. 6(a) shows rollover 
around 6–7 µm (P1) indicating that there is sputtering by D ions beyond 
this location (edge of the shadowed area). The EDS profiles in Fig. 6(b) 
show Al intensity at 0–10 µm from the ion upstream wall for T31 and at 
0–11 µm for T32. These Al intensities are in good agreement with the 
MPR predictions of ion erosion and thus the shadowed areas for these 
cases. The redeposition behavior of C and Al impurities in the shadowed 
region, x = 1–7 µm, will be a topic of a future publication. 

In Fig. 6(a) the T32 MPR and EDS profiles for C show remarkably 
good agreement over the non-shadowed range at 7–30 µm from the wall. 
Such a comparison beyond the shadowed area cannot be made for the Al 
profiles of T31 nor T32 in Fig. 6(b) because the Al remained only in the 
area x < 10 µm. The EDS intensity analysis in the shadowed floor 
(location 1 in Fig. 3), using coefficients provided in the AZtec software, 
showed that the redeposited amount of Al was 1/6 of that of C while the 
sputtering yields of Al and C show similar values of 0.04 atoms/ion for 
Al and 0.02 atoms/ion for C when Eimpact = 150–200 eV [2]. This in
dicates that the thinner Al deposits were completely sputtered away by 
the ions incident for x ≥ 10 µm (Fig. 6(b)). The same reasoning can also 
be applied to C for T31. The sputtering rate could exceed the redepo
sition rate of C at 13–30 µm from the wall, and hence the deposition 
profile does not follow the MPR net erosion profile in this region. On the 
other hand, good agreement between the C deposition profile and that 
calculated from MPR was observed in x = 7–20 µm for T32, which is 
much closer to the graphite DiMES head than T31. This indicates that 
there was a balance between the C redeposition and sputtering rates that 
reveals the characteristics of the erosion profile in this range. Thus, the 
comparison of the C EDS profile of T32 with the C MPR net erosion 
profile provides a verification of the predicted IADs. 

The sputtering rate at a given location on the trench floor depends on 
the product of the flux at a particular angle and sputtering coefficient at 
this angle, integrated over the range of angles that can reach that point 
on the floor. The sputtering yield for C at a specific polar angle was 
multiplied by the corresponding ion fraction at that angle (Section 3), 
and is plotted in Fig. 4 as the “effective sputtering yield”. Beyond the 
shadowed range, the trench floor is subject to ion flux with incident 

polar angles in a range from θ = 68◦(P1) to a “cutoff angle” determined 
by the distance to the trench upstream wall and its height. Ions incident 
at a polar incident angle above the cutoff angle will be shadowed by the 
wall. The effective sputtering yield peaks around the polar angle θ = 77- 
79◦(P2) (Fig. 4). So, the integration over incident ion angle will have an 
inflection point at this angle. The location wP2 = tan(θ = 79◦) × 3 µm ≈
15 µm (P2) corresponds to the location that has the cutoff angle θ = 79◦. 
We see an inflection in the MPR net erosion at 15 µm (P2) in Fig. 6, and it 
is also seen in the EDS C deposition profile for T32. The location wP2.5 =

tan(θ = 82◦

) × 3μm ≈ 21μm (labeled ‘P2.5’) has a cutoff angle θ = 82◦. 
The effective sputtering yield of C becomes one-half of the peak when θ 
= 82◦ (labeled ‘P2.5’ in Fig. 4). The integrated value of the effective 
sputtering yield for θ = 82◦ is ~90% of the maximum integrated value 
for the entire angle range up to 90◦. This is consistent with the nearly flat 
MPR profile for x = 20–30 µm in Fig. 6(a). Such good general agreement 
for the T32 profile supports the inputted polar IAD. 

5. Summary 

A Si(111) disc sample with specially designed micro-trenches was 
exposed to DIII-D L-mode discharges to reveal the impact angle distri
bution of D ions in the DIII-D divertor. Aluminum that was deposited on 
one-half of the surface of the disc was eroded and redeposited on the 
trench floors during plasma exposures, together with C eroded from the 
DiMES head and the vessel. Post-exposure SEM imaging showed impu
rity materials remained at the portion of the floor of the trench that was 
shadowed from the incident ions by the walls. Polar and azimuthal IADs 
were previously predicted for this discharge configuration by a non- 
collisional kinetic model that used an analytically calculated Chodura 
sheath potential [3]. These IADs were input to the MPR code to give the 
net erosion profiles of C and Al exposed to D ion flux on the trenches. The 
areal C and Al intensities were measured by EDS and compared with the 
MPR calculations. The comparison shows good agreement of the depo
sition profile of C and the polar IAD. The characteristic structure of 
predicted polar IAD in the range up to 83.5◦ was verified by the C net 
deposition profile. These results are the first reported experimental ev
idence verifying the structure of the computationally predicted polar 
IAD. These agreements also support the assumptions of the Chodura 
sheath modeling used in the IAD calculations. 
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