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ABSTRACT

Context. Large spectroscopic surveys of the Milky Way must be calibrated against a sample of benchmark stars to ensure the reliable
determination of atmospheric parameters.
Aims. Here, we present new fundamental stellar parameters of seven giant and subgiant stars that will serve as benchmark stars for
large surveys. The aim is to reach a precision of 1% in the effective temperature. This precision is essential for accurate determinations
of the full set of fundamental parameters and abundances for stars observed by the stellar surveys.
Methods. We observed HD 121370 (ηBoo), HD 161797 (µHer), HD 175955, HD 182736, HD 185351, HD 188512 (βAql), and
HD 189349, using the high angular resolution optical interferometric instrument PAVO at the CHARA Array. The limb-darkening
corrections were determined from 3D model atmospheres based on the STAGGER grid. The Teff were determined directly from the
Stefan-Boltzmann relation, with an iterative procedure to interpolate over tables of bolometric corrections. We estimated surface grav-
ities from comparisons to Dartmouth stellar evolution model tracks. The spectroscopic observations were collected from the ELODIE
and FIES spectrographs. We estimated metallicities ([Fe/H]) from a 1D non-local thermodynamic equilibrium (NLTE) abundance
analysis of unblended lines of neutral and singly ionised iron.
Results. For six of the seven stars, we measured the value of Teff to better than 1% accuracy. For one star, HD 189349, the uncertainty
on Teff is 2%, due to an uncertain bolometric flux. We do not recommend this star as a benchmark until this measurement can be
improved. Median uncertainties for all stars in log g and [Fe/H] are 0.034 dex and 0.07 dex, respectively.
Conclusions. This study presents updated fundamental stellar parameters of seven giant and subgiant stars that can be used as a new
set of benchmarks. All the fundamental stellar parameters were established on the basis of consistent combinations of interferometric
observations, 3D limb-darkening modelling, and spectroscopic analysis. This paper in this series follows our previous papers featuring
dwarf stars and stars in the metal-poor range.
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1. Introduction

Large stellar surveys are collecting a vast amount of data
that allows us to investigate the properties of stars and plan-
ets and, thus, to explore our Galaxy in greater detail. These
surveys include Gaia (Gaia Collaboration 2016), APOGEE
(Allende Prieto et al. 2008), GALAH (De Silva et al. 2015),
Gaia-ESO (Gilmore et al. 2012; Randich & Gilmore 2013), and
the future 4MOST survey (de Jong et al. 2012). The quality of
the information that can be extracted from the data observed by
these surveys is strongly affected by the ability to properly test
and correctly scale the stellar models applied to the surveys. This
objective is achieved with assistance of a sample of stars with

? Tables A.1–A.7 are only available at the CDS via anonymous ftp
to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.
u-strasbg.fr/viz-bin/cat/J/A+A/658/A48

highly reliable fundamental stellar parameters, known as bench-
marks stars.

It is crucial to determine the fundamental stellar parameters
of benchmark stars with the highest possible precision. These
parameters include the effective temperature (Teff), surface grav-
ity (log g), metallicities ([Fe/H]), and radius. This is particularly
important with regard to the effective temperature. This parame-
ter is traditionally determined by using stellar spectroscopy. This
technique unfortunately allows for only an indirect determina-
tion of Teff , leading to model dependencies that can negatively
affect the accuracy of delivered results. Lebzelter et al. (2012)
points out the difficulties, especially when modelling giants, due
to increased non-LTE effects and to the differences between
models.

For some stars, however, it is possible to directly determine
Teff with only minor model dependencies. Optical interferometry
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offers this ideal approach by allowing for the precise measure-
ment of the angular diameter, θ (e.g., Boyajian et al. 2012a,b,
2013; von Braun et al. 2014; Ligi et al. 2016; Baines et al. 2018;
Rabus et al. 2019; Rains et al. 2020). From the angular diame-
ter, in combination with the bolometric flux, Fbol, the effective
temperature, Teff , can be determined directly as described by the
Stefan-Boltzmann relation. We note the effective temperatures
determined in this matter are only weakly model-dependent via
adopted bolometric and limb-darkening corrections. Stars with
interferometrically derived Teff are, therefore, ideal benchmarks
for calibrating spectroscopic surveys.

Currently, there is only a limited sample of interferomet-
rically observed benchmark stars that has been defined. These
are 34 stars selected for the Gaia-ESO survey (Jofré et al. 2014;
Heiter et al. 2015). However, even though the angular diam-
eters of the Gaia-ESO benchmark stars were observed using
optical interferometry and, therefore, the Teff were directly deter-
mined, the measurements were selected from the literature,
applying inconsistent limb-darkening corrections from various
model atmosphere grids, leading to strong inconsistencies within
the sample. This set is limited to a coarse sample of the stellar
parameter space and, moreover, it is biased in terms of the stellar
age (Sahlholdt et al. 2019).

We have established a program to expand the sample of
benchmark stars. In general, we aim to both expand the sam-
ple and deliver highly reliable fundamental stellar parameters
of stars covering a wide range of parameter space. Our sam-
ple includes stars that expand the parameter space of the current
benchmark sample, as well as stars listed as Gaia-ESO bench-
marks, for which we seek to confirm and revise their parameters,
as well as stars that have been proposed as potential benchmarks
by Heiter et al. (2015).

As a first step within this programme, we observed
three important Gaia-ESO metal-poor benchmark stars
(Karovicova et al. 2018). We resolved previously reported
differences between Teff derived by spectroscopy, photometry,
and interferometry pointed out by Heiter et al. (2015). We
further expanded the sample to include a set of ten metal-poor
benchmark stars (Karovicova et al. 2020). Most recently, we
determined the properties of nine dwarfs stars (Karovicova et al.
2021). Overall, the published samples include updated stellar
parameters for four Gaia-ESO benchmarks and for 15 entirely
new benchmarks. This comprises the subject of the next paper
in this series, which is based on the investigation of seven
giant and subgiant stars, including one of the Gaia-ESO
benchmarks. The recommended stars will serve as standards for
validating current and future large stellar surveys, as well as to
help in calibrating the characterization of exoplanet host stars
(Tayar et al. 2020).

2. Observations

2.1. Science targets

The third set of targets from our sample are seven giant and sub-
giant stars HD 121370 (ηBoo), HD 161797 (µHer), HD 175955,
HD 182736, HD 185351, HD 188512 (βAql), HD 189349.
These stars were selected as possible candidates for benchmark
stars that will be used for testing stellar models and validating
large stellar surveys.

All stars were selected with collaboration with spectroscopy
teams of large stellar surveys. The stars have sizes and grades
of brightness that allow us to reliably measure their angular
diameters using the chosen interferometer and, thereby, to derive
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Fig. 1. Stellar parameters of our program stars, colour-coded by metal-
licity, compared to theoretical Dartmouth isochrones of different ages
(linestyles), and with metallicities of [Fe/H] = +0.2, 0.0 and −0.5
(colours). Stellar evolution tracks for horizontal branch and AGB stars
are overlaid based on the approximate RGB tip mass at each age and
metallicity. Formal 1σ uncertainties are shown by the error bars. The
symbol size is logarithmically proportional to the angular diameter of
each star.

reliable values for Teff . These giant and subgiant stars will be
added to the first set of metal-poor stars and second set of
dwarf stars from this programme by Karovicova et al. (2020)
and Karovicova et al. (2021), respectively. The metallicities of
our stars range between −0.6 and +0.3 dex. The stellar parame-
ters of the seven giant and subgiant stars are listed in Table 1 and
shown in Fig. 1.

All the stars in our giant and subgiant sample have previous
interferometric observations. We discuss these previous mea-
surements and compare them with our new measurements in
Sect. 4.3. One of the stars, namely, HD 121370 (ηBoo), is a cur-
rent Gaia-ESO benchmark star. The star was interferometrically
observed by Nordgren et al. (2001), Mozurkewich et al. (2003),
Thévenin et al. (2005), van Belle et al. (2007), and Baines et al.
(2014). The Gaia-ESO benchmark sample adopted the angular
diameter measured by van Belle et al. (2007). We are revising
the measurement of this Gaia-ESO benchmark in this study. We
also present the measurements for five stars that have been pro-
posed as future benchmarks in Heiter et al. (2015).

Three targets are in multiple systems, that is: HD 121370
(ηBoo), HD 161797 (µHer), and HD 188512 (βAql). In partic-
ular, HD 121370 (ηBoo) is a long-period spectroscopic binary
with a separation of more than 115 arcsec from a faint compan-
ion that does not contribute to the flux in PAVO (Mason et al.
2001). Next, HD 161797 (µHer) is a quadruplet system at a
distance 8.3 pc. It consists of the G5IV primary and several
M dwarfs (Roberts et al. 2016). The Ab component is sepa-
rated by 1.8 arcsec, and the BC pair by 35 arcsec from the
primary (Mason et al. 2001). All the components make a neg-
ligible contribution to the flux in PAVO. Finally, HD 188512
(βAql) is a binary system. The companion, βAql B, is a V =
11.4 mag M3 dwarf separated by approximately 13.4 arcsec
(Mason et al. 2001) and it makes a negligible contribution to the
flux.
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Table 1. Stellar parameters.

Star Sp.type Right ascension Declination mV mR E(B–V) π
(mag) (mag) (mag)

HD 121370 η Boo G0IV 13 54 41.0789 +18 23 51.7946 2.68 2.24 0± 0 87.750± 1.240
HD 161797 µ Her G5IV 17 46 27.5267 +27 43 14.4380 3.42 2.89 0± 0 119.110± 0.480
HD 175955 K0III 18 55 33.3265 +47 26 26.7847 7.02 7.02 0.01± 0.02 7.366± 0.030
HD 182736 G8IV 19 24 03.3794 +44 56 00.7352 7.01 7.02 0± 0 17.176± 0.025
HD 185351 G8.5III 19 36 37.9763 +44 41 41.7600 5.17 5.18 0± 0 24.225± 0.082
HD 188512 β Aql G8IV 19 55 18.7926 +06 24 24.3425 3.71 3.05 0± 0 74.760± 0.360
HD 189349 G4III-IV 19 58 02.3822 +40 55 36.6322 7.31 7.32 0.02± 0.03 4.964± 0.340

Notes. Parallaxes are from Gaia DR2, without any zero point correction.

Table 2. Interferometric observations: Giants and subgiants.

Science target UT date Telescope B (m) # of obs. Calibrator stars

HD 121370 2015 Apr. 28 E1E2 65.91 4 HD 116706, HD 121996
2015 Apr. 29 E1E2 65.91 4 HD 116706, HD 121996
2015 Apr. 30 E1E2 65.91 3 HD 116706, HD 121996
2018 Aug. 5 E1E2 65.91 2 HD 116706, HD 121996
2018 Aug. 7 E1E2 65.91 2 HD 121996

HD 161797 2015 Apr. 28 E1E2 65.91 2 HD 157087, HD 166230
2015 Apr. 29 E1E2 65.91 2 HD 157087, HD 166230
2015 Jun. 18 E1E2 65.91 2 HD 166230

HD 175955 2009 Jul. 15 S2W2 177.45 2 HD 179095, HD 180501, HD 184147
2011 Jul. 3 W1W2 107.93 2 HD 174177

HD 182736 2009 Jul. 15 S2W2 177.45 1 HD 183142, HD 188461
2009 Jul. 19 S2E2 248.13 1 HD 184147, HD 188461
2010 Jul. 20 S2E2 248.13 1 HD 179483
2011 Jul. 2 S1W1 278.50 2 HD 180681, HD 183142

HD 185351 2013 Jul. 7 W1W2 107.93 5 HD 177003, HD 185872, HD 188252
2014 Apr. 6 W1W2 107.93 1 HD 185872
2014 Apr. 7 W1W2 107.93 2 HD 177003, HD 185872
2014 Apr. 10 E2W2 156.26 1 HD 184787, HD 188252

HD 188512 2015 Jul. 27 E1E2 65.91 3 HD 179761, HD 188385
2016 Aug. 15 E2W2 156.26 1 HD 186689
2016 Aug. 17 W1W2 107.93 4 HD 186689, HD 191263

HD 189349 2009 Jul. 14 S2W2 177.45 2 HD 188461, HD 190025
2009 Jul. 15 S2W2 177.45 1 HD 188461
2011 Jul. 5 S1W2 210.98 1 HD 189845

2.2. Interferometric observations and data reduction

We observed these stars using the Precision Astronomi-
cal Visible Observations (PAVO) interferometric instrument
(Ireland et al. 2008) at the CHARA (Center for High Angu-
lar Resolution Astronomy) Array at Mt. Wilson Observatory,
California (Ten Brummelaar et al. 2005). PAVO is operating as
a pupil-plane beam combiner in optical wavelengths between
∼630–880 nm. The CHARA Array offers the longest available
baselines in the optical wavelengths worldwide, with baselines
up to 330 m. The limiting magnitude of the observed targets is
of R ∼ 7.5. If the weather conditions allow, the limiting magni-
tude can be slightly extended up to R ∼ 8.

The stars were observed using baselines between 65.91 m
and 278.5 m. We collected the observations between 2015 Apr.
28 and 2018 Aug. 7. Additionally, four of our targets have been
previously observed with PAVO between 2009–2013. These
observations were reanalysed. This includes a new data reduc-

tion, so that all the presented data have been analysed consis-
tently. This is mainly because in comparison to previous stud-
ies our treatment of limb-darkening differs. The previously pub-
lished data include the observations of HD 175955, HD 182736,
HD 189349 (Huber et al. 2012), and HD 185351 (Johnson et al.
2014). The dates of all observations, telescope configuration, and
the baselines, B, are summarized in Table 2.

For the data reduction, we used the PAVO reduction soft-
ware, which has been broadly tested, especially for single baseline
squared visibility (V2) observations, and has been previously used
in multiple studies (e.g., Bazot et al. 2011; Derekas et al. 2011;
Huber et al. 2012; Maestro et al. 2013). Within the data reduction
software, we applied several visibility corrections. This includes
a coherence time (t0) correction. This correction is based on a
ratio of coherent and incoherent visibility estimators and may
be used to correct visibility losses. However, since it can intro-
duce biases, it was not used consistently throughout the whole
study. We note, however, that this correction may have been used
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Table 3. Calibrator stars used for interferometric observations: Giants
and subgiants.

Calibrator Spectral mV mK UD
type (mas)

HD 116706 A3IV 5.75 5.50 0.271
HD 121996 A0V 5.75 5.70 0.239
HD 157087 A3III 5.36 5.14 0.320
HD 166230 A8III 5.10 4.61 0.419
HD 174177 A2IV 6.51 6.26 0.191
HD 177003 B2.5IV 5.38 5.90 0.204
HD 179095 A0 6.92 6.99 0.131
HD 179483 A2V 7.20 6.90 0.143
HD 179761 B7III 5.15 5.28 0.271
HD 180501 A0V 7.42 7.27 0.118
HD 180681 A0V 7.48 7.39 0.111
HD 183142 B8V 7.07 7.53 0.096
HD 184147 B9IV 7.17 7.16 0.122
HD 185872 B9III 5.40 5.48 0.268
HD 186689 A3IV 5.91 5.46 0.284
HD 188252 B2III 5.90 6.36 0.165
HD 188385 A2V 6.13 6.00 0.213
HD 188461 B2IV 6.99 7.45 0.098
HD 189845 A0 7.22 7.08 0.128
HD 190025 B5V 7.53 7.78 0.087
HD 191263 B3V 6.34 6.72 0.142

in the previous studies of HD 175955, HD 182736, HD 189349
(Huber et al. 2012), and HD 185351 (Johnson et al. 2014).

Additionally, we also changed the used wavelength range. In
our study, we include all 38 channels, which range between 630
and 880 nm. In the previous studies, only the central 23 channels
were used, ranging between 650 and 800 nm. The shorter range
was used to avoid the possibly unreliable data towards the end
of the range. We found our data was internally consistent within
uncertainties, even though the edges of the bandpass typically had
higher uncertainties, and, therefore, we included the full range.
The absolute uncertainty on the wavelength scale was set to 5 nm.

In order to monitor the interferometric transfer function, a
set of calibrating stars was observed immediately before and
after the science targets. We selected the calibrating stars from
the CHARA catalog of calibrators and from the Hipparcos cat-
alogue (ESA 1997). The calibrating stars were selected to be
either unresolved or nearly unresolved sources located close on
sky to our science targets. We determined the angular diame-
ters of the calibrators using the V−K relation of Boyajian et al.
(2014). We corrected for limb-darkening to determine the uni-
form disc diameter in the R band.

We used V-band magnitudes from the Tycho-2 catalogue
(Høg et al. 2000). We converted them into the Johnson system
using the calibration by Bessell (2000). We selected the K-band
magnitudes from the Two Micron All Sky Survey (2MASS;
Skrutskie et al. 2006). We estimated the reddening from the dust
map of Green et al. (2015) and we applied the reddening law of
O’Donnell (1994). The relative uncertainty on calibrator diam-
eters was set to 5% (Boyajian et al. 2014), covering both the
uncertainty on the calibrator diameters as well as the reddening.

All the calibrating stars were checked for binarity in
Gaia DR2, the proper motion anomaly (Kervella et al. 2019),
the phot_bp_rp_excess_factor (Evans et al. 2018), and the
renormalised unit weight error (RUWE; Belokurov et al. 2020).

Fig. 2. Squared visibility vs. spatial frequency for HD 121370 and
HD 161797. The HD number is noted in the right upper corner in
the each plot. The raw error bars have been scaled to the reduced χ2

before the final fitting. For HD 121370, the reduced χ2 = 13.1 and for
HD 161797, χ2 = 5.9. The grey dots are the individual PAVO measure-
ments in each wavelength channel. For clarity, we show weighted aver-
ages of the PAVO measurements as red circles. The green line shows
the fitted limb-darkened model to the PAVO data, with the light grey-
shaded region indicating the 1-σ uncertainties. Lower panel: residuals
from the fit.

All these sources suggest that none of our calibrators have a com-
panion that is large enough to affect our interferometric measure-
ments or estimated calibrator sizes.

Since we noticed that using high-order limb-darkening coef-
ficients to estimate of the calibrator sizes has a negligible impact
(∼0.3%) that is significantly smaller than our 5% uncertainty in
the calibrator diameters, the angular sizes of the calibrators were
estimated as a uniform disc in the R-band. The calibrating stars
and their spectral type, magnitude in the V and R band, their
expected angular diameter, and the corresponding science tar-
gets are summarized in Table 3.
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Fig. 3. Squared visibility vs. spatial frequency for HD 175955 and
HD 182736. Lower panel: residuals from the fit. The error bars have
been scaled to the reduced χ2. For HD 175955 the reduced χ2 = 2.3 and
for HD 182736 χ2 = 1.1. All lines and symbols are the same as for Fig. 2.

2.3. Modelling of limb-darkened angular diameters

We fitted the calibrated fringe visibilities with a limb-darkened
disc model. It is common in interferometric studies for a linearly
limb-darkened disc model to be used, however, as in our previous
studies (Karovicova et al. 2018, 2020), here we use the four-term
non-linear limb-darkening law of Claret (2000):

I (µ)
I (1)

= 1 −
4∑
k

ak

(
1 − µk/2

)
. (1)

Here, I(µ) is the intensity of the stellar disc at µ = cos(γ), γ is the
angle between the line-of-sight and the normal to a given point
on the stellar surface, and ak are the limb-darkening coefficients.

We use this higher order limb-darkening law because it pro-
vides a better fit to the centre-to-limb intensity profiles predicted
by model atmospheres (e.g., Claret 2000; Magic et al. 2015). A

Fig. 4. Squared visibility vs. spatial frequency for HD 185351. Lower
panel: residuals from the fit. The error bars have been scaled to the
reduced χ2. The reduced χ2 for HD 185351 is χ2 = 4.8. All lines and
symbols are the same as for Fig. 2.

linear limb-darkening law, by contrast, tends to produce stronger
limb-darkening across most of the disc than is warranted because
it is not able to fit both the precipitous drop in intensity towards
the limb and the more gradual decrease in intensity elsewhere.

Following the fringe visibility for a generalized polynomial
limb-darkening law (Quirrenbach et al. 1996), the fringe visibili-
ties for the four-term non-linear limb-darkening model are given
by

V =

1 −
∑

ak

2
+

∑
k

2ak

k + 4

−1

×

1 −∑
k

ak

 J1(x)
x

+
∑

k

ak2k/4Γ

(
k
4

+ 1
)

Jk/4+1(x)
xk/4+1

 , (2)

where x = πBθλ−1, with B the projected baseline, θ the angular
diameter, Γ(z) is the gamma function, and Jn(x) is the nth-order
Bessel function of the first kind. The quantity Bλ−1 is the spa-
tial frequency. The squared visibilities versus spatial frequencies
along with the residuals from the fit are shown in Figs. 2–5.

As for our previous studies, we determined the limb-
darkening coefficients from the STAGGER grid of ab ini-
tio 3D hydrodynamic stellar model atmosphere simulations
(Magic et al. 2013). We determined the coefficients for each
model in the grid by fitting Eq. (1) to the µ-dependent synthetic
fluxes calculated by Magic et al. (2015) in each of the 38 wave-
length channels of PAVO. We interpolated within this grid to
determine the coefficients for each star. These limb-darkening
coefficients are given in Tables A.1 through A.7, available at the
CDS. In the appendix, we include one table for one of the stars
as an example. For ease of comparison with previous studies, we
also provide angular diameter values determined using a linear
limb-darkened law, with coefficients determined from the grid of
Claret & Bloemen (2011) in Table 4. The limb-darkened diam-
eters based on the STAGGER-grid are listed in Table 5 show-
ing our final limb-darkened diameters using higher order limb-
darkening model.
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Fig. 5. Squared visibility vs. spatial frequency for HD 188512 and
HD 189349. Lower panel: residuals from the fit. The error bars have
been scaled to the reduced χ2. For HD 188512, the reduced χ2 = 2.6
and for HD 189349 χ2 = 1.5. All lines and symbols are the same as for
Fig. 2.

Table 4. Angular diameters and linear limb-darkening coefficients.

Star θUD (mas) Linear limb-darkening (a)

u θLD (mas)

HD 121370 2.088± 0.015 0.551± 0.012 2.206± 0.018
HD 161797 1.797± 0.015 0.605± 0.013 1.913± 0.016
HD 175955 0.632± 0.009 0.706± 0.010 0.678± 0.010
HD 182736 0.412± 0.004 0.621± 0.012 0.438± 0.004
HD 185351 1.057± 0.009 0.652± 0.011 1.129± 0.009
HD 188512 1.979± 0.018 0.633± 0.012 2.125± 0.016
HD 189349 0.401± 0.005 0.596± 0.013 0.423± 0.005

Notes. (a)Limb-darkening coefficients derived from the grid of
Claret & Bloemen (2011); see text for details. The final limb-darkened
diameters using higher order limb-darkening model are listed in Table 5.

3. Methods

3.1. Bolometric flux

Bolometric fluxes and associated uncertainties were derived with
the exact same procedure described in Karovicova et al. (2020).
Briefly, we adopted an iterative procedure to interpolate over the
tables of bolometric corrections1 of Casagrande & VandenBerg
(2014, 2018). We used Hipparcos Hp and Tycho2 BT VT magni-
tudes for all stars, and 2MASS JHKS only when the quality flag
was ‘A’. The adopted bolometric corrections are listed in Table 6,
and already take reddening into account for stars affected by it
(see Table 1 for the adopted E(B–V) values).

Uncertainties in bolometric fluxes are obtained running a
Monte Carlo simulation and taking into account the variance
of different bands. Uncertainties for all stars amount to ∼2% at
most, with the exception of HD 189349, which reaches almost
9%. This uncertainty is driven by the scatter of bolometric cor-
rections in different filters. Whether this is indicative of model
inaccuracies, a wrong reddening estimate, or both is not possible
to say, but it raises a warning about the feasibility of using this
star as a benchmark.

While we do not take into account inaccuracies in model
fluxes, a comparison with absolute spectrophotometry indicates
that by using multiple bands, bolometric fluxes from the CAL-
SPEC library can be recovered at a 1% level for FG stars
(Casagrande & VandenBerg 2018). Our sample, however, com-
prises cooler stars, for which the performances of our bolo-
metric corrections are much less tested (see e.g., discussions
in White et al. 2018; Rains et al. 2021; Tayar et al. 2020). An
encouraging comparison with the absolute spectrophotometry of
a few GK subgiants in White et al. (2018) indicates that reli-
able fluxes can still be obtained from our bolometric correc-
tions. Also, a given percentage change in bolometric flux carries
a percentage change in effective temperatures that is four times
smaller.

3.2. Stellar evolution models

We used the ELLI package2 (Lin et al. 2018) together with Dart-
mouth stellar evolution tracks (Dotter et al. 2008) to determine
stellar masses. The stellar evolution models were computed with
alpha enhancement for the metal-poor stars, and are truncated at
the RGB tip. The code produces an initial guess from a max-
imum likelihood estimate when comparing isochrones to the
observed Teff , log L/L� and [Fe/H]. A Markov chain Monte
Carlo (MCMC) method is then used to sample the posterior dis-
tribution of the stellar mass and age, assuming that errors on
the observed quantities are uncorrelated. We take the mean and
standard deviation of this distribution as our mass estimate. We
then compute the surface gravity from the fundamental relation,
rewritten in the form:

log g = log
GM
R2 = log

4GM$2

θ2 , (3)

where G is the gravitational constant and $ is the parallax.
For three stars, namely, HD 175955, HD 189349, and

HD 185351, the MCMC approach produced a posterior distri-
bution that did not match the observed parameters well. For two
of the stars, HD 175955 and HD 185351, we instead selected the
mass that best reproduced the observations, in the sense that it
maximized the likelihood function. We adopted a representative

1 https://github.com/casaluca/bolometric-corrections
2 Available online at https://github.com/dotbot2000/elli
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Table 5. Observed (ΘLD) and derived (Fbol, M, L, R) stellar parameters.

Star ΘLD Fbol M(M�) L (L�) R (R�)
(mas) (erg s−1 cm−2 10−8)

HD 121370 2.173± 0.018 216.552± 2.065 1.61± 0.11 8.758± 0.261 2.659± 0.044
HD 161797 1.888± 0.014 116.485± 0.721 1.11± 0.06 2.557± 0.026 1.704± 0.016
HD 175955 0.661± 0.009 6.345± 0.156 1.23± 0.12 36.417± 0.941 9.796± 0.137
HD 182736 0.433± 0.009 4.672± 0.102 1.34± 0.05 4.932± 0.109 2.711± 0.019
HD 185351 1.113± 0.009 26.396± 0.175 1.73± 0.17 14.008± 0.133 4.946± 0.043
HD 188512 2.096± 0.014 100.053± 0.738 1.36± 0.13 5.575± 0.068 3.012± 0.025
HD 189349 0.417± 0.005 4.242± 0.366 0.73± 0.03 53.608± 4.686 9.084± 0.125

Notes. Fbol and L are obtained adopting L� = 3.842 × 1033 erg s−1.

Table 6. Bolometric corrections.

Star BCHp BCBT BCVT BCJ BCH BCK BT eBT VT eVT Hp eHp J eJ H eH K eK

HD 121370 −0.115 −0.697 −0.055 1.016 1.234 1.318 3.380 0.014 2.719 0.009 2.7957 0.0004 − − − − − −

HD 161797 −0.207 −0.984 −0.146 1.180 1.481 1.580 4.336 0.014 3.490 0.009 3.5596 0.0005 − − − − − −

HD 175955 −0.648 −1.982 −0.618 1.482 2.056 2.209 8.513 0.016 7.146 0.010 7.1808 0.0010 4.999 0.024 − − 4.318 0.017
HD 182736 −0.313 −1.169 −0.259 1.276 1.673 1.775 8.021 0.016 7.103 0.010 7.1673 0.0009 5.515 0.024 − − 5.028 0.016
HD 185351 −0.372 −1.369 −0.316 1.345 1.775 1.893 6.350 0.014 5.273 0.009 5.3355 0.0005 − − − − − −

HD 188512 −0.350 −1.257 −0.298 1.312 1.736 1.844 4.789 0.014 3.807 0.009 3.8668 0.0004 − − − − − −

HD 189349 −0.407 −1.229 −0.358 1.251 1.675 1.778 8.411 0.016 7.411 0.010 7.4738 0.0011 5.638 0.024 5.181 0.021 5.124 0.029

Notes. Adopted bolometric corrections (BC). Hipparcos Hp and Tycho2 BT VT magnitudes for all stars. 2MASS JHKS only if the quality is flag
‘A’ The zero-point of these bolometric corrections is set by Mbol,� = 4.75. Fbol for each star is obtained from Eq. (3) of Casagrande & VandenBerg
(2018), adopting L� = 3.842 × 1033 erg s−1.

error estimate of 10% for these stars. The third star, HD 189349,
is unusually warm relative to other red giant branch stars of
similar luminosity, indicating a very low age (or high mass).
Indeed, asteroseismology indicates that this star is undergoing
core helium burning (HeB) and thus belongs to the red clump
(RC) rather than the red giant branch (Takeda & Tajitsu 2015).
Comparison to horizontal branch (HB) evolution tracks yields a
fair match for M = 0.9±0.1 M�, as opposed to the RGB solution
M = 2.1 ± 0.2 M�. For this star, we opt instead for the astero-
seismic surface gravity: adopting νmax = 29.03 ± 0.52 µHz from
Yu et al. (2018), we derive log g = 2.388 ± 0.009 using the scal-
ing relation

g

g�
=

νmax

νmax,�

(
Teff

Teff,�

)3/2

. (4)

For completeness, we also use a scaling relation from
Kjeldsen & Bedding (1995),

M
M�

=
νmax

νmax,�

√
Teff

Teff,�

(
R
R�

)2

, (5)

to derive the seismic mass, M = 0.728 ± 0.025, but we note that
the surface gravity for this star has been derived directly, yielding
smaller error bars thanks to the cancellations of terms.

3.3. Spectroscopic analysis

High-resolution spectra for the stars were extracted from the
ELODIE (R ≈ 42 000, Moultaka et al. 2004) and FIES (R ≈
65 000, Telting et al. 2014) archives. We determined the stellar
iron abundances using a custom pipeline based on the spectrum
synthesis code SME (Piskunov & Valenti 2017) using MARCS

model atmospheres (Gustafsson et al. 2008) and pre-computed
non-LTE departure coefficients for Fe (Amarsi et al. 2016).

We selected unblended lines of Fe i and Fe ii between 4400
and 6800 Å with accurately known oscillator strengths from lab-
oratory measurements. For saturated lines, we ensured that col-
lisional broadening parameters were available from ABO theory
(Barklem et al. 2000; Barklem & Aspelund-Johansson 2005).
Abundances were also measured from solar spectra recorded
with the same spectrographs as our target stars, based on
observations of light reflected off the Moon (ELODIE) and
Vesta (FIES). We thereby produce solar-differential abundances,
which mostly cancels uncertainties in oscillator strengths as well
as potential systematic differences between the spectrographs.
We estimated the iron abundance of each star from the outlier-
resistant mean with 3σ clipping. We also report the difference in
abundance between lines of Fe i and Fe ii as an estimate of how
closely our fundamental stellar parameters fulfill the ionization
equilibrium. Finally, we compute a systematic uncertainty on the
metallicity, which we derive by perturbing the input parameters
one at a time according to their formal errors, and we add these
differences in quadrature.

4. Results and discussion

4.1. Recommended stellar parameters

In this section, we present angular diameters and fundamen-
tal stellar parameters for a set of seven giant and subgiant
stars: HD 121370 (ηBoo), HD 161797 (µHer), HD 175955,
HD 182736, HD 185351, HD 188512 (βAql), and HD 189349.
Six of these stars have been recommended as benchmark stars.
The radius and mass are estimated from measurements of θLD,
Fbol and parallax. All the values are summarised, along with their
luminosity, in Table 5. The final fundamental stellar parameters
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Table 7. Derived stellar parameters (Teff , log g, [Fe/H]).

Star Teff log g [Fe/H]
(K) (dex) (dex)

HD 121370 6090± 29 3.794± 0.034 0.29± 0.07
HD 161797 5596± 22 4.020± 0.025 0.26± 0.04
HD 175955 4568± 42 2.556± 0.048 0.00± 0.13
HD 182736 5229± 37 3.699± 0.025 −0.18± 0.04
HD 185351 5025± 22 3.288± 0.046 −0.02± 0.07
HD 188512 5113± 20 3.614± 0.044 −0.20± 0.04
HD 189349 5199± 116 2.388± 0.009 −0.57± 0.09

of Teff , log g, and [Fe/H] are listed in Table 7 and also discussed
below.

4.2. Uncertainties

The desired precision requested by the spectroscopic teams such
as Gaia-ESO or GALAH is around 1% (or around 40–60 K).
We show that for the stars in our sample the uncertainties in
Teff are less than 50 K (or less than 1%), with the exception of
HD 189349, which we do not recommend as a benchmark. The
uncertainty for this star is 2% and it is dominated by uncertain-
ties in bolometric flux. Overall, the errors in Teff for stars in our
sample resulting from uncertainties in the limb-darkened angular
diameters are at most 31 K, with a median of just 24 K (0.5%).

The final uncertainties in Teff consist of the uncertainties in
the bolometric flux and the uncertainties in the angular diame-
ter. We present the contributions from each measurement inde-
pendently in Table 8. For clarity, the dominating uncertainty is
highlighted in boldface. The presented uncertainties have been
computed by artificially setting the uncertainties from the other
measurement to zero. We note that in the final error estimates
of Teff , we propagate the statistical measurement uncertainties
in log g and [Fe/H] from the isochrone fitting and spectroscopic
analysis and fold them into the uncertainties in the angular diam-
eters. The median uncertainties in log g and [Fe/H] across our
sample of stars are 0.034 dex and 0.07 dex, respectively (for
details, see Table 7).

4.3. Comparison with angular diameter values in the
literature

All stars in our sample have been previously interferometri-
cally observed and their angular diameters reported in the lit-
erature. We conducted new observations for some of the stars. In
addition, for all stars we carried out a fresh data reduction and
analysis of the data applying our updated analysis and updated
treatment of limb-darkening. We list our measurements of angu-
lar diameters, θLD, together with values reported in the literature
in Table 9. We compare the presented values in Fig. 6.

HD 121370 (ηBoo). We conducted new observations of this
star and measured angular diameter as θLD = 2.173± 0.018 mas.
The star was previously observed using various interferomet-
ric instruments in several studies (see Table 9). This target is
already in use as a benchmark. The Gaia-ESO benchmark team
(Jofré et al. 2015) adopted the angular diameter measured by
van Belle et al. (2007). Our value is in agreement within the
uncertainties with this value. The largest disagreement between
our θLD and the other measurements is found for the Mk. III mea-
surement by Mozurkewich et al. (2003), which differs by 3σ.

Table 8. Uncertainties in Teff and how they propagate from the underly-
ing measurements.

Star Teff eTeff eTeff eFbol
(a) eΘLD

(b)

(K) (K) (%) (K) (K)

HD 121370 6090 29 0.5 15 25
HD 161797 5596 22 0.4 9 21
HD 175955 4568 42 0.9 28 31
HD 182736 5229 37 0.7 29 24
HD 185351 5025 22 0.4 8 20
HD 188512 5113 20 0.4 9 17
HD 189349 5199 116 2.2 112 31

Notes. (a)The uncertainties contribution from the bolometric flux if the
ΘLD uncertainties are set to 0. (b) The uncertainties arising entirely from
the angular diameter measurements if the Fbol uncertainties are set to 0.
The dominating uncertainty is highlighted in boldface.

HD 161797 (µHer). We measured the angular diameter of
this star as θLD = 1.888 ± 0.0014 mas. This star was previously
observed by Mozurkewich et al. (2003) with the Mk. III interfer-
ometer, who reported a value of θLD = 1.953 ± 0.0039 mas. It
has also observed with NPOI by Baines et al. (2014), who found
θLD = 1.957 ± 0.0012 mas, and Baines et al. (2018), who found
θLD = 1.880 ± 0.0008 mas. Our measurement agrees with the
latter measurement. This star was suggested as a possible bench-
mark star in Heiter et al. (2015).

HD 175955. For this star, we report θLD = 0.661±0.009 mas.
This data was previously observed by Huber et al. (2012) with
the PAVO instrument. These authors reported θLD = 0.680 ±
0.01 mas, having fitted the data with a linearly limb-darkened
disc model, with the limb-darkening coefficient determined from
the grid calculated by Claret & Bloemen (2011) based on 1D
ATLAS models. This star has also been suggested as a pos-
sible benchmark star. Therefore, for consistency, we carried
out a fresh data reduction and reanalysed this data with limb-
darkening coefficients from 3D model atmospheres, using a
higher-order limb-darkening model. In this case, our angular
diameter differs in comparison to Huber et al. (2012) by 1.4σ.
This can be attributed with the changes in our fresh data reduc-
tion. We discuss the impact of the fresh reduction of the PAVO
data in more detail below.

HD 182736. We measured the angular diameter of this star
as θLD = 0.433 ± 0.0009 mas. The same data was also pre-
viously analysed by Huber et al. (2012), who reported θLD =
0.436±0.005 mas, which agrees with our value. Because this star
was suggested as a possible benchmark star, we reanalysed the
data applying limb-darkening coefficients from 3D model atmo-
spheres and using a higher-order limb-darkening model.

HD 185351. For this star, we report θLD = 1.113±0.009 mas.
We again reanalysed PAVO data observed by Johnson et al.
(2014), who reported θLD = 1.133 ± 0.0013 mas. Johnson et al.
(2014) also reported observations with the Classic H instrument
at CHARA, finding θLD = 0.120 ± 0.018 mas. Our value agrees
within uncertainties with the Classic H measurement, but differs
from the measurement based on the PAVO data by 1.3σ. Again,
this can be attributed with the changes in our fresh data reduc-
tion, discussed in more detail below.

HD 188512 (βAql). We new observations of this star and
report an angular diameter of θLD = 2.096± 0.014 mas. This star
was previously observed with NPOI by Nordgren et al. (1999)
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Fig. 6. Comparison of limb-darkened angular diameters from the lit-
erature with measurements from this work. Symbols correspond to the
beam combiner used for the literature measurement: NPOI (red circle),
CHARA Classic in the H band (orange square), Mark III (yellow tri-
angle), VLTI/VINCI (green triangle), PTI (blue diamond), and PAVO
(pink stars).

and Baines et al. (2014). Nordgren et al. (1999) reported θLD =
2.18 ± 0.09 mas and Baines et al. (2014) reported θLD = 2.166 ±
0.009 mas. Our measurement agrees with that of Nordgren et al.
(1999), although that measurement has a large uncertainty. There
is, however, a 4.2σ disagreement with the value found by
Baines et al. (2014). For this star, we collected very high qual-
ity data, fully resolving the star and covering the visibility curve
into the second lobe, thus offering a high level of reliability to
our measurement. A detailed analysis of the data covering the
second lobe of the visibility function is beyond the scope of this
study and will be addressed in a later paper. This star has been
suggested as a possible benchmark star (Heiter et al. 2015).

HD 189349. We measured the angular diameter of this star
to be θLD = 0.417 ± 0.005 mas. These PAVO data were pre-
viously analysed by Huber et al. (2012), who reported θLD =
0.420 ± 0.006 mas. Because the star was suggested as a possi-
ble benchmark star, we reanalysed it here for consistency. We
find that the angular diameter measurements are in good agree-
ment. While this star was recommended as a benchmark by
Heiter et al. (2015), at this moment we do not recommend this
star as a potential benchmark due to its uncertain bolometric flux
and, subsequently, its uncertain Teff values (see Sect. 3.1).

Our fresh reduction of the previously published PAVO data
had only a minimal impact on the determined angular diam-
eters. Potential differences in the reductions that could have
had an impact include making different choices for data cuts
based on signal-to-noise ratio (S/N) and other metrics, while

also using new calculations of calibrator sizes. In some cases,
our choice not to use the t0 correction (as described in Sect. 2.2)
can have a more significant impact. Additionally, we used all 38
of the PAVO wavelength channels, whereas the previous stud-
ies only used the central 23 channels between 650 and 800 nm.
The effect of the these data reduction changes alone can be
determined by comparing the linear limb-darkened diameters
given in Table 4 with the diameters reported in the literature.
The diameters in Table 4 agree (within 1σ) with the literature
values.

The remaining difference between our final adopted angular
diameters and the literature values for these targets is attributed
to the updated limb-darkening treatment. The previous PAVO
studies fitted the data using a linear limb-darkening model, with
coefficients calculated from 1D ATLAS model atmospheres by
Claret & Bloemen (2011). A single coefficient for the R-band
was used across all wavelength channels. As discussed in detail
by Karovicova et al. (2021), the combined effect of this was that
the adopted coefficients implied stronger limb-darkening than
justified by the model atmospheres. As a consequence, the pre-
vious angular diameters were too large and, on average, our final
adopted angular diameters are 1.5% smaller.

4.4. Spectroscopic analysis

Our iron abundance determinations from lines of neutral and
ionised iron yield very good agreement, as illustrated in Fig. 7.
The abundance differences are small, consistent with zero, for all
stars except HD 189349. This star, which has the lowest metal-
licity in the sample, and is also the only core helium-burning star,
shows a positive deviation of 0.2 dex.

Errors in stellar parameters have different impact on lines
of neutral and singly ionized iron. The sensitivity is such that
a deviation from ionization equilibrium of 0.05 dex may corre-
spond to an error of approximately 50 K in Teff, or 0.10 dex in
log g. The excellent agreement for all but one stars in our sam-
ple therefore indicate that our error estimates are realistic, and
that no significant systematics are present. For HD 189349, the
larger deviation by 0.2 dex may indicate either an error in its
temperature by upwards of 200 K, an error in log g by as much
as 0.4 dex, or issues related to spectroscopic modelling (see e.g.,
Lebzelter et al. 2012).

4.5. Comparison with asteroseismology

Each of our targets exhibits solar-like oscillations that are
stochastically excited and damped by convection. Measurements
of the oscillation frequencies can place tight constraints on the
interior structure of a star, and can be used to infer stellar prop-
erties including the radius. Here, we briefly compare our inter-
ferometric radii with radii derived from asteroseismic studies in
the literature.

Three of our targets have been the subject of ground-
based radial velocity campaigns to detect their oscillations:
HD 121370 (ηBoo; Kjeldsen et al. 2003; Carrier et al. 2005),
HD 161797 (µHer; Bonanno et al. 2008; Grundahl et al. 2017),
and HD 188512 (βAql; Corsaro et al. 2012). The other four stars
were observed by the Kepler mission. HD 175955, HD 182736,
and HD 189349 were studied by Huber et al. (2012). Addi-
tionally, HD 175955 and HD 189349 were amongst the 16 000
red giants in the sample of Yu et al. (2018). Also, HD 185351
was one of the brightest stars observed during the nominal
Kepler mission and its oscillations were studied by Johnson et al.
(2014).
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Table 9. Prior angular diameters.

Star Our value Literature value Reference Instrument
(mas) (mas)

HD 121370 2.173± 0.018
2.28± 0.07 Nordgren et al. (2001) NPOI

2.269± 0.025 Mozurkewich et al. (2003) Mk. III
2.200± 0.027 Thévenin et al. (2005) VLTI/VINCI

2.189+0.006
−0.014 van Belle et al. (2007) PTI

2.134± 0.012 Baines et al. (2014) NPOI
HD 161797 1.888± 0.014

1.953± 0.039 Mozurkewich et al. (2003) Mk. III
1.957± 0.012 Baines et al. (2014) NPOI
1.880± 0.008 Baines et al. (2018) NPOI

HD 175955 0.661± 0.009
0.68± 0.01 Huber et al. (2012) CHARA/PAVO

HD 182736 0.433± 0.009
0.436±0.005 Huber et al. (2012) CHARA/PAVO

HD 185351 1.113±0.009
1.120±0.018 Johnson et al. (2014) CHARA/Classic H
1.133±0.013 Johnson et al. (2014) CHARA/PAVO

HD 188512 2.096±0.014
2.18±0.09 Nordgren et al. (1999) NPOI

2.166±0.009 Baines et al. (2014) NPOI
HD 189349 0.417±0.005

0.420±0.006 Huber et al. (2012) CHARA/PAVO

The simplest way to determine masses and radii from
asteroseismic measurements is to exploit scaling relations for
two quantities that parameterise the observed oscillation spec-
trum. The frequency at which the oscillation amplitude peaks,
νmax, is observed to scale as follows (Brown et al. 1991;
Kjeldsen & Bedding 1995):

νmax

νmax,�
≈

(
M
M�

) (
R
R�

)−2 (
Teff

Teff,�

)−1/2

. (6)

The large frequency separation, ∆ν, between modes of the same
angular degree and consecutive radial order scales as (Ulrich
1986):

∆ν

∆ν�
≈

(
M
M�

)1/2 (
R
R�

)−3/2

. (7)

Combining these two relations with the known Teff

allows the mass and radius to be determined directly (e.g.,
Kallinger et al. 2010). Comparisons with independent measure-
ments have found radii determined from the scaling relation to
be accurate to ∼5% (e.g., Huber et al. 2012, 2017; White et al.
2013; Brogaard et al. 2018). However, as the scaling relations
rely on a number of assumptions, including that the stars are
homologous to the Sun, deviations arise for stars that have sig-
nificantly different structures, such as red giants. These devi-
ations have been investigated, particularly for the ∆ν scaling
relation, which has a more established theoretical basis, and
corrections to improve the relations have been proposed (e.g.,
White et al. 2011; Guggenberger et al. 2016; Sharma et al. 2016;
Rodrigues et al. 2017; Viani et al. 2017).

Figure 8 shows the scaling relation radii compared to the
interferometric radii for our sample. The uncorrected scal-
ing relation radii are typically accurate to better than 10%
for this sample. The scaling relation radii for HD 121370 and

HD 188512 are relatively uncertain, owing to the comparatively
short length and lower signal-to-noise ratio of the ground-based
data for these stars. Two of the giants observed by Kepler,
HD 185351 and HD 175955, have an uncorrected scaling rela-
tion radius that disagrees with the interferometric radius, the lat-
ter by 3σ. The scaling relation radii corrected using the ∆ν cor-
rections of Sharma et al. (2016) show better agreement with the
interferometric radii in general, and for these two stars, in par-
ticular. This provides further support for the use of such correc-
tions. It is only for one star, HD 161797, that the correction does
indeed worsen the agreement with the interferometric radius sig-
nificantly.

A more rigorous method of determining stellar param-
eters from asteroseismology than using scaling relations is
detailed stellar modelling using the observed oscillation fre-
quencies. Three of these stars have been the subject of
such efforts. As one of the first stars to have solar-like
oscillations detected, HD 121370, has been studied in detail
(e.g., Christensen-Dalsgaard et al. 1995; Di Mauro et al. 2003;
Carrier et al. 2005; Straka et al. 2006). However, these studies
did not report a final value for the radius with uncertainties. The
radius of the best fitting model found by Carrier et al. (2005)
is 2.72 R�, which is in better agreement with the interferomet-
ric radius than the scaling relation radii. Li et al. (2019) mod-
elled HD 161797, however, they used the interferometric radius
as one of the constraints on their models, so a valid comparison
cannot be made with their results. Finally, HD 185351 was mod-
elled by Hjørringgaard et al. (2017), who sought to resolve ten-
sion between the interferometric and asteroseismic constraints
by varying the input physics of the models; in particular, the con-
vective core overshooting and mixing length parameter. Their
radius, shown in Fig. 8, agrees well with our interferometric
radius. More detailed modelling of more stars with both aster-
oseismic and interferometric constraints ought to allow for the
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Fig. 7. Deviations from ionisation equilibrium, that is, the difference
between the abundances determined from lines of neutral and ionised
iron as a function of the measured stellar parameters. Vertical and hori-
zontal lines represent the combined uncertainties from the two measure-
ments. Stars are colour-coded according to metallicity, as shown in the
bottom plot.

calibration of the input physics of models, such as convection
(e.g., Joyce & Chaboyer 2018).

5. Conclusions

We presented a sample of giant and subgiant stars with highly
accurate and reliable fundamental stellar parameters, extend-
ing the sample of stars that may be used as benchmarks
for large stellar surveys. This is the third in a series of
papers with this scientific goal. The sample in this paper con-
sists of HD 121370 (ηBoo), HD 161797 (µHer), HD 175955,
HD 182736, HD 185351, HD 188512 (βAql), and HD 189349.
One of these stars, HD 121370, is already listed as a Gaia-ESO
benchmark star and we revised its stellar parameters here. A fur-
ther five stars have also been proposed as possible benchmark
stars by Heiter et al. (2015).

We determined angular diameters for the targets using data
from the PAVO beam combiner at the CHARA Array. For three
of the stars, we present new observations. For the other four stars,
we reanalysed previous observations to ensure the stellar param-
eters were determined consistently. Limb-darkening coefficients

Fig. 8. Comparison of radii determined from asteroseismic scaling rela-
tions (uncorrected in black, corrected in orange) and modelling (blue)
with interferometric radii from this work.

were determined from the STAGGER grid of 3D hydrodynamic
stellar model atmospheres.

We computed bolometric fluxes from multi-band photome-
try, interpolating iteratively on a grid of synthetic stellar fluxes
to ensure consistency with the final adopted stellar parameters.
Effective temperatures were determined directly from the angu-
lar diameters and bolometric fluxes.

We determined [Fe/H] based on high-resolution spec-
troscopy. We used isochrone fitting to derive mass, and parallax
measurements to constrain the absolute luminosity. After itera-
tive refinement between interferometry, spectroscopy and pho-
tometry we derived the final fundamental parameters of Teff ,
log g, and [Fe/H] for all stars.

For six of our seven targets, we reached the desired precision
of /1% in Teff . Only one star (HD 189349) showed a somewhat
larger Teff uncertainty of 2%. The Teff uncertainty for this star
is dominated by uncertainty in the bolometric flux. We do not
recommend that this star be used as a benchmark until its bolo-
metric flux can be more reliably measured. For the surface grav-
ity, log g, we reached a median precision of 0.034 dex and for
metallicity [Fe/H], we reached a median precision of 0.07 dex.

The giant and subgiant stars presented here, in conjunc-
tion with our previous results for metal-poor (Karovicova et al.
2020) and dwarf stars (Karovicova et al. 2021), form a sample of
benchmark stars with consistently derived, highly reliable fun-
damental stellar parameters. The precision we have been able
to achieve is essential to a consistent and reliable calibration
of atmospheric parameters across large spectroscopic surveys.
Consequently, the correctly determined atmospheric parameters
will help us to better understand the evolution of stars in the
Milky Way.
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Appendix A: Limb-darkening coefficients in 38 channels.

Table A.1. Limb-darkening coefficients in 38 channels. We show one table for the star HD 121370 as an example. Limb-darkening coefficients for
the rest of the stars are available at CDS in tables A.1.–A.7.

HD 121370
four-term limb-darkeninga

chan. wavelength a1 a2 a3 a4

1. 0.630 1.967 -3.239 3.420 -1.258
2. 0.635 1.967 -3.242 3.418 -1.256
3. 0.639 1.975 -3.255 3.422 -1.256
4. 0.644 1.995 -3.317 3.496 -1.290
5. 0.649 2.004 -3.340 3.507 -1.290
6. 0.654 2.066 -3.434 3.546 -1.311
7. 0.659 2.068 -3.448 3.556 -1.311
8. 0.664 1.989 -3.302 3.458 -1.276
9. 0.670 1.996 -3.329 3.485 -1.283
10. 0.675 1.993 -3.323 3.470 -1.276
11. 0.680 1.997 -3.335 3.477 -1.277
12. 0.686 2.004 -3.359 3.501 -1.286
13. 0.692 2.006 -3.362 3.495 -1.282
14. 0.698 2.015 -3.394 3.529 -1.296
15. 0.704 2.021 -3.417 3.552 -1.305
16. 0.710 2.024 -3.426 3.556 -1.307
17. 0.716 2.040 -3.473 3.604 -1.325
18. 0.722 2.039 -3.476 3.604 -1.325
19. 0.729 2.038 -3.475 3.592 -1.316
20. 0.736 2.041 -3.488 3.606 -1.323
21. 0.743 2.055 -3.534 3.649 -1.337
22. 0.750 2.049 -3.517 3.627 -1.330
23. 0.756 2.045 -3.510 3.618 -1.327
24. 0.763 2.054 -3.539 3.643 -1.336
25. 0.771 2.051 -3.537 3.639 -1.334
26. 0.778 2.058 -3.563 3.670 -1.349
27. 0.786 2.047 -3.533 3.626 -1.329
28. 0.794 2.058 -3.569 3.663 -1.343
29. 0.802 2.055 -3.569 3.661 -1.342
30. 0.810 2.053 -3.568 3.658 -1.342
31. 0.818 2.062 -3.600 3.687 -1.352
32. 0.827 2.053 -3.578 3.661 -1.341
33. 0.835 2.065 -3.617 3.700 -1.356
34. 0.844 2.055 -3.592 3.669 -1.344
35. 0.853 2.065 -3.620 3.687 -1.347
36. 0.863 2.058 -3.609 3.673 -1.341
37. 0.872 2.067 -3.646 3.715 -1.361
38. 0.881 2.060 -3.633 3.708 -1.363

Notes. a Limb-darkening coefficients derived from the grid of Magic et al. (2015); see text for details.
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