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High-resolution lithosphere viscosity
and dynamics revealed by
magnetotelluric imaging
Lijun Liu1* and Derrick Hasterok2

An accurate viscosity structure is critical to truthfully modeling lithosphere dynamics. Here,
we report an attempt to infer the effective lithospheric viscosity from a high-resolution
magnetotelluric (MT) survey across the western United States. The high sensitivity of MT
fields to the presence of electrically conductive fluids makes it a promising proxy for
determining mechanical strength variations throughout the lithosphere. We demonstrate how
a viscosity structure, approximated from electrical resistivity, results in a geodynamic model
that successfully predicts short-wavelength surface topography, lithospheric deformation, and
mantle upwelling beneath recent volcanism.We further show that this viscosity is physically
consistent with and better constrained than that derived from laboratory-based rheology. We
conclude that MT imaging provides a practical observational constraint for quantifying the
dynamic evolution of the continental lithosphere.

D
uring the last decade, progress in both
seismic imaging (1, 2) and geodynamic
modeling (3, 4) produced many useful
insights into the large-scale dynamics of
the continental lithosphere. However, the

driving forces for fine-scale (<200-km) tectonic
processes, such as those within the western United
States, remain heavily debated (5–10). Large-
scale deformation generally results from man-
tle convection-induced sublithospheric stress,
such as dynamic topography and mantle trac-
tion (3, 4, 7, 10–12). Consequently, the existing
debate on the fine-scale tectonic deformation
is largely due to the uncertain lithospheric buoy-
ancy and viscosity structures. Fortunately, recent
geophysical measurements constrain the density
distribution of the crust and mantle lithosphere
very well (13, 14). However, the detailed viscosity
structure of the lithosphere still remains poorly
understood.
Taking the western United States as an ex-

ample, its lithospheric density structure could
be derived from multiple geophysical observa-
tions, including seismic velocity and heat flow
measurements (13), as well as the geometry of
lithospheric discontinuities (14). In contrast, the
spatial pattern of lithospheric viscosity is more
difficult to infer observationally because of the
intimate involvement of time. Previous attempts
included matching geodetic deformations with
gravitational potential energy (GPE), by assum-
ing either isostatic equilibrium (9) or considering
large-scale mantle convection (10), and fitting the

postseismic relaxation of earthquakes (15). How-
ever, considerable discrepancies still exist among
these inferred lithosphere viscosity structures.
Magnetotelluric (MT) imaging represents a

promising and independent approach to inferring
a detailed lithospheric viscosity structure. This
approach builds on direct geophysical and geo-
logical observations, requiring no a priori assump-
tions about lithospheric dynamics. Changes in the
physical state that alter electrical conductivity
generally affect viscosity as well, which allows
us to use MT sounding to investigate the spatial
distribution of viscosity. In reality, the viscosity
depends on temperature, strain rate, grain size,
and composition (16–21). Among these, composi-
tional effects, specifically trace amounts of water
and melt, are the most difficult to determine, but
play a crucial role in the reduction of strength
(17). Fluids, including melts, accumulate in re-
gions of strong deformation (17). The presence
of melts greatly reduces rock strength while en-
hancing electrical conductivity (18). Hydration
of nominally anhydrous minerals also increases
electrical conductivity [(22) and references therein].
Likewise, laboratory experiments on major min-
erals (e.g., olivine, pyroxene, and garnet) indicate
weakening in the presence of water (19–21).
We established a theoretical framework be-

tween electrical conductivity and viscosity based
on their similar controlling factors. Effective vis-
cosity is the ratio of stress to strain rate, h ¼ sḊ−1,
where s is stress and Ḋ is the strain rate. A general
form of this relation is

h ¼ sḊ−1

¼ Ad−mCr
OHs

n−1exp −
E� þ PV �

RT
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where d is grain size; COH, water fugacity; E* and
V*, activation energy and activation volume, re-

spectively; P and T, pressure and temperature,
respectively; R, the ideal gas constant; and A,m,
n, and r, all laboratory-derived parameters (23).
The electrical resistivity model takes a similar form
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re
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where the parameters are also like those in
Eq. 1 (24).
Using Eq. 1, one could first estimate stress (s),

independent of viscosity, from local buoyancy var-
iations (3–8) and/or far field mechanical conditions
(9, 10, 15). One could then numerically calculate
the accurate stress, including that induced by lith-
osphere deformation for a given viscosity struc-
ture. In contrast to the viscosity formulation,
the omission of grain size in the formulation
for resistivity (Eq. 2) could likely be naturally re-
stored in the structural information of MT sound-
ing (Fig. 1), as demonstrated below. Consequently,
we suggest, using the similarity between Eqs. 1 and
2, that electrical resistivity is positively corre-
lated with effective viscosity (r º h). Previous
conceptual models of rifting that highlight varia-
tions in strain appear to mimic patterns seen in
the midcrustal electrical conductivity under sim-
ilar circumstances (25). We propose that these
high-conductivity patterns (Fig. 1, A and B) also
represent low-viscosity regions owing to conse-
quences of past deformation of the continental
lithosphere.
We think that the above theory and obser-

vations support using MT images as a proxy
for mechanical strength throughout the litho-
sphere. However, we recognize several difficul-
ties limiting the direct application of the above
relations in accurately estimating viscosity. First,
large uncertainties in laboratory models result
in large uncertainties in viscosity. Second, devel-
oping a rigorous model is restricted by additional
uncertain factors, such as composition and grain
size. Third, MT models do not yield precise esti-
mates of the absolute conductivity, as they are
sensitive to conductance (the product of conduc-
tivity and thickness) and are insensitive to the
resistivity of resistors. Furthermore, the spatial
sensitivity of magnetotellurics to electrical con-
ductivity variations with depth and the smooth-
ing effect due to inversion cannot capture the
true scale of viscosity variations. With these un-
certainties in mind, we processed the MT image
in a way similar to that in which seismic tomog-
raphy is converted into density anomalies (2, 3).
We converted the resistivity structure into a
viscosity profile using an empirical relation,

h
h0

¼ C0·
ρ
ρ0

� �C1

ð3Þ

where h is effective viscosity; h0, reference vis-
cosity (1020 Pa·s); r, apparent resistivity; r0,
reference resistivity (102 Wm); and C0 and C1,
numerical coefficients. Because of the unknown
values of C0 and C1, both the regional average
and maximum contrast of the viscosity structure,
controlled by these two respective coefficients,
are uncertain. Subsequently, we updated these
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coefficients and, thus, viscosity properties using
observational constraints, including surface to-
pography and intraplate deformation. Overall,
we looked for an effective lithospheric viscosity
structure resembling the spatial pattern of the
MT image that satisfies the available constraints.
For simplicity and to show the effectiveness of the
technique, we limited ourselves to a two-variable
problem where C0 and C1 are constant over space.
We used a recent high-resolution MT inver-

sion for the tectonically active western United
States (25) and estimated the lithospheric buoy-
ancy by considering thermal and compositional
effects. The thermal structure was estimated
from surface heat flow by solving for a two-
dimensional (2D) steady-state thermal diffusion
problem with the observed heat flow as the upper
boundary condition (Fig. 2 and fig. S1). We as-
sumed that the 1350°C isotherm approximately
follows the 100 W m contour of the apparent

resistivity (Fig. 1B) (26). The compositional buoy-
ancy of the continental crust was approximated
using the recent estimate on Moho depth (14),
highlighting thicker crust beneath the Colorado
Plateau (CP) than the Eastern Great Basin (EGB)
and the Transition Zone (TZ) (Fig. 2). A uniform
crustal density of 2850 kg·m−3 was adopted for
the study region (27).
We verified the resulting lithospheric den-

sity structure with both analytical and numer-
ical solutions (Fig. 2B). By assuming a simple
viscosity profile with only depth-dependence,
similar to traditional geodynamic models (2–4),
we found that the topography contribution owing
to crustal buoyancy (orange line in Fig. 2B) is
a mirror image of the Moho (magenta line in
Fig. 2C), consistent with Airy compensation. The
resulting topographic relief owing to thermal
buoyancy (blue line in Fig. 2B) also resembled
that from a recent global geodynamic model (4),

a resemblance that validated our calculation.
More important, the predicted total topography
also matched a smoothed version of the observed
topography. We note that the regional model
used here could not properly reproduce the base-
line topography of the region because of the
undefined sea level.
This model (Fig. 2), although it satisfied the

smooth profile of surface topography, failed to
reproduce the westward blockmotion (3 mm/year)
of the EGB relative to the CP (Fig. 2A), as revealed
geodetically (28) (fig. S2). If we assume an av-
erage lithospheric viscosity of 1022 Pa·s over a
lithospheric thickness of 50 km, as suggested by
earlier studies (9), the model predicts negligible
lithospheric deformation (Fig. 2A). A weaker lith-
osphere (with a viscosity of 1021 Pa·s) leads to
larger intraplate deformation, but the resulting
velocity profile differs from that observed, with
most deformation occurring inside the CP. Phys-
ically, the deformation mechanism here is sim-
ilar to earlier GPE models, so that the mismatch
suggests that either some far-field tectonic stress
is needed (9, 10) or the viscosity structure is in-
appropriate or possibly both. Furthermore, these
models predict limited magnitudes of mantle
upwelling flow beneath the region, inconsistent
with the recent volcanic activities within the TZ.
Adopting a spatially variable viscosity struc-

ture, converted from the MT image using Eq. 3
(Fig. 3), greatly improved the prediction of sur-
face topography and lithosphere deformation.
To show the validity of this approach on inferring
viscosity by matching tectonic observables, we
performed a parameter test by systematically
changing the values of C0 and C1, which con-
trol the lithosphere’s average strength and spatial
viscosity variation, respectively. Among the five
models showing different amounts of spatial
viscosity contrast (Fig. 3A and fig. S3), the smallest
amount (10×) of viscosity variation generated
surface predictions similar to those in the 1D
viscosity model (Figs. 2 and 3), with strong lith-
ospheric deformation inside the CP and the TZ.
The deformation localized more toward the
EGB and TZ with increasing viscosity variations.
In addition, a perfect step-profile of intraplate
velocity emerged as the viscosity contrast increases
to 107, similar to the observed lithospheric de-
formation (28). A larger viscosity contrast (109)
produced progressively decreasing surface veloc-
ity from the EGB to the east, which was in-
consistent with observations.
Besides intraplate deformation, the predicted

surface topography also showed clear improve-
ments relative to the 1D viscosity model. The
MT-based viscosity structures predicted large
variations of surface topography on length scales
as small as ~20 km (fig. S3). We further corrected
the flexural effect on these raw topography sig-
nals (26) while considering the spatially varying
lithospheric elastic thickness (29) (fig. S4). In
general, predicted topography smooths with the
degree of viscosity homogeneity (Fig. 3B). A 10-fold
lateral variation in viscosity results in topography
that (blue line in Fig. 3B) largely resembled the
1D viscosity model (pink line in Fig. 3B), but a
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Fig. 1.Geophysical characteristicsof theBasinandRangeandColoradoPlateau. (A) Shaded topography,
surface heat flow interpolated from the global heat flow database (13), crustal thickness estimated by seismic
receiver functions (14), MTstation locations, and late Cenozoic volcanism. (B) Inverted resistivity model from
(25), along the 2D profile shown in (A). The vertical gray bars at the surface represent MT stations.
Note the correlation of faults and weak zones with low resistivity and that of cratonic lithosphere with
high resistivity.
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clear difference was that the former predicted
more uplift (subsidence) in the TZ (CP) because
of a larger contribution from subsurface convec-
tion (Fig. 3C). This topographic difference became
more pronounced with increasing viscosity con-
trast, as shown by the increasing amplitude of
topographic roughness. We suggest that the short-
wavelength topography reflects shear displace-
ment of crustal blocks along the resolved faults,
driven by lithospheric strain variation resulting
from flow at greater depths. This relation can be
seen from the striking correlation of localized
elevation peaks (Fig. 3, B and E) with the strong
crustal blocks right below (Fig. 3, C and F), as
well as the independence of topography on local
lithospheric density structure (fig. S5). The mod-
el that best matched lithosphere deformation
(Fig. 3A, with viscosity variations of 105 to 107)
also well predicted the fine-scale topography, with
remarkable similarity in both wavelength and am-
plitude (Fig. 3B).
Similar tests on the average (or net) litho-

spheric viscosity by varying the parameter C0
demonstrated an almost linear correlation with
the magnitude of intraplate deformation (Fig.
3D) and topography variation (Fig. 3E and fig.
S6) (26), which implied a strong constraint. Col-
lectively, we found that intraplate deformation
and surface topography represented sufficient
and complementary constraints on the average
strength and spatial variation of lithosphere vis-
cosity structure (Fig. 3). The model that best
matched all observations had a spatial viscos-
ity variation between 3 × 1023 Pa·s and 3 ×
1017 Pa·s (Fig. 4A).
Another robust prediction from our models

was a region with vigorous mantle upwelling
at the lower-crust and uppermost mantle depths
beneath the TZ, where the peak ascending ve-
locity exceeded 5 cm/year (Figs. 3 and 4). The
locally reduced viscosity and the large lateral
gradient of buoyancy in this region facilitated
the mantle upwelling responsible for late Cenozoic
volcanism, high surface heat flow (Fig. 1), and
rough TZ topography (Figs. 3 and 4). The ap-
parent eastward encroachment of flow beneath
the western edge of the CP was consistent with
the volcanic history (5) and the proposed de-
stabilization of the plateau’s cratonic root (8).
In our best-fitting model (Fig. 4A), the dramatic

lithospheric viscosity reduction to the west of the
CP led to a sharp change of lithospheric de-
formation rate, where almost nonexistent inter-
nal deformation inside the CP increased rapidly
to ~3 mm/year westward within a short distance
of <100 km, which was close to that observed
(28). Toward the western end of the MT survey
line, the predicted deformation rate dropped
slightly to ~2.5 mm/year. This decrease was likely
related to an apparent lithospheric strengthening
because of the limited resolution of the MT image
toward the edge of the inversion domain. The
overpredicted topography within the western
CP may reflect surface erosion attributable to
the local river system (Fig. 4A). Alternatively,
this may be due to a lithosphere density anomaly
not considered in our simple buoyancy structure

or local inaccuracy of the MT-image in represent-
ing lithosphere viscosity.
We further investigated the physical consist-

ency of the MT-converted viscosity with that
forwardly derived from laboratory-based rheol-
ogies (23). By solving the mantle flow using
the power-law rheology with other factors in
Eq. 1 assumed uniform (26) (fig. S7), we obtained
a viscosity structure that resembled the MT
image at large scales, but the model failed to
predict both fine-scale topography and litho-
sphere deformation (fig. S7). Inclusion of pseudo-
plasticity in the model improved the fit in both
viscosity and lithosphere deformation (Fig. 4B).
However, deformation within the CP was over-
predicted, likely related to the artificial return
flow close to the eastern boundary of the model;
this model also lacked localized crustal weak
zones and, thus, the short-wavelength topography
within the EGB and TZ. These mismatches should
reflect the missing effects of compositional var-
iation and grain size in the viscosity calculation.

The general consistency between the forward
[using rheological laws (Fig. 4B and fig. S7)] and
their inverse [using MT (Fig. 4A)] viscosity cal-
culations showed that the latter properly cap-
tured the effects of strain-rate dependence and
plastic deformation. The fact that the MT-
converted viscosity best matched observations
implied that the MT image also captured the
effects of other viscosity-influencing factors like
composition and grain size, which are difficult
to infer using a forward approach. We suggest
that future research including MT as a quanti-
tative constraint will better unearth the physics
of lithospheric rheology. Consideration of min-
eral physics and geochemical and geological data
in high-fidelity geodynamic models will help to
push this research frontier forward. Application
of the MT-based modeling approach to other
tectonic regions (30) should help to better under-
stand the detailed dynamic evolution of con-
tinents including topography, deformation, and
volcanic history.

SCIENCE sciencemag.org 30 SEPTEMBER 2016 • VOL 353 ISSUE 6307 1517

Fig. 2. Models with a 1D viscosity profile predicting intraplate deformation, surface topography,
and mantle flow. (A and B) Intraplate deformation and surface topography. The black curves in (A)
and (B) represent the observed Basin and Range extension rate and surface topography, respectively.
The green and red colors represent results from a weak and strong lithosphere, respectively. (B) The
corresponding contributions to topography from crustal buoyancy (orange), thermal buoyancy (blue),
and their combined effects (red) are shown. (C) Mantle flow.The background viscosity is for the strong
lithosphere model, but the mantle flow from both the weak (green) and strong (red) lithosphere models
are shown. Gray lines represent the geotherms, and magenta line marks the Moho.
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Fig. 3. Sensitivity of tectonic constraints on theMT-converted lithosphere viscosity. (A andB) Dependence of (A) intraplate deformation rate and (B) surface
topographyon the amount of spatial variation of lithosphere viscosity. (C) The background color shows the viscositywith a 10-fold spatial variation, and the threemantle
flow fields correspond to cases with 10 (blue), 105 (orange), and 109 (green) of viscosity variations, respectively. (D and E) Dependence of tectonic constraints on
the average (or net) viscosity of the lithosphere. (F) Background color represents viscosityof the strongest (C0 =8.0) lithosphere case, and the three flow fields are
from cases with C0 of 8.0 (blue), 2.0 (orange), and 0.5 (green), respectively.The red bars on the surface mark the MTstations.

Fig. 4. Effective viscosity structures derived from the MT image and laboratory-based rheologies. (A) Best-fitting model with an MT-converted viscosity
structure, including six orders of magnitude of viscosity variations. (B) Viscosity structure and model predictions using a power-law rheology (n = 3 in Eq. 1 and
other parameters listed in supplementary materials) and pseudoplasticity (yield stresses of 40,150 MPa for above and below 40 km in depth, respectively). The
general similarity between the two viscosity structures and model predictions confirms the physical validity of the MT-converted viscosity.
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PROTOPLANETARY DISKS

Spiral density waves in a young
protoplanetary disk
Laura M. Pérez,1* John M. Carpenter,2 Sean M. Andrews,3 Luca Ricci,3 Andrea Isella,4

Hendrik Linz,5 Anneila I. Sargent,6 David J. Wilner,3 Thomas Henning,5
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Marco Tazzari,11 Woojin Kwon,13,14 Nuria Calvet,15 Jane S. Greaves,16

Robert J. Harris,17 Lee G. Mundy18

Gravitational forces are expected to excite spiral density waves in protoplanetary disks,
disks of gas and dust orbiting young stars. However, previous observations that showed
spiral structure were not able to probe disk midplanes, where most of the mass is
concentrated and where planet formation takes place. Using the Atacama Large
Millimeter/submillimeter Array, we detected a pair of trailing symmetric spiral arms in the
protoplanetary disk surrounding the young star Elias 2-27. The arms extend to the disk
outer regions and can be traced down to the midplane.These millimeter-wave observations
also reveal an emission gap closer to the star than the spiral arms. We argue that the
observed spirals trace shocks of spiral density waves in the midplane of this young disk.

S
piral density waves are expected to be
excited in the midplane of protoplanetary
disks by the action of gravitational forces,
generated by, for example, planet-disk in-
teractions (1) or gravitational instabilities

(2). These waves give rise to a spiral structure
whose observable characteristics—the number and
location of arms and their amplitudes and pitch
angles—depend on the driving mechanism and
the disk physical properties (1, 3–5). Theoretical
predictions agree that these spiral features can
be very prominent and thus more easily observ-
able than the putative embedded planets or in-
stabilities driving such waves (6, 7). Spiral-like
patterns have been observed in evolved proto-
planetary disks with depleted inner regions, in
optical scattered light (8–13) or gas spectral lines

(14, 15). However, at the wavelength of such ob-
servations the emission is optically thick, and
scattered light only traces the tenuous surface
layers of these disks rather than their midplane
densities. This makes it impossible to disentangle
between minute perturbations near the disk sur-
face and true density enhancements over the
disk column attributable to spiral density waves
(5, 16). To probe the disk density structure, parti-
cularly the disk midplane that contains most of
the mass and where planets form, observations
of optically thin emission are necessary.
We used the Atacama Large Millimeter/

submillimeter Array (ALMA) to observe the proto-
planetary disk around the young star Elias 2-27
at a wavelength of 1.3 mm. Our spatially resolved
image (Fig. 1) shows two symmetric spiral arms

extending from an elliptical emission ring. To
emphasize the spirals and the dark ring of at-
tenuated emission seen at ≈70-astronomical-unit
(AU) radial distance from the star, we applied an
unsharp masking filter (17) to increase substan-
tially the image contrast (Fig. 1B).
The young star Elias 2-27 (18) is a member

of the r-Ophiuchus star-forming complex at a
distance of 139 pc (19) and is classified as a class
II young stellar object from analysis of its spec-
tral energy distribution (SED) (20, 21). Although
the star is only 50 to 60% of the Sun’s mass (M⊙)
(20, 22), it is known to harbor an unusually
massive [0.04 to 0.14 M⊙ (20, 23, 24)] proto-
planetary disk. The star, obscured by 15 magni-
tudes of extinction at optical wavelengths by the
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