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1 Introduction

These notes are adapted from a series of lectures given at the 2018 Topological Matter School
in Donostia-San Sebastian [1]. The main focus is on Berry phases in the band theory of solids,
with a particular emphasis on topological insulators and Wannier functions. We will start by first
reviewing the adiabatic theorem in some generality, showing how parallel transport and holonomy
in parameter space relate to the (non-abelian) Berry phase. Next, we will show how in the particular
case of Bloch Hamiltonians, parallel transport of the crystal momentum can be used to calculate the
electrical polarization of insulators. We will then relate this to localization and Wannier functions.
We will introduce the Wilson loop to encode non-abelian holonomy along non-contractible paths
in the Brillouin zone, and show how symmetries can place constraints on the Wilson loop. Using
these tools, we show how the Wilson loop allows us to distinguish between topologically distinct
sets of Bloch bands. Finally, we will show how topologically nontrivial bands present an obstruction
to forming localized Wannier functions, and how these obstructions manifest in the Wilson loop.
Exercises are referenced throughout the notes, and collected in the penultimate section.

While these notes closely follow the original lectures, we have made some modifications to ac-
commodate this new format. Since the lectures occurred in the middle of the satellite school, they
assumed some knowledge of Bloch Hamiltonians and the tight-binding method presented in prior
talks. We have made some attempt to introduce these concepts here, although a reader who is com-
pletely unfamiliar with these concepts would be advised to read up on them first. A good reference
for this, and for the material covered in these notes, is “Berry Phases in Electronic Structure Theory,"
by D. Vanderbilt [2]. Additionally, these lectures were originally followed by a discussion of how the
theory of band representations, through the recently developed framework of “topological quantum
chemistry," gives a unified understanding of topological crystalline phases from a real-space, Wannier
function-centered point of view. A pedagogical introduction to these ideas can be found in Ref. [3–5],
as well as the original literature [6–9].

2 Parametric Hamiltonians and Parallel Transport

We will start this section by showing that for noninteracting electrons moving in a periodic po-
tential, the set of Bloch Hamiltonians as a function of crystal momentum k forms the kind of para-
metric family of Hamiltonian considered in the quantum adiabatic theorem. Then, we will present
the formalism of adiabatic transport quite generally, where the concepts of parallel transport, Berry
connection and holonomy defined in parameter space will arise. Finally, we will show how these
concepts apply in a particular example: spin-1/2 in a magnetic field.

2.1 Parametrization of Bloch’s Hamiltonian

Recall that for noninteracting electrons in a periodic potential, Bloch’s theorem allows us to label
each eigenstate of the Hamiltonian H by a pair of quantum numbers (n, k), where n is a band-index
and k is the crystal momentum belonging to the first Brillouin zone (BZ). The time-independent
Schrödinger equation thus takes the form

Hψnk(r ) = Enkψnk(r ) . (1)
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Furthermore, every eigenstate ψnk(r ) is a Bloch wave that can be written as

ψnk = eik·r unk(r ) , (2)

where unk(r ) is a function with the same periodicity as the Bravais lattice of the crystal, i.e.
unk(r + R) = unk(r ), with R a vector belonging to the Bravais lattice. By substituting Eq. (2) into
Eq. (1), we can write down the Schrödinger equation for the periodic functions:

H(k)unk(r ) = Enkunk(r ) , (1a)

in general, where we have introduced the operator representation of the Bloch Hamiltonian,

H(k) = e−ik·r Heik·r . (3)

Often it will be convenient to work with the matrix elements of the Bloch Hamiltonian projected
into some fixed basis of tight-binding orbitals. Letting |unk〉 denote the column vector we obtain by
projecting unk(r) into a fixed tight-binding basis, we can write

H(k) |unk〉= Enk |unk〉 , (1b)

in the tight-binding approximation, where H(k) should be understood as a matrix. In these notes,
we will always use the ket notation to denote Bloch functions expanded in the space of tight-binding
basis vectors to avoid confusion. Eqs. (1a),(1b) were derived by noting that states are indexed by
their crystal momentum k and separating the Hamiltonian into blocks of different k. However, we
can equally well consider the Bloch Hamiltonian H(k) as a function of k. The set

{H(k), k ∈ Brillouin zone} (4)

then forms the sort of family of parametric Hamiltonians considered in the quantum adiabatic the-
orem. Although there is no notion of time at this point (which makes the discussion of adiabaticity a
bit premature), we will see in Sec. 3 how adiabatic variation of k is related to response to an electric
field. It will thus be beneficial for us to review some properties of adiabatic transport.

We will take a slightly more geometrical point of view than that given in introductory textbooks.
This will allow us to treat the continuum and tight-binding approaches on equal footing. For more
details about this approach, see Refs. [10,11].

2.2 Adiabatic transport

Let us consider a family of Hamiltonians {H(λ), λ ∈M} with the parameter space M a smooth
manifold. We will take H(λ) to have a discrete spectrum for every λ. Furthermore, let us suppose
we have a collection of N states

R(λ) = { |ψn(λ)〉 , n= 1, ..., N} , (5)

so that

H(λ) |ψn(λ)〉= En(λ) |ψn(λ)〉 , (6)

and that there exists a ∆ > 0 such that for every λ and |ϕ〉 /∈ R(λ) satisfying H(λ) |ϕ〉 = E(λ) |ϕ〉
we have

min
n
|E(λ)− En(λ)| ≥∆ , (7)
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Figure 1: The concept of adiabatic transport is applicable to band structures defined
in the reciprocal space of a periodic system, where the vector k in the Brillouin Zone
plays the role of the set of parameters λ. In this figure, we show an example of
such an application: the blue bands form the family of states R(k) in the image of
the projector P(k), which are separated from states belonging to the rest of bands
(black).

i.e. our family R(λ) is gapped from all other states in the spectrum for all λ ∈M. We can then
define a family of projection operators P(λ) with the following properties:

1. P(λ)2 = P(λ) (idempotence) ,

2. [H, P(λ)] = 0 ,

3. P(λ) |ψn(λ)〉= |ψn(λ)〉 , ∀λ ∈M and |ψn(λ)〉 ∈R(λ) ,

4. rank P(λ) = N .

It can be shown (See Exercise 1) that such an operator P(λ) can be written as

P(λ) =
1

2πi

∮

C(λ)

I
z −H(λ)

dz , (8)

where C(λ) is a contour in the complex plane enclosing all the En(λ) and no other eigenvalues of
H(λ). Note now that since R(λ) span the image Im[P(λ)] of the projector P(λ), we can equivalently
define our set of states by the projector P(λ). What is more, the fact that P(λ) was derived from
a Hamiltonian is not particularly relevant. What is important is that we have a well defined family
of states. The formalism we will introduce below holds equally well for projectors onto families
of quantum states, projectors onto the tangent spaces of manifolds, as well as more general fiber
bundles [12,13]. In particular, for the analysis of band structures in insulators, P(λ) may be chosen
as the projector onto the wave functions of the filled bands at each k point in the Brillouin Zone as
indicated schematically in Fig. 1.
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Figure 2: Time-slicing adopted in the discretization of the path ordered exponential
of Eq. (14), for N = 5. Note that time increases to the left.

In the language of projectors, the well-known adiabatic theorem takes a particularly geometrical
form, first illustrated by Kato [14]: Consider a path λ(t), t ∈ [0,τ] in the parameter space M,
such that τ→∞ (τ∆� 1) for fixed endpoints of the path. Notice that t can be interpreted as a
scalar playing the role of time. Then the quantum adiabatic theorem is the statement that the exact
projector P(t) at time t is approximately equal to our projector P(λ(t)) onto the space spanned by
R[λ(t)]:

P(t) = U(t)P(0)U†(t)≈ P(λ(t)) , (9)

where U(t) is the time-evolution operator corresponding to the Hamiltonian H(λ(t)). Following
Kato, let us introduce an adiabatic evolution operator UA(t), satisfying

P(λ(t)) = UA(t)P(0)U
†
A(t) . (10)

We will see that it is possible to define UA(t) such that it is determined entirely from the geometry
of P(λ). In order to show this, let us differentiate in both sides of Eq. (10) and apply the identity

UAU̇†
A =

d(UAU†
A)

dt − U̇AU†
A. This yields

i Ṗ = i
�

U̇AP(0)U†
A + UAP(0)U̇†

A

�

= i
�

U̇AU†
AUAP(0)U†

A − UAP(0)U†
AU̇AU†

A

�

=
�

iU̇AU†
A, P

�

.
(11)

Due to the idempotence of projector P(λ), it can be shown that P ṖP = 0 (see Exercises 2 and 3).
Using this, we can verify that Eq. (11) is satisfied if we take U̇AU†

A = [Ṗ, P]+ f (H(λ)), for any arbitrary
function f . Choosing f (x) = x results in an equation for the adiabatic evolution operator that
correctly accounts for the dynamical phase that individual states acquire during evolution [11, 15].
For this choice it is possible to derive1 an expression of the difference between UA(t) and U(t):

U†
A(t)U(t)− I=O(1/τ) . (12)

When the time needed to complete the path in parameter space is large (τ →∞), the evolution
governed by U(t) may be substituted by the adiabatic evolution described by UA(t).

Since we are interested primarily in the behavior of the subspace R(λ), we can make the simpler
choice f = 0. This leads to the following differential equation for the adiabatic evolution operator,

U̇A = [Ṗ, P]UA ≡AsUA . (13)

The solution of this equation is a path-ordered exponential:

UA(t) = Pe
∫ t

0 Asd t ′ ≡ lim
∆t→0

eAs(tN )∆t eAs(tN−1)∆t . . . eAs(t0)∆t , (14)

1A rigorous proof lies outside the trajectory of these lectures, but can be found in Ref. [11]
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where tN = t, t j = j∆t and j = 0, ..., N (this notation for the time-slicing is shown in Fig. 2). Note
that since

Asd t = [∂λP, P] · λ̇(t)d t = [∂λP, P] · dλ , (15)

the integral expression for UA(t) is independent of the rate at which t is varied, and only depends
on the particular adiabatic path from the initial point λi = λ(t = 0) to the final point λ f = λ(t) in
parameter space. Thus, UA is a geometric quantity and it is purely determined from the geometry of
the projectors P(λ). Nevertheless, the Hamiltonian must evolve slowly with τ∆� 1, else correction
terms in Eq. (12) will be non-negligible.

This discussion becomes even nicer if we restrict our attention to states |ϕ(λ)〉 ∈ Im[P(λ)].
Consistent with the facts that P(λ) = UAP(0)U†

A and P(λ) |ϕ(λ)〉= |ϕ(λ)〉, we have

|ϕ(λ)〉= UA |ϕ0〉 . (16)

This looks like the time-evolution of states in the Schrödinger picture, with UA playing the role of
time-evolution operator. Differentiating this expression yields:

∂λ |ϕ(λ)〉= ∂λUA |ϕ0〉= [∂λP, P] |ϕ(λ)〉= [∂λP, P]P |ϕ(λ)〉= (∂λP) |ϕ(λ)〉 , (17)

and hence
[∂λ − (∂λP)P] |ϕ(λ)〉= P∂λ |ϕ(λ)〉= 0 . (18)

Eq. (17) is known as the parallel transport equation. It tells us that under adiabatic evolution,
the projection of states into the subspace of interest does not change; thus it is a generalization
of transporting a vector along a curve such that the angle of the vector with a line tangent to the
curve is constant. The quantity (∂λP)P (or equivalently [∂λP, P]P) is known as the adiabatic (Berry)
connection, analogous to the Christoffel Levi-Civita connection in General Relativity. Note also that
the adiabatic connection is precisely As from Eq. (15).

The operator form of the connection is closely related to the more conventional form, which
expresses Eq. (17) in a fixed coordinate system: Let |ψn(λ)〉 be a basis for Im[P(λ)], with n= 1, ..., N ,
so that P(λ) =

∑N
n=1 |ψn(λ)〉〈ψn(λ)|. Then, writing |ϕ(λ)〉=

∑N
n=1 an(λ) |ψn(λ)〉, we have from the

parallel transport equation (17) that

0= ∂λ |ϕ〉 − (∂λP) |ϕ〉

=
N
∑

n=1

�

(∂λan) |ψn〉+ an |∂λψn〉 − an |∂λψn〉 −
N
∑

m=1

|ψm〉 〈∂λψm|ψn〉 an

�

=
N
∑

n=1

�

∂λan +
N
∑

m=1

〈ψn|∂λψm〉 am

�

|ψn〉= 0 ,

(19)

where we have applied the relation 〈∂λψm|ψn〉 = −〈ψm|∂λψn〉 to go from the second line to the
third line, and we have suppressed the explicit dependence on λ of coefficients and states for the
sake of clarity. Since the states {|ψn(λ)〉} form a basis of the subspace Im[P(λ)], they are linearly
independent, such that a linear combination of the |ψn(λ)〉 can be zero only if all the coefficients are
zero. The parallel transport equation then implies

∂λan − i
N
∑

m=1

Anm(λ)am = 0 , (20)
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where Anm(λ) = i 〈ψn|∂λψm〉 is the usual Berry connection. Whether we use As or Anm depends
on whether we view our adiabatic transformation as acting on basis vectors or coordinate functions:
When we use As, we view the adiabatic transformation as a unitary operator on the (basis) states of
our Hilbert space. Contrarily, when we use Anm, we view the adiabatic transformation as a matrix
acting on the coordinate vector for a state in the space

R=
⋃

λ

Im[P(λ)] . (21)

Both approaches contain equivalent information when restricted to the subspaces Im[P(λ)]. How-
ever, note that we must find a differentiable basis for Im[P(λ)] in order to define Anm(λ), while no
such choice is needed to define As(λ).

In terms of coordinates, we can solve Eq. (20) to find:

an(λ) =
h

Pei
∫ λ

0 A(λ′)·dλ′
i

nm
am(0)≡Wnm(λ)am(0) . (22)

Combining with Eq. (17), we have:

〈ψn(λ)|UA|ψm(0)〉=Wnm(λ) . (23)

The matrix W is not invariant under U(N) basis rotations, as we need to choose a basis to define it.
In fact, given a basis transformation U(λ) |ψn(λ)〉= |ψ

′

n(λ)〉, we have:

W
′

nm(λ) = [U†(λ)UAU(0)]nm . (24)

Nevertheless, if we consider a closed path with |ψn(λ)〉= |ψn(0)〉, then we see that the transform-
ation law for the matrix W reduces to a similarity transformation. This implies that for closed paths
the spectrum of W is basis independent. We call the matrix W for a closed path the holonomy of the
adiabatic connection around that path. We will revisit this when we look at polarization in Sec. 3.

For convenience, we define the operator P(λ)UAP(0) ≡ W(λ), which implements the parallel
transport on R. Eq. (23) shows that W(λ) and W (λ) share the same nonzero spectrum in the fixed
basis2 {|ψn(λ)〉}. Furthermore, Wnm can be understood as a matrix element of W in the subspace
R.

To conclude our general discussion, we will define a particularly useful representation of W(λ).
First, note that since P(λ) = UA(λ)P(0)U

†
A(λ), we can write

W(λ) = P(λ)UA(λ)P(0) = UA(λ)P(0)U
†
A(λ)UA(λ)P(0) = UA(λ)P(0) . (25)

By taking a derivative and using Eq. (13) for UA, we deduce that W(λ) satisfies the differential
equation

∂λW(λ) = [∂λP, P]W(λ), with W(0) = P(0) . (26)

Looking at this differential equation and comparing it to ∂λUA(λ) = [∂λP, P]UA(λ), one might think
that W and UA should be the same operator. However, since the initial conditions for W and UA are
different, this is not the case. To find an expression for W , let us first note that the infinite product

V (λ) = lim
∆λ→0

P(λ)P(λ−∆λ)P(λ− 2∆λ) . . . P(∆λ)P(0)≡
λ←0
∏

λ′

P(λ′) (27)

2W is an operator defined in the subspace of interest R. In other words, we can write its matrix elements only for
states |ψn〉 ∈R. At the same time, W is defined in the whole Hilbert space. However, matrix elements 〈ψl(λ)|W |ψs(0)〉,
where |ψl〉 or |ψs〉 do not belong to R, are zero.
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is a solution to the ordinary differential equation (26). Indeed, this infinite product satisfies the same
initial condition as W(λ), i.e. V (0) = P(0). To prove that V (λ) also satisfies Eq. (26), we first take
the derivative of V (λ) to find

∂λV = lim
∆→0

V (λ+∆)− V (λ)
∆

= lim
∆→0

P(λ+∆)− P(λ)
∆

V (λ) = [∂λP(λ)]V (λ) . (28)

Using P(λ)V (λ) = V (λ) along with the result of exercise 2, we find that

∂λV = [∂λP, P]V ,

V (0) = P(0) .
(29)

Since W(λ) and V (λ) satisfy the same ordinary differential equation and initial condition, they are
the same operator. Thus we conclude that

W(λ) =
λ←0
∏

λ′

P(λ′) . (30)

Finally, since the matrix W is given by restricting W to the subspace R of states, we deduce that the
matrix elements of Eq. (30) between states in R give W .

Summing up, in this section we have first derived the parallel transport equation for the adiabatic
evolution of a system through a path in parameter space, and defined the operator form of the Berry
connection As(λ) in this context. We have also derived and alternative expression of the Berry
connection in terms of coefficients of the expansion of a state in R in terms of a fixed basis. Then,
we have defined the operator W (λ), whose spectrum in the subspace R is gauge invariant for closed
paths in parameter space. Lastly, we showed how W(λ) can be written in terms of the projectors
P(λ).

Before moving on, let us examine how the concepts of adiabatic transport apply to a particularly
useful example: a spin-1/2 system under the influence of a magnetic field.

2.2.1 Example: Spin-1/2 in a magnetic field

Let us consider a magnetic field B(t) of constant magnitude |B(t)|= B0, whose direction rotates
adiabatically with time. This means that, if we draw B(t), it traces out a continuous path over the
surface of a sphere of radius B0. We can write:

B(t) = B0B̂(t) , (31)

in terms of a unit vector B̂(t).
Let us write this vector in polar coordinates, which will be useful when specifying paths in the

parameter space of the problem (e.g. as indicated in Fig. 3):

B(t) = B0(sinθ (t) cosϕ(t), sinθ (t) sinϕ(t), cosθ (t)) . (32)

The dynamics of a spin-1/2 particle under the influence of this magnetic field can be described by a
Zeeman-like Hamiltonian

H(t) = µB(t) ·σ , (33)

where only the spin contributes to the energy. Here σ = (σx ,σy ,σz) is the vector of Pauli matrices.
Note that the Hamiltonian of any gapped two-level system can be written in this form, modulo an

8
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Figure 3: a) general description of the magnetic field of constant magnitude involved
in the problem (blue), a general path that the field can follow over the surface of the
sphere (green) and the parametrization of the path in terms of the polar angle θ and
azimutal angle ϕ (red). b) The particular path (θ (t),ϕ(t)) ∈ {(π/2,2πt)|t ∈ [0, 1]}
studied in the text.

overall energy shift. Therefore, the following discussion will be applicable to any two-level system,
regardless of its physical origin.

Looking at the Hamiltonian (33), we see that we can consider the direction B̂(t) of the magnetic
field as the parameter determining a family of parametric Hamiltonians. That is, according to the
notation adopted in this section, we can write λ = B̂. From Eq. (32), we see that our parameter
space has dimension two: we need only specify θ and φ in order to uniquely determine B̂. Thus,
our parameter space is the two-dimensional sphere S2, with coordinates

M= S2 = {(θ ,ϕ) : θ ∈ (0,π),ϕ ∈ (0,2π)} . (34)

We take the subspace of interest at time t to be the low-energy eigenspace of the Hamiltonian
H(t). The projection operator onto this subspace can be written as

P(t) = 1/2(I− B̂(t) ·σ) , (35)

where I is the 2× 2 identity matrix. This can be seen by considering a frame that rotates together
with the field and has the z-axis pointing along B̂(t). In such a frame, the Hamiltonian takes the
simple form H(λ) = −µB0σz . Note that we can equivalently, write the projector in terms of the value
λ reached at time t: P(t) = 1/2(I−λ ·σ).

Now that we have the projector, we want to calculate the adiabatic evolution operator UA(λ) for
a particular path in parameter space. We will do so in two steps. First, we will compute the Berry
connection As. Second, we will solve Eq. (13). Starting with the first step, we apply our definition
of Berry connection to find

9
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A(i)s (λ) = [∂λi
P(λ), P(λ)]

= [−1/2σi , 1/2(I−
∑

j

λ jσ j)]

=
1
4

∑

j

λ j[σi ,σ j]

=
i
2

∑

jk

εi jkλ jσk . (36)

Here, εi jk is the Levi-Civita symbol, and the indices i, j and k in the sums run over the three Cartesian
directions. In the derivation, we have made use of the commutation relation [σi ,σ j] = 2i

∑

k εi jkσk
satisfied by Pauli matrices. Then, by substitution into Eq. (13), we see that the dynamics of the
adiabatic evolution operator is governed by

U̇A(λ) = λ̇ ·As (λ)UA(λ) =
i
2

∑

i jk

εi jkλ̇iλ jσkUA(λ) . (37)

For the sake of clarity, we will write this once explictly in cartesian components:

U̇A(λ) =
i
2
λ̇ · (λ×σ)UA(λ) (38)

=
i
2
[λ̇x(λyσz −λzσy) + λ̇y(λzσx −λxσz) + λ̇z(λxσy −λyσx)]UA(λ) . (39)

At this point, the next step is to integrate this expression to write UA(t) as a path ordered expo-
nential. To go further, we can consider a particular path (θ (t),ϕ(t)) in parameter space. Consider
the following curve:

(θ (t),ϕ(t)) = (π/2,2πt) , t ∈ [0, 1] , (40)

which corresponds to starting with B(0) pointing along the positive x-axis, rotating its tip once
around the equator, and returning to the initial point. We sketch this in Fig. 3b. Writing this path in
terms of the vector λ(t), we have

λ(t) = (cos2πt, sin2πt, 0) . (41)

Taking a time derivative yields

λ̇(t) = 2π(− sin 2πt, cos 2πt, 0) . (42)

Consequently, Eq. (37) becomes

U̇A(λ) = −iπσzUA . (43)

Now, we can solve this equation, obtaining the adiabatic evolution operator:

UA(t) = exp{−iπtσz}= cos (πt)I− i sin (πt)σz . (44)
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Let us show how UA(t) acts on the initial state |ψ(0)〉 = |−〉x belonging to the subspace defined by
the image of the projector P(0),

|ψ(0)〉= |−〉x =
1
p

2

�

1
−1

�

. (45)

Acting with the adiabatic evolution operator, we find that the state at t is

|ψ(t)〉= UA(t) |ψ(0)〉=
1
p

2

�

cos (πt)− i sin (πt)
− cos (πt)− i sin (πt)

�

, (46)

which can be written in the basis of {|+〉x , |−〉x} as

|ψ(t)〉= cos (πt) |−〉x − i sin (πt) |+〉x . (47)

Notice that, although at t = 1 we reach the initial point in parameter space, the state acquires an
adiabatic (Berry) phase |ψ(1)〉= −|ψ(0)〉. In conclusion, when we adiabatically evolve over a closed
loop in parameter space, the final state may not be the same as the initial state.

Eq. (47) can be interpreted in two equivalent ways. First, we may take the perspective where we
view the initial state as

|ψ(0)〉= a+(0) |+〉x + a−(0) |−〉x , (48)

with a+(0) = 0 and a−(0) = 1. Comparing Eq. (47) to Eq. (48), we conclude that UA(t) has evolved
the coefficients of the expansion in this way:

a+(0) = 0→ a+(t) = −i sin (πt) ,

a−(0) = 1→ a−(t) = cos (πt) .
(49)

We will refer to this view of adiabatic evolution as the active convention: the expansion coefficients
of the state evolve, but the basis stays fixed.

To understand the second point of view, let us return to Eq. (47) and attempt to express |ψ(t)〉 in
terms of a basis for states in the image of P(t). Looking carefully at Eq. (47), one might worry that
the evolution is non-adiabatic, since |ψ(t)〉 has a component proportional to |+〉x which is a state
outside the image of the projector of interest. To understand this, recall that P(t) is the projector
onto the state of lower energy of H(t), i.e. onto the state |−〉B̂(t). At the same time, Eq. (47) is
precisely the expression of |−〉B̂(t). Thus,

|ψ(t)〉= |−〉B̂(t) , (50)

and so we see that the state |ψ(t)〉 belongs to the image of P(t). In other words, when an initial state
|ψ(0)〉 is evolved adiabatically, the state |ψ(t)〉 at time t may have a component out of the image of
a projector P(t ′) for other times t ′. This way of understanding the evolution is called the passive
convention. Applying this convention is equivalent to working with a frame that rotates together
with the field, keeping the positive sense of the x-axis pointing towards the direction of B(t).

Let us summarize both conventions explained here and mentioned previously in the text: in the
active convention the coefficients of the expansion of the initial state are time-dependent, while in the
passive convention the basis states taking part in the expansion are time-dependent. It is important
to realize that both points of view are equivalent.
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In this example, we have worked with a two-level system in which the subspace of interest is
spanned by a single state. Nevertheless, the formalism of adiabatic transport is also applicable to
the case in which the dimension of the image of the projectors is larger than one. In that case, there
would be at least one additional eigenstate |ψn(t)〉 of H(t) in the image of P(t). The reason for
including such a state may be, for example, that it shares degeneracy with the lower state |−〉B̂(t)
considered originally, at some point in parameter space. This occurs frequently when the states of
interest are Bloch eigenstates, as we will see below.

With the general theory now established, we will move on to apply the formalism of adiabatic
transport to Bloch electrons. We begin in Sec. 3 with a one-dimensional system.

3 Berry Phase and Polarization

In this section, we will discuss the relation between Berry phases and polarization in 1D. We will
closely follow the approach of Refs. [16,17]. Let us start with the Bloch Hamiltonian Eq. (1a) for a
1D crystal with periodic potential V (r + a) = V (r), where a is the lattice constant:

H(k)unk(r) =
�

1
2m
(p+ k)2 + V (r)

�

unk(r) = Enkunk(r) , (51)

where k denotes the crystal momentum defined modulo 2π/a. We can consider the Brillouin zone
as our parameter space M, which is then isomorphic to the circle S1. We define our projectors by
means of eigenstates |ψnk〉 of the Hamiltonian:

P(k) =
N
∑

n=1

|ψnk〉〈ψnk|=
N
∑

n=1

∫

u∗nk(r)unk(r
′)eik(r ′−r)

�

�r ′
�


r
�

� drdr ′ . (52)

Now, let us assume that P(k) is the projector onto the N “occupied" bands of an insulating crystal, and
that there is a spectral gap of magnitude ∆> 0 separating these bands from others in the spectrum.
Consider the effect of a small uniform electric field,

E = −
∂

∂ t
(−E0 t) = −

∂ A
∂ t

. (53)

The vector potential A appears in the Hamiltonian through the minimal-coupling:

H(k, t) =
1

2m
(p+ k− qA)2 + V (r)≡

1
2m
(p+ k(t))2 + V (r) = H(k(t)) , (54)

where k(t) = k+qE0 t, and q is the charge of the electron (we work in units where c = 1). Thus, the
problem of an electron moving under the influence of a constant electric field maps to a problem of
evolution within a parametric family of Hamiltonians. For instance, |qE0|−1 plays the role of τ from
the previous section; if we take |qE0| << ∆, we can apply the adiabatic theorem. Physically, this
corresponds to the situation where the electric field is too weak to induce transitions to unoccupied
conduction bands, so that the dynamics are restricted to the valence bands.

We find then that for an initial stateψnk(r) = eik·runk(r), the final state under adabatic evolution
is

ψnk(t)(r) = eik·rWmn(t)umk(t)(r) , (55)
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with Wnm(t) = Pei
∫ t

0 Anm(t ′)dt ′ the matrix elements of the operator W , and
Anm = i

∫ a
0 unk(r)∂kumk(r)dr. We see that the Berry phase captures the evolution of the wave func-

tions in the presence of an electric field3. We can go further and relate the phase W (t) to the position
operator. To do so, let us consider our system to have length L, with periodic boundary conditions.
Let us examine the average many-body position

〈P〉= 〈Ψ0|e2πiX̂/L|Ψ0〉 ≡ 〈Ψ0|P|Ψ0〉 , (56)

where |Ψ0〉 is a Slater determinant ground state for an insulator in which each |ψnk〉 is occupied,
and X̂ is the many-particle position operator. In second quantization, we can write |ψnk〉 = c†

nk |0〉,
where

c†
nk =

∫ L

0

drψnk(x)c
†
x ,

{cx , c†
x ′}= δ(x − x ′) ,

〈ψnk|ψmk′〉= δnmδkk′ .

(57)

In this language, the position operator X̂ can be writen as

x̂ =

∫ L

0

dx xc†
x cx . (58)

Taking this expression into account and applying the anticommutation relations in (57), it follows
that (See Exercise 5):

PcxP
−1 = e−2πi x/Lcx , (59)

and hence

PcnkP
−1 =

∫ L

0

ψ∗nk(x)e
−2πi x/Lcx ≡ c̃nk . (60)

Using this and applying the fact that the Slater determinant ground state can be written as
|Ψ0〉=

∏

nk c†
nk |0〉:

〈P〉= 〈0|
∏

nk

cnkP
∏

mk′
c†

mk′ |0〉= 〈0|
∏

nk

cnk

∏

mk′
c̃†

mk′ |0〉= det
�

〈ψnk|ψ̃mk′〉
�

= det

�

∫ L

0

dxψ∗nk(x)ψ̃mk′(x)

�

= det

�

∫ L

0

dx u∗nke−ik·xumk′e
i(k′+2π/L)·x

�

.
(61)

The determinant appears owing to the application of Wick’s theorem. By considering a lattice trans-
lation x → x+R, we see ψ̃mk′ is a Bloch-wave with crystal momentum k′+2π/L. Then, conservation
of crystal momentum tells us these overlaps vanish unless k′ = k− 2π/L, leading to

〈P〉=
∏

k

det

�

∫ L

0

dx u∗nkum(k−2π/L)

�

= det[W (2π/a)] . (62)

3Note that, as we have considered the adiabatic evolution UA derived from Eq. (13), we have neglected the dynamical
phase that can be acquired by the wave functions. See Ref. [11] for more details.
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In the last equality, we have used the fact that det{A}det{B}= det{AB} to exchange the order of the
product and the determinant and taken the limit L→∞. Then Eq. (30) allowed us to identify the
infinite product as W (2π/a). Therefore, we see that the gauge invariant determinant of W along a
closed path in the BZ is related to the mean center of charge in the unit cell. The 2π ambiguity4 in the
phase of det W descends to the polarization per unit length only being meaningful as a fraction of the
electron charge q. This connection between the determinant of W and the position operator suggests
that there may be a deep connection between the geometry of adiabatic evolution and localization
of electrons in solids.

To explore this connection further, let us show that log(〈P〉) is indeed the physical polarization
density Pe of the crystal, defined by Maxwell’s equations to satisfy:

Ṗe = Jbound = q 〈v〉 . (63)

In order to show this, we will act with P on |Ψ0〉:

P |Ψ0〉= eiγ



|Ψ0〉+ i
2π
L

∑

j 6=0

�

�Ψ j

� 


Ψ j

�

�X
�

�Ψ0

�

+ . . .



=

= eiγ



|Ψ0〉+ 2π
∑

j 6=0

�

�Ψ j

�




Ψ j

�

�v
�

�Ψ0

�

E j − E0
+ . . .



 ,

(64)

where we used



Ψ j

�

�v
�

�Ψ0

�

= i/L



Ψ j

�

�[H, X ]
�

�Ψ0

�

= i/L(E j−E0)



Ψ j

�

�X
�

�Ψ0

�

. Here γ= Im log〈Ψ0|P|Ψ0〉
is the adiabatic (Berry) phase. Note that this shows that P |Ψ0〉 is parametrically related (via per-
turbation theory) to the constant electric field state treated before. Let us now assume we have a
time-dependent perturbation that varies adiabatically. We can then look at the change in 〈P〉 to
lowest order in perturbation theory. We have that:

d
dt

Imlog 〈P〉=
dγ
dt
= Im

1
〈Ψ0|P|Ψ0〉

�

〈Ψ̇0|P|Ψ0〉+ 〈Ψ0|P|Ψ̇0〉
�

. (65)

In the adiabatic limit, 〈ψ̇0|ψ0〉= 0 from the parallel transport equation (17), so:

d
dt

Imlog 〈P〉= 2π
∑

j 6=0

1
E j − E0

�

〈Ψ j|v|Ψ0〉 〈Ψ̇0|Ψ j〉+ 〈Ψ j|Ψ̇0〉 〈Ψ0|v|Ψ j〉
�

. (66)

But the right-hand side is precisely 〈v〉 expanded to first order in perturbation theory, multiplied
by 2π. This shows that the Berry phase Im log det W is, up to a multiplicative factor of q/2π, the
physical polarization density. This connection between Berry phase and electronic position can be
made even more precise through the exploration of Wannier functions and hybrid Wannier functions,
as we will now show.

4 Wannier and Hybrid Wannier Functions

While Bloch’s theorem tells us that the eigenstates of periodic Hamiltonians are delocalized, we
know that electronic systems are built out of localized functions coming from atomic orbitals. How do

4Note that it was important that ψn(k+2π/a)(r) =ψnk(r) in order for us to “close the loop" in the product of projectors.
We will revist this shortly.
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we recover these functions? Motivated by this issue, we will introduce Wannier and hybrid Wannier
functions and show how the Berry phase and holonomy are connected to charge localization.

To begin, let us take a projector P where Im(P) is spanned by the Bloch states {ψnk(r )} for all k
in the Brillouin zone, satisfying the boundary conditions

ψn(k+G)(r ) =ψnk(r ) , (67)

for all G in the reciprocal lattice. Furthermore, let us assume there exists some periodic gauge
transformation U(k) ∈ U(N) such that the functions ψ̃nk(r ) = Unmψmk(r ) are analytic in k (and
therefore differentiable in k to any order). Then, we can form Wannier functions via the following
expressions:

WnR(r ) =
1
p

N

∑

k

e−ik·Rψ̃nk(r )≈
V

p
N(2π)3

∫

dk e−ik·Rψ̃nk(r ) , (68a)

ψ̃nk(r ) =
1
p

N

∑

R

WnR(r )e
ik·R , (68b)

where R denotes vectors belonging to the Bravais lattice, N the number of unit cells in the system,
and V is the volume. From Eq. (68b), we see that:

�

�

�∂ n
ki
ψ̃nk(r )

�

�

�=

�

�

�

�

�

1
p

N

∑

R

(iRi)
n WnR(r )e

ik·R

�

�

�

�

�

≤
1
p

N

∑

R

�

�Rn
i WnR(r )

�

� , (69)

which shows that if WnR(r ) decays faster than any power of (r − R), ψ̃nk(r ) will be smooth in k.
Hence, the smoothness of ψ̃nk(r ) in k is a necessary condition for obtaining localized functions upon
taking the Fourier transform. It is possible to show [18, 19] a converse to this as well: as long as
ψ̃nk(r) is an analytic function of k, then the Wannier functions WnR(r ) will decay exponentially as
|r −R| →∞.

Exponentially localized Wannier functions satisfy a variety of nice properties (See Exercise 7),
such as

a) 〈WnR|WmR′〉=
1
N

∑

kk′
eik·Re−ik′·R′

〈ψ̃nk |ψ̃mk′〉=
1
N

∑

k
eik·(R−R′)δnm = δnmδRR′ .

b)
N
∑

n=1

∑

k
|ψ̃nk〉〈ψ̃nk |=

N
∑

n=1

∑

R
|WnR〉〈WnR| .

c) Wn(R+R′)(r ) =WnR(r −R′) .

The first property means that Wannier functions form an orthonormal set; in the second property,
we see that they span the same subspace of the Hilbert space as the band eigenstates from which they
are constructed via (68a); finally, the third point means that the Wannier functions are distributed
periodically through the lattice, so that it is enough to work with the Wannier functions in one unit
cell (with one fixed R). On the whole, localized Wannier functions form a complete basis that can
be used to build a quantitative position space picture of the occupied subset of states in a crystal.
In this spirit, Wannier functions are good candidates to study phenomena that are more intuitively
understood in position space; particularly, charge localization and pumping.
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As an example, let us reinterpret our expression Eq. (62) for 〈P〉 in the 1D case in terms of
Wannier functions. Applying (22), we get:

Im log 〈P〉= Im log(detW ) =

∮

Tr A · dk = i
Nocc
∑

n=1

∫ 2π

0

dk

∫

cel l
u∗nk(r)∂kunk(r)dr , (70)

where Nocc is the number of states in Im[P(k)]. Working in the convention where

ũnk(r) =
p

Ne−ik·r ψ̃nk(r) =
∑

R

eik·(R−r) WnR(r) , (71)

(in this convention the Bloch functions ũnk are normalized to one within a single unit cell) and
integrating over the whole space rather than over the unit cell, Eq. (70) becomes (recall we work in
units where the lattice constant is equal to one):

Im log 〈P〉=
i
N

Nocc
∑

m=1

∫

dr

∫ 2π

0

dk
∑

RR′
e−ik·R W ∗

mR(r) eik·r∂k

�

eik·R′e−ik·rWmR′(r)
�

+ 2πn

=
2π
N

Nocc
∑

m=1

∑

R

∫

dr (r − R)W ∗
mR(r)WmR(r) + 2πn

=
2π
N

Nocc
∑

m=1

∑

R

∫

dx x W ∗
m0(x)Wm0(x) + 2πn= 2π

Nocc
∑

m=1

〈Wm0|r|Wm0〉+ 2πn ,

(72)

thus, we see that q/(2π)Im log 〈P〉 is the polarization density in a precise sense: it gives the displace-
ment of the average charge center from the origin of the unit cell. Here, n is an integer given by
the winding number [13] 2πin=

∮

Tr
�

U†(k)∂kU(k)
�

dk, of the unitary transformation that converts
from the original basis unk to the smooth basis ũnk, and shows that the Berry phase is only defined
mod 2π. Eq. (72) re-expresses the 2π gauge ambiguity of the Berry phase as an ambiguity of the
charge center by an integer number of unit cells.

Using our knowledge of adiabatic transport, we can go further and relate the position operator
to the Berry phase, without the need for the trace over occupied bands. To do so, we first introduce
hybrid Wannier functions:

WnR⊥(r,k‖) =
1

p

N⊥

∑

k⊥

e−ik⊥·R⊥ ψ̃nk(r) , (73)

which are exponentially localized in the direction denoted by ⊥. Now, let us take a state
| f 〉 =

∑

nk fnk |ψnk〉 ∈ Im(P) and look at the projected position operator Px P. Taking matrix ele-
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ments in the basis of Bloch functions, we have

〈ψnk′ |P x i P| f 〉=
Nocc
∑

m=1

∑

k

〈ψnk′ |x i|ψmk〉 fmk =
Nocc
∑

m=1

∑

k

fmk

∫

dx x iψ
∗
nk′(x)ψmk(x)

=
1
N

Nocc
∑

m=1

∑

k

∫

dx fmku∗
nk′(x )umk(x )e

i(k−k′)·x x i

=
1
N

Nocc
∑

m=1

∑

k

∫

dx fmku∗
nk′(x )umk(x )(−i)∂ki

�

ei(k−k′)·x
�

= i∂k′i
fnk′ + i

1
N

Nocc
∑

m=1

∑

k

fmk

∫

dx
�

u∗
nk′(x )∂ki

umk(x )
�

ei(k−k′)·x .

(74)

Unless otherwise noted, we will use the convention that repeated indices are summed over from this
point forward. Finally, we can rewrite the integral over x in the last term as an integral over a single
unit cell, using

∫

dx
�

u∗
nk′(x )∂ki

umk(x )
�

ei(k−k′)·x =
∑

R

∫

cell

dx
�

u∗
nk′(x +R)∂ki

umk(x +R)
�

ei(k−k′)·(x+R)

=
∑

R

ei(k−k′)·R
∫

cell

dx
�

u∗
nk′(x )∂ki

umk(x )
�

ei(k−k′)·x

= −iδkk′Ai
nm(k) ,

(75)

where Ai
nm are the matrix elements of the Berry (adiabatic) connection in the ki direction between

occupied bands n and m. Putting this all together, we find

〈ψnk′ |P x i P| f 〉= i∂k′i
fnk′ + Ai

nm(k
′) fmk′ . (76)

We see that −iPx P = P∂k P is precisely the adiabatic covariant derivative that appears in our parallel
transport equation (20). Furthermore, we can also look for eigenstates of P x⊥P, which corresponds
to looking for states satisfying

P x⊥P |ψ〉= ϕ |ψ〉 . (77)

Let us take a trial solution of the form

|ψ〉= e−ik⊥ϕWmn(k⊥) fn0 |ψmk〉 , (78)

where k⊥ is the component of k along the direction denoted by⊥. The matrix Wnm(k⊥) is the familiar
holonomy matrix, given in terms of Eq. (23), with the path given by a straight line from k0 = 0 to
k⊥/(2π)G⊥, with G⊥ the reciprical lattice vector in the ⊥ direction. From the properties of W we
have the parallel transport equation

�

δ`m∂k⊥ − iA⊥`m(k⊥)
�

Wmn(k⊥) fn0 = 0 . (79)

The substitution of Eq. (78) in P∂k⊥P |ψ〉, together with the parallel transport equation (79), yields
�

δm`∂k⊥ − iA⊥`m(k⊥)
��

e−ik⊥ϕWmn(k⊥) fn0

�

= −iϕe−ik⊥ϕW`n(k⊥) fn0 , (80)
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which matches with Eq. (77). We have shown that any function that can be expanded as (78) is a
good candidate to be an eigenfunction of the projected position operator. However, we must still
ensure that our choice of boundary conditions in Eq. (67) is preserved, i.e. that

e−i2πϕWmn(2π) fn0 = fm0 . (81)

Thus we must choose the vector formed by the coefficients { fn0} to be an eigenvector of W (2π) with
eigenvalue e2πiϕ. In conclusion,

The spectrum of P x i P matches the spectrum of
1

2π
Im log Wmn(k0→ k0 +Gi) .

We can go further and write down the eigenfunctions of P x i P by noting that our choice of k0 = 0
as the intial point for our fn0 was arbitrary. Let us denote Wk0

(2π) the adiabatic evolution from
k = k0 to k = k0 + G⊥. Let Q(k0) denote the matrix containing in each column an eigenvector of
Wk0
(2π), so that W k0

nm(2π)Qmj(k0) = ei2πϕ jQn j(k0). Furthermore, from the definition of W k0
nm, we

deduce that (see Exercise 8)

Qn j(k0 +
k⊥G⊥

2π
) =W k0

nm(
k⊥G⊥

2π
)Qmj(k0) . (82)

This implies that e−ik⊥ϕ jQn j(k⊥) is periodic in k⊥, and so satisfies Eq. (81). As a consequence, the
following function is an eigenfunction of P x⊥P with eigenvalue ϕ j + R⊥:

WjR⊥(r , k‖) =

∫ Nocc
∑

n=1

dk⊥ e−ik⊥(ϕ j+R⊥)Qn j(k)ψnk(r ) . (83)

Notice that the form of this function coincides with the expression of a hybrid Wannier function
introduced in Eq. (73). Furthermore, since an eigenstate of P x⊥P is maximally localized in the x⊥-
direction, and we saw in Eq. (69) that this requires smoothness of derivatives with respect to k⊥, we
conclude that Q(k) is constructed to ensure that derivatives of

∑

n Qn j(k)ψnk(r ) are smooth5 with
respect to k⊥. In conclusion,

Eigenfunctions of P x⊥P are hybrid Wannier functions
localized maximally in the x⊥-direction.

Consider the example of Fig. 4, where we show the holonomy and hybrid Wannier function
centers for two bands in two dimensions. In (a) we show the eigenvalues of the holonomy matrix
W k1,k2=0(G2)–the holonomy along the G2 direction as a function of k1. In (b) we show the loca-
tion in position space of the corresponding centers of hybrid Wannier functions. These functions
are maximally localized in the direction of the primitive lattice vector a2. When k1 = 0, both cen-
ters are located a distance a2/2 from the center of the hexagon, corresponding to the eigenvalues
φ/2π= ±0.5 of the holonomy. As we start increasing k1, the centers move towards the center of the
hexagonal unit cell; at this point, there is a net electrical polarization in the unit cell. Finally, when
k1/2π= 1/2, both charge centers meet at the center of the hexagon.

To conclude, we have now seen how the Berry phase and holonomy encode information about
charge localization via the connection to hybrid Wannier functions. First we have shown that the
determinant of the adiabatic evolution operator gives the average charge center in a unit cell; then,

5The Berry connection cancels any discontinuity arising from degeneracies among states in Im(P).
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we have gone further and we have derived the relation between the spectrum of the holonomy and
the projected position operator; finally, we have concluded that the eigenfunctions of the projected
position operator in a certain direction are hybrid Wannier functions maximally localized in that
direction. We will conclude this section with the study of a particular 1D system, namely, the Rice-
Mele chain.

4.1 The Rice-Mele chain

We consider a 1D inversion symmetric crystal, with lattice vector e = ax̂ . Our basis will be
formed by s and px -like functions localized on each lattice site, as drawn in Fig. 5. While we will
investigate the symmetry properties of W systematically in Sec. 5.1, here we will show that inversion
symmetry has a profound effect on the Berry phase. If UI is a unitary representation of inversion,
then the following properties hold:

A) UI PU−1
I = P,

B) UI P x PU−1
I = −P x P (x is odd under inversion).

Here, B) follows from the fact that the position operator x is odd under inversion. This property
implies that eigenvalues of P x P come in pairs ±aϕ/(2π)+νa (ν ∈ Z appears due to the lattice am-
biguity), where ϕ is an eigenvalue of the holonomy matrix W (2π). Consequently, only eigenvalues
ϕ ∈ {0,π}–which correspond to hybrid Wannier functions at the center and borders of the unit cell
respectively–can be unpaired. In particular, it follows for a single band that:

det W (2π) = ±1⇒ 〈Wn0|x |Wn0〉=

¨

0

a/2
mod a . (84)

In other words, inversion symmetry quantizes the polarization. Let us see this in action in our
inversion symmetric chain. As we mentioned, we take as basis states ϕs(r − R) and ϕp(r − R) (See
Fig. 5), where:

(a) (b)

ϕ

k1

a2 a2 a2

Figure 4: Eigenvalues of the holonomy W k1,k2=0(G2) for a set of 2 bands in a honey-
comb lattice model [20, 21]. (a) Spectrum as a function of k1, where vertical lines
indicate different choices of k1; two eigenvalues correspond to each choice, denoted
by the solid circle and ring. (b) Interpretation of eigenvalues in terms of hybrid
Wannier centers.
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unit cell ts tsp

tp1a
1b

Figure 5: Schematic representation of the Rice-Mele model, where the basis formed
by s (blue spheres) and px -orbitals (black) is shown. The chosen unit cell is indicated
with dashed lines.

ϕs(r − R) = 〈r|sR〉 ,

ϕp(r − R) = 〈r|pR〉 .
(85)

We want to construct a nearest-neighbor model respecting inversion symmetry. Let csR and cpR be
the annihilation operators for states |sR〉 and |pR〉, respectively, in second quantization. We can write
the following inversion invariant terms6:

(a)
∑

R
ε(c†

sRcsR − c†
pRcpR) ,

(b)
∑

R
tsp

�

(c†
sRcpR+1 − c†

sRcpR−1)
�

+ h.c., where tsp = t(1)sp + i t(2)sp ,

(c)
∑

R

∑

σ=s,p
tσ(c

†
σRcσR+1 + h.c.) .

We combine these to form the tight-binding Hamiltonian

H =
∑

R

ε(c†
sRcsR − c†

pRcpR) +
1
2

�

tsp

�

c†
sRcpR+1 − c†

sRcpR−1

�

+ t∗sp(c
†
pR+1csR − c†

pR−1csR)
�

+
∑

σ=s,p

tσ(c
†
σRcσR+1 + c†

σR+1cσR) .
(86)

Moreover, we can take the Fourier transform cσk = N−1/2
∑

R e−ik·RcσR of the annihilation operators,
which allows us to write the Hamiltonian in reciprocal space as

H =
∑

k

�

c†
sk c†

pk

�

H(k)

�

csk
cpk

�

, (87)

with

H(k) = εσz + t(1)sp sin kσy + cos kσz(ts − tp) + cos k(ts + tp)I+ t(2)sp sin kσx . (88)

For simplicity, we will take ts = −tp = t/2 , as this eliminates terms proportional to the identity mat-
rix. From the parity and distribution of orbitals in the lattice, it follows that the matrix representing
inversion can be taken to be UI(k) = σz , yielding

σzH(k)σz = H(−k) . (89)

6This is not the most general inversion symmetric Hamiltonian that can be written with hoppings to nearest-neighbors.
In particular, there is no symmetry forcing a relation between the on-site energies of each orbital. However, this simple
model captures the physics we want to discuss.
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In addition to inversion, we can impose time-reversal symmetry. For spinless systems (or systems in
which spin-orbit coupling can be neglected), time-reversal acts in position space as complex conjug-
ation, i.e. T =K. Then, it has the following effect on annihilation operators of Bloch states:

T cσ,kT = N−1/2
∑

R

eik·RcσR = cσ,−k , (90)

with the corresponding action on creation operators. This means that time-reversal symmetry im-
poses the condition H(k) = H∗(−k) on the Hamiltonian, which requires t(2)sp = 0. At the end of the
day, the spectrum of H(k) with time-reversal and inversion symmetry is given by:

Ek = ±
r

(ε+ t cos k)2 + [t(1)sp ]2 sin2k . (91)

In the simple case that t(1)sp ≡ t, the model has two gapped “flat-band" limits:

1© t = t(1)sp = 0, ε= ε0⇒ Ek = ±|ε0| .

2© ε= 0, t = t(1)sp ⇒ Ek = ±|t| .

In limit 1©, we have the following Hamiltonian, Bloch functions and basis states:

H(k) = |ε|σz ,

ψ±k(r) =
1
p

N

∑

R

eik·Rϕ(s,p)R(r)≡ ϕ(s,p)k(r) ,

u±k(r) =
p

Ne−ik·rϕ(s,p)k(r) .

(92)

After a bit of algebra, it can be shown that the Berry connection As(k) for the state built-up from
s-orbitals is

As(k) = i

∫

cel l
dr u∗+k(r)∂ku+k(r) = N

∫

cel l
dr eik·rϕ∗sk(r)∂k

�

e−ik·rϕsk(r)
�

= i
p

N

∫

cel l

∑

R

dr (−i)(r − R)ϕ∗sk(r)e
ikRϕsR(r)

=

∫

cel l

∑

RR′
dr (r − R)eik(R−R′)ϕ∗sR′(r)ϕsR(r) .

(93)

Then, we can calculate the corresponding Berry phase γs by integrating over the BZ:

γs =

∫ 2π

0

dk As(k)

=

∫ 2π

0

dk

∫

cel l
dr

∑

RR′
(r − R)eik(R−R′)ϕ∗sR′(r)ϕsR(r)

=
∑

R

∫

cel l
dr (r − R)ϕ∗sR(r)ϕsR(r)

=

∫

dr rϕ∗s0(r)ϕs0(r) = 0 .

(94)
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We could have anticipated this result: since ψk = ψσk, Eq. (68a) yields the Wannier function
WσR = ϕσR. At the same time, in 1D Wannier functions coincide with hybrid Wannier functions,
thus Wannier functions are eigenfunctions of the projected position P x P. Note also that we could
simplify our lives by working in the strict tight-binding limit in which orbitals are taken to be Dirac’s
deltas: ϕsR(r)∝ δ(r − R) and ϕpR(r)∝ δ′(r − R), where δ(r) and δ′(r) are even and odd under
inversion, respectively; in that case, we have:

ukσ(r) = e−ikr
∑

R

eikRϕσR(r) =
∑

R

ϕσR(r), independent of k . (95)

This means that in the strict tight-binding limit, we can evaluate the Berry connection using only the
Bloch coefficients of the eigenstates (which in this case are unity). We did not have to be so drastic
as to assume our basis orbitals were delta functions to get this result; more generally, we can define
the tight-binding limit to be the case where 〈ϕσR|r|ϕσR′〉 ∝ δRR′ . In this case, the Berry phase
can be evaluated entirely in terms of the Bloch coefficients. However, when the position operator
has off-diagonal terms in the basis of orbitals, derivatives of Bloch functions constructed from these
orbitals also contribute to the calculation of the Berry connection, so it is not enough to consider
only the coefficients and their derivatives. This result is general, rather than a particular feature of
the Rice-Mele chain.

The more interesting case occurs in the limit 2©, where

H(k) = t
�

cos kσz + sin kσy

�

,

u+k(r) =
p

Ne−ikr eik/2
�

cos k/2 i sin k/2
�

�

ϕsk(r)
ϕpk(r)

�

,

u−k(r) =
p

Ne−ikr eik/2
�

sin k/2 −i cos k/2
�

�

ϕsk(r)
ϕpk(r)

�

.

(96)

Now, we can repeat the calculation of the Berry phase γ+ for the state u+k. We begin by computing
the Berry connection for the column vector |u+k〉 of expansion coefficients of our occupied state in
the tight-binding limit A+(k):

A+(k) = i 〈u+k|∂ku+k〉= i
�

cos k/2 −i sin k/2
�

�

−1/2 sin k/2
i/2 cos k/2

�

− 1/2= −1/2 . (97)

Then, combining this with our expression for the Berry phase γ+, we can show that in the tight-
binding limit (see Exercise 10):

γ+ = i

∫ 2π

0

dk

∫

cel l
dr u∗+k(r)∂ku+k(r) (98)

= −π+ i

∫ 2π

0

dk

∫

cel l
dr e−ikr

�

ϕsk cos
k
2
− iϕpk sin

k
2

��

cos
k
2
∂k(e

ikrϕsk) + i sin
k
2
∂k(e

ikrϕpk)
�

= −π ,

and thus the center of charge for the corresponding Wannier function is γa/(2π) mod a = a/2,
where we have restored a as lattice constant. (Hybrid) Wannier functions can be constructed exactly
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(a) (b)
E

(k
)/
|ε 0

|

E
(k

)/
|t|

- -

+ +

Γ X

- +

+ -

Γ X

Figure 6: Flat bands of the Rice-Mele Hamiltonian in the two limits discussed in the
text, with the inversion eigenvalues at Γ and X labeled .

also in this case (See Exercise 11). Because inversion symmetry quantizes the polarization, we know
that the Wannier centers are pinned at a/2 as long as the gap does not close. The localization length
of the Wannier functions diverges as the gap is reduced.

To get a flavor of the next section, we can tie this result to the symmetry properties of the Bloch
states at high symmetry points Γ = (0) and X = (π) in the Brillouin zone. Let us examine the
symmetries of ψ±k(r) in both limits 1© and 2©. Recall that we took UI(k) = σz . This yields

1© UIψ±Γ (r) = UIϕ(s,p)Γ (r) = ±ψ±Γ (r) ,
UIψ±X (r) = UIϕ(s,p)X (r) = ±ψ±X (r) .

2© UIψ±Γ (r) = UIϕ(s,p)Γ (r) = ±ψ±Γ (r) ,
UIψ±X (r) = UIϕ(p,s)X (r) = ∓ψ±X (r) .

The flat bands obtained in both limits and the inversion eigenvalues of the corresponding eigenstates
at Γ and X are illustrated in Fig. 6.

Consulting the Bilbao Crystallographic Server [22], we find that the inversion eigenvalue distri-
bution in 1© matches what we would expect from orbitals at the 1a Wyckoff position transforming
in the Ag+Au (s+p orbital) representation of inversion. We denote this as the (Ag ↑ G)1a⊕(Au ↑ G)1a
band representation–corresponding to s (Ag) and p (Au) orbitals at the origin of the unit cell (the 1a
position). Similarly, the inversion eigenvalues in 2© match what we would expect for s and p orbit-
als at the 1b Wyckoff position, which we denote as the (Ag ↑ G)1b ⊕ (Au ↑ G)1b band representation
corresponding to s (Ag) and p (Au) orbitals half a lattice constant away from the origin of the unit
cell (the 1b position). In fact, the construction of the Wannier functions in exercise 11 shows that
these states are these band representations.

Note that we have accomplished something interesting in the transition from 1©→ 2©: by closing
and reopening a gap, we have moved the centers of the Wannier functions from the atomic 1a position
to the 1b position, half a unit cell away, generating a dipole moment of ea/2 per unit cell (recall that

23

https://scipost.org
https://scipost.org/SciPostPhysLectNotes.51


SciPost Phys. Lect. Notes 51 (2022)

a is the lattice constant). The quantization of the dipole moment means that we could not have done
this without either closing the gap or breaking inversion symmetry. The phases corresponding to the
two limits are topologically distinct, but since both have exponentially localized Wannier functions,
we refer to 2© as an obstructed atomic limit. We will see in the next section that by breaking
inversion and time-reversal symmetries, this is intimately related to topological insulators and the
quantum Hall effect (QHE).

5 Topological Bands, Wilson Loops and Wannier Functions

In this section, we will define the Wilson loop and show how symmetries may constrain its spec-
trum. Then, we will learn that Wilson loop windings can be interpreted as an obstruction to con-
structing maximally localized Wannier functions and give an alternative interpretation in terms of
the Chern number and gauge discontinuity. We will finish the section by exploring the obstruction
in two models: the Thouless Pump and the Kane-Mele model.

5.1 Wilson Loops and Symmetries

In the previous sections, we have seen how adiabatic transport of Bloch functions reveals in-
teresting information about the localization properties of (hybrid) Wannier states, as well as the
geometry of projectors. Furthermore, we have seen in a particular model (Rice-Mele), how spatial
symmetries like inversion can place constraints on the eigenvalues of W , and hence on the position
of charge centers corresponding to hybrid Wannier functions. We will now explore this relation more
generally.

For the remainder of these notes, we will work with Bloch functions as if they were obtained from
a tight-binding model. In such cases, as we have seen in the Rice-Mele chain, we start by constructing
Bloch waves χk

σ(r ) from a set of orthogonal tight-binding orbitals {ϕσR(r )} centered at rσ +R:

χσk(r ) =
1
p

N

∑

R

eik·(R+rσ)ϕσR(r ) , (99)

where σ denotes a collection of quantum numbers describing degrees of freedom within the unit cell
such as position within the unit cell, orbital type, or spin. We can then expand eigenstates ψnk(r )
of the Hamiltonian as a linear combination of these Bloch waves as

ψnk(r ) =
∑

σ

uσnkχσk(r ) =
1
p

N

∑

σR

uσnk eik·(R+rσ)ϕσR(r ) . (100)

Finally, the periodic part unk(r ) reads:

unk(r ) =
∑

σR

uσnkϕσR(r )e
−ik·(r−R−rσ) . (101)

The periodicity of the eigenstates ψnk(r ) as k → k +G implies that

uσnk+G = e−iG·rσδσσ′u
σ′

nk ≡ [V
−1(G)]σσ′u

σ′

nk . (102)

Recall from Exercise 10 and Sec. 4.1 that Berry connections computed from uσnk and unk(r ) generally
differ outside the tight-binding limit. Nevertheless, both connections obey the same symmetry con-
straints, because both uσnk and unk(r ) transform under (isomorphic) representations of the crystal

24

https://scipost.org
https://scipost.org/SciPostPhysLectNotes.51


SciPost Phys. Lect. Notes 51 (2022)

(a) (b)

g

g′

k0 k0 + g

g′

g

k0 k′
0

k′
0 + g

k0 + g

Figure 7: Paths in the BZ for a Wilson loop. (a) The simplest nontrivial closed path
given in Eq. (108), winding once and parallel to a primitive reciprocal lattice vector
g. (b) A simple nontrivial path k′

0 → k′
0 + g with basepoint k′

0, and an alternative
path with basepoint at k0.

symmetry group. Additionally, the geometry of adiabatic transport of the uσnk is itself interesting,
since they are eigenstates of the parametric family of matrix Hamiltonians

hσσ′(k) =

∫

dd rϕ∗σk(r )H(k)ϕσ′k(r ) , (103)

where we have (re)-introduced ϕσk(r ) =
1p
N

∑

R
ϕσR(r )e−ik·(r−R−rσ). In matrix notation, the

Schrödinger equation for uσnk becomes

h(k)





u1
nk

u2
nk
...



= Enk





u1
nk

u2
nk
...



 . (104)

For the rest of these notes we will focus on the parallel transport of the projectors
[P(k)]σσ′ =

∑N
n=1 uσ∗nkuσ

′

nk . We will denote |unk〉 the column vector of coefficients uσnk , so that

P(k) =
∑N

n=1 |unk〉〈unk |. Let us consider the holonomy matrix W nm
C along a smooth contour C in

the BZ given by

W nm
C =

¬

unk f

�

�

�WC
�

�umk0

�

=
¬

unk f

�

�

�

C
∏

k

P(k)
�

�umk0

�

, (105)

where C starts at k0 and ends at k f . By construction, each projector is invariant under a U(N)-valued
gauge transformations U(k) at each k,

U(k)P(k)U†(k) = P(k) . (106)

As such, by defining |u
′

nk〉 = U†
nm(k) |umk〉, the holonomy matrix WC transforms into W ′

C in the
following way:

W
′

C = U†(k f )WCU(k0) , (107)

thus, like all adiabatic transport, the spectrum of WC is gauge invariant only when C is a closed curve.
The holonomy WC for a closed loop C is referred to as Wilson Loop. For simple (i.e. contractible)
closed curves, this is the end of the story. However, recall that the Brillouin Zone is topologically
a d-dimensional torus. Thus, there are nontrivial cycles Cg which wind from k0 to k0 + g , with g
a reciprocal lattice vector. The simplest such curves are linear and wind only once, with g = G a
primitive reciprocal lattice vector as sketched in Fig. 7a and given analytically by
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Cg = {k0 + g t | t ∈ [0, 1]} . (108)

Recall also from Sec. 4 that eigenvalues of WCg
give the charge centers of hybrid Wannier functions

that are exponentially localized in the direct lattice direction a that is not orthogonal to g . Since
periodicity with respect to translations of the reciprocal lattice requires that |unk+g 〉= V−1(g ) |unk〉,
we must be careful to ensure that WCg

is closed in a way that obeys this boundary condition, implying

W nm
Cg
= 〈unk+g |WCg

|umk〉= 〈unk |V (g )WCg
|umk〉 . (109)

This means that the operator V (g )WCg
describes parallel transport along the closed non-contractible

cycle Cg . We thus have that the Wilson loop can be expressed as

Wg ,k0
= V (g )WCg

= V (g )
k0+g←k0
∏

k

P(k) , (110)

whose nonzero eigenvalues are gauge invariant and correspond, in the tight-binding limit, to the
centers of hybrid Wannier functions localized in the in the r · ĝ direction. But what is the role of
the basepoint k0? Consider the paths k′

0→ k′
0 + g and k0→ k0 + g , shown in Fig. 7b, which have

basepoints that are shifted in the ĝ -direction By making use of the expression for the Wilson loop as
a product of projectors, combined with unitarity, we deduce that7

W mn
g ,k ′0
=W ml

k ′0+g←k0+g
W l p

g ,k0
W pn

k0←k ′0
= [W †

k0←k ′0
]ml W l p

g ,k0
W pn

k0←k ′0
. (111)

This means that Wilson loops Wg starting from basepoints that differ in the ĝ direction are related
by a similarity transformation. Thus although Wilson loop matrices with different basepoints have
different matrix elements, they share the same spectrum; hybrid Wannier centers do not depend on
the choice of the basepoint of the Wilson loop. Based on this observation, we will omit the basepoint
k0 of the loop for brevity.

Additionally, when we face systems defined in 2 or 3 dimensions, the Wilson loop matrix will
depend on the component of k perpendicular to the direction along which the loop runs. If we
decompose k into parallel k‖ and perpendicular k⊥ components, such that k = (k‖, k⊥), then we
can write Wg =Wg (k⊥).

Now, let us focus on the action of space group symmetries. A space group symmetry operation
s = {R|v} acts on the vector of coefficients {uσnk} as

uσnk → Uσσ
′

R uσ
′

n(Rk)e
−i(Rk)·v ≡ Sσσ

′

k uσ
′

n(Rk) . (112)

Let us examine two important cases:

1© Inversion symmetry {I |0}:
According to Eq. (112), under inversion the projector P(k) transforms as

UI P(k)U
†
I = P(−k) . (113)

We want to study the way in which the Wilson loop operatorWg (k⊥) transforms under inversion.
Writing out the product of projectors, we have

UIWg (k⊥)U
†
I = lim

δ→0
UI V (g )P(g , k⊥)P(g −δ, k⊥) . . . P(0)U†

I . (114)

7Remember that W is the matrix of W restricted to the subspace of the image of projectors.
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g′

g
Wg(k

′)

W+
g (−k′)

Figure 8: In black, the graphical discretization of the Wilson loop Wg (k
′) applied in

the derivation of the effect of inversion and time-reversal on it. In blue, the Wilson
loop W†

g (−k′) to which it is related by these symmetries.

Having in mind that UI is unitary, we insert the identity U†
I UI between V (g ) and P(g , k⊥), and

also between every pair of projectors and apply Eq. (113) to find

UIWg (k⊥)U
†
I = lim

δ→0
UI V (g )U

†
I P(−g ,−k⊥)P(−g +δ,−k⊥)P(−g + 2δ,−k⊥) . . . P(0) . (115)

We need to work out the relation between UI and V (g ). On the one hand

P(g , k⊥) = V †(g )P(0, k⊥)V (g ) = V †(g )UI P(0,−k⊥)U
†
I V (g ) , (116)

on the other hand

P(g , k⊥) = UI P(−g ,−k⊥)U
†
I = UI V (g )P(0,−k⊥)V

†(g )U†
I . (117)

To be consistent, we must have

UI V (g ) = V †(g )UI . (118)

Applying this and the fact that V †(g ) = V (−g ) in Eq. (115), we see that

UIWg (k⊥)U
†
I = lim

δ→0
V (−g )P(−g ,−k⊥)P(−g +δ,−k⊥)P(−g + 2δ,−k⊥) . . . P(0)

=W †
g (−k⊥) .

(119)

In conclusion, Wg (k⊥) and W†
g (−k⊥) are isospectral. In particular, for inversion-invariant mo-

menta k⊥ ≡ −k⊥ (where≡ denotes equivalence modulo a reciprocal lattice vector), this implies
that Wg (k⊥) and W†

g (k⊥) are isospectral, so that eigenvalues of Wg (k⊥) are either real, or come
in complex conjugate pairs (See Exercise 9).

2© Time-reversal symmetry T = UTK:

Let us consider the action of time-reversal symmetry on the Wilson loop operator:

T Wg (k⊥)T −1 = T V (g )
g←0
∏

P(k⊥)T −1 = V (−g )
g←0
∏

T P(k⊥)T −1

= V (−g )
−g←0
∏

P(−k⊥) =W†
g (−k⊥) .

(120)
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Figure 9: Example Wilson loop spectra of systems with (a) inversion symmetry (b)
time-reversal symmetry.

It is left as an exercise (Exercise 13) to show that this relation leads to the conclusion that
Wg (k⊥) and Wg (−k⊥) are isospectral. What is more, for spinful electrons (T 2 = −1), the
spectra of the Wilson loop operator Wg (k⊥) has a Kramers degeneracy if −k⊥ ≡ k⊥, so that
each eigenvalues at time-reversal invariant momenta (TRIMs) are doubly degenerate.

A similar analysis can be carried out for any symmetry operation (see, e.g. Ref. [23]), which may
be helpful to investigate the constraints that symmetries place on Wilson loop spectra in more com-
plicated space groups. Nevertheless, we will only make use of time reversal and inversion symmetry
in what follows.

To contextualize these results, let us return to the 1D Rice-Mele chain. According to our analysis,
inversion symmetry forces eigenvalues of Wg to be real or come in complex conjugate pairs. Since
there exists a single occupied band, the nonzero eigenvalue λ of Wg should be real, and so it must be
either 1 or -1; equivalently: (2iπ)−1 logλ = 0, 1/2. Now, we have a wider picture of how inversion
symmetry quantizes hybrid Wannier centers in 1D. In systems defined in more dimensions, we do not
have this quantization for generic k⊥, because k⊥ 6≡ −k⊥ in general. However, we gain something
amazing: the possibility of finding topologically distinct spectra for Wg(k⊥) as a function of k⊥.

5.2 Wilson Loop Winding and Wannier Obstruction

To motivate this discussion, let us recall that in 1D, the notions of Wannier and hybrid Wannier
functions coincide. Thus, in the tight-binding limit in 1D, the Wannier centers coincide with (2πi)−1

times the logarithm of eigenvalues of the Wilson loop Wg (mod a). In higher dimensions, this is
not generically the case even in the tight-binding limit, because projected position operators along
different directions need not commute,

[P x i P, P x j P] 6= 0. (121)

In such cases, it is not possible to simultaneously diagonalize all the projected position operators.
In other words, generally it is not possible to find functions that are simultaneous eigenstates of
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(a) (b)

M1

M2

δM

k0

k0 + δk2

k0 + δk1

k0 + δk1 + δk2

Figure 10: (a) Path considered in the statement of Ambrose-Singer theorem in
Eq. (124). (b) Sphere M =M1 ∪M2 considered as closed manifold for the defini-
tion of the (first) Chern number.

projected positions along multiple directions. To see how this can happen, let us take a trial state
| f 〉=

∑

n,k
fnk |ψnk〉 ∈ Im(P). Using Eq. (76), we have

[P x i P, P x j P] | f 〉=
N
∑

n=1

∑

k,mnl

�

i∂iA
j
nm − i∂ jA

i
nm + Ai

nlA
j
lm − Aj

nlA
i
lm

�

fmk |ψnk〉

= i
N
∑

n=1

∑

k,mn

Ωi j
nm(k) |ψnk〉 fmk ,

(122)

where

Ωi j
nm(k) = ∂iA

j
nm(k)− ∂ jA

i
nm(k)− i[Ai(k), Aj(k)]nm (123)

is the Berry-curvature tensor. We see that, in order for there to exist a basis in which P x i P and P x j P
are simultaneously diagonal, the Berry curvature tensor should vanish for all k. This means, gener-
ically, that hybrid Wannier functions–eigenstates of a single P x i P–will not coincide with maximally
localized Wannier functions–orbitals designed to be as localized as possible in all directions. Thus,
we must take care to distinguish between hybrid Wannier centers and Wannier centers. This is par-
ticularly important because, while unique hybrid Wannier functions exist for any gapped projector
(they are eigenstates of the projected position operator, P x i P), Wannier functions are not unique
and may not even be exponentially localizable (while respecting symmetries).

Eq. (122) and the fact that the Wilson loop is related to the Berry connection suggest that in-
formation about the (tight-binding) Berry curvature is contained in the Wilson loop. In order to get
a deeper insight into this relation, we need to introduce the Ambrose-Singer theorem, which relates
the holonomy of a connection to its curvature. Let us consider a parallelogram in the Brillouin Zone
with sides of infinitesimal length (See Fig. 10a). The Ambrose-Singer theorem gives the leading
order term in the Taylor series of the Wilson loop along the boundary of the parallelogram in terms
of the Berry curvature via

iΩ12
nm(k0)δk1δk2 = log W4W3W2W1 +O

�

δk3
�

. (124)

This means that for infinitesimally small square paths, the leading contribution to the Wilson loop is
given by the Berry curvature. This relation between Wilson loops and Berry curvature may be more
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familiar when we take the trace of both sides. Upon taking the trace of the right hand side, we see
that

tr log W4W3W2W1 = log det
�

W4W3W2W1

	

. (125)

Since the product of a determinant of matrices equals the determinant of their product, taking the
trace removes any concern about noncommutativity of the Wi . We can then use Stokes’s theorem to
go beyond infinitesimal parallelograms, and consider instead paths that enclose finite regions of the
Brillouin zone. To be precise, let us look at the trace of the left hand side of Eq. (124). Terms coming
from the matrix multiplication of Ai(k) and Aj(k) in Eq. (123) do not contribute to the trace due to
the cyclic property, tr([X , Y ]) = tr(X Y )− tr(Y X ) = 0. We can then add up a series of infinitesimal
Wilson loops to create a finite region, as in Fig. 11b. Then, from Stokes’s theorem8, we have that:

1
2π

∫

M
tr
�

Ω12
�

dk1 dk2 =
1

2π

∫

M
(∂1 tr A2 − ∂2 tr A1)dk1 dk2 =

1
2π

∮

∂M
tr A · dl (126)

=
1

2πi

∫

M
dk log detW1W2W3W4 , (127)

where the last equality comes from using the Ambrose-Singer theorem and superscripts denote dir-
ections in reciprocal space. If M is a closed manifold (such as a plane “bounded" by reciprocal lattice
vectors g 1 and g 2 in the 2D Brillouin Zone), this integral vanishes, modulo gauge discontinuities in
tr A. As an example, consider the sphere M of Fig. 10b. We divide the sphere into upper and lower
patches M1 and M2, respectively. At the equator, wave functions defined in top and bottom patches
must be equal up to a gauge transformation

|ψM2
nk 〉= Unm(k) |ψ

M1
mk 〉 , (128)

where U is a unitary matrix. This implies that, at the equator, the Berry connections A1 and A2 in
the two patches are related via

A2 = U†A1U + iU†∇U , (129)

which implies that
tr A2 = tr A1 + i tr

�

U†∇U
�

= tr A1 −∇ϕ , (130)

where we have defined ϕ = Im logdet U as the sum of the phase of the eigenvalues of U . With this
in mind, we find that the integral of the Berry curvature over the sphere is

1
2π

∫

M
tr(Ω)d2k =

1
2π

∫

M1

tr(Ω)d2k+
1

2π

∫

M2

tr(Ω)d2k

=
1

2π

∫

∂M
tr(A1) · dl −

1
2π

∫

∂M
tr(A2) · dl

=
1

2π

∫

∂M
∇ϕ · dl .

(131)

8Note that, when the subspace of interest contains more than one band, Ambrose-Singer theorem may not be equival-
ent to Stokes’s theorem (See Exercise 14).
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By periodicity of the gauge transformation U , this integral must be an integer ν, called first Chern
number

1
2π

∫

M
tr(Ω) · d2k = ν ∈ Z , (132)

which is a topological invariant of states defined on the closed manifold M.
Returning to the Brillouin zone, we have figured out how the Chern number arises in the left-hand

side of the Ambrose-Singer theorem, Eq. (124) by taking a trace and integrating over the whole BZ.
If we also work with the right-hand side of (124), we can relate the Chern number to the spectrum
of the Wilson loop. As an example, let us consider a 2D plane {(k1g 1, k2g 2) | k1, k2 ∈ [0,1]} in the
BZ and let us compare Wg 2

(k1) and Wg 2
(k1 +∆k):

log det
�

Wg 2
(k1 +∆k)W †

g 2
(k1)

�

= logdet
�

. . .
�

= i

∫

M
tr(Ω)d2k+O(∆k2) , (133)

where M is the region between the two loops, and . . . schematically represents dividing
region M into Wilson loops evaluated on plaquettes, as shown in Fig. 11b. Note that we have made
use of the fact that Wg 2

is evaluated on a loop traversing the BZ which, together with the fact that
we are considering the determinant, allows us to neglect the initial and final horizontal segments in
Fig.11b. In the limit ∆k→ 0, we see that tr(Ω) controls the change in log det

�

Wg 2

�

. In particular,

∂k1
log detWg 2

(k1) = i

∫

dk2Ω
12(k) , (134)

and so
1

2πi

∫

dk1 ∂k1
logdet Wg2

(k1) = ν , (135)

which can be obtained by neglecting O(∆k2) terms in the Taylor expansion of the left hand side of
Eq. (133). The last integral in Eq. (134) is the number of times the sum of hybrid Wannier centers
winds across the entire unit cell and ν is the Chern number. For example, in the case of Fig. 11a, we
have 2 centers winding upwards, 1 downwards, so in total ν= 2− 1= 1.

The Chern number defines classes of insulating Hamiltonians which cannot be deformed into
each other without closing a gap, since

a)
∮

trΩ d2k, being an integer, cannot change under small perturbations of the Hamiltonian.

b) Periodicity of both the hybrid Wannier centers and the Brillouin zone implies that eigenvalues
of the Wilson loop cannot smoothly unwind.

This means that projectors with different values of ν are topologically distinct. Even more
radically, if ν 6= 0, it is not possible to construct exponentially localized Wannier functions for the
projectors, as there fails to exist a smooth gauge that allows us to construct Bloch waves ψ̃nk(r )
satisfying Eq. (69). To see this, recall how we originally defined the Chern number for the sphere:
We showed that A1 and A2 (the Berry connections in either patch of the sphere) are related by
a gauge transformation at the intersection of the two patches, and that this gauge transformation
has a nontrivial winding number equal to the Chern number. But a unitary matrix, like the gauge
transformation U(k), cannot wind if it is globally defined (imagine shrinking one of the patches to a
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Figure 11: a) Wilson loop spectrum for a system with Chern number ν = 1. b) In
blue, Wilson loops along g 2 at k1 and k1 + ∆k. Taking the logarithm of the de-
terminant in Eq. (133) allows us to close the path in the border of the BZ and apply
Stokes theorem, to relate the Wilson loop spectrum to the Chern number. Horizontal
segments do not contribute to the integral.

point). Thus, the Chern number can only be nonzero when there fails to exist a global smooth gauge
choice for the wavefunctions. This means that the Bloch vectors uσnk must9 have a phase singularity
somewhere in the BZ. In particular, any globally defined gauge must have a singularity in some point
of the BZ, so following our discussion of Sec. 4, Wannier functions associated to these bands cannot
be exponentially localized. Thus, we have the important result that

The Chern Number is a Wannier Obstruction.

Alternatively, we can interpret the obstruction pictorially from our Wilson loop formulation of the
Chern number, by noting that if an eigenvalue eiθn of the Wilson loop winds ν times, then the hybrid
Wannier functions |WnR2

(k1)〉 and |WnR2
(k1 + g 1)〉 have centers of charge which differ by ν unit

cells. Thus, the hybrid Wannier functions are not periodic in k1 and cannot be Fourier transformed
to get exponentially localized Wannier functions.

By means of this picture of the Chern number as a “pump" of hybrid Wannier function centers, we
can construct an example of a “Chern insulator" based on the Rice-Mele chain, namely the Thouless
Pump.

5.3 The Thouless Pump

In this section, we will present a model for a topological insulator with a non-vanishing Chern
number. Although we will introduce it as an extension of the Rice-Mele model, it can be understood
as a 2D system with broken time-reversal (TR) symmetry.

9unk = Unm(k)umk and U(k) cannot be globally extended to the whole BZ.
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Recall our simplified tight-binding Hamiltonian for the Rice-Mele chain,

h(k1) = (ε+ t cos k1)σz + t sin k1σy , (136)

where we have renamed k → k1. We showed in Sec. 4.1 that when t < ε, the eigenvalue of the
Wilson loop for the valence band is 1, while for t > ε it is −1. Let us imagine that ε and t depend
on a periodic parameter denoted k2, which goes from −π → π and is odd under inversion and
TR symmetry. We can then rewrite the Hamiltonian as h(k1, k2). If we can ensure that inversion
symmetry is preserved and that h(k1, 0) has Wg1

= 1 while h(k1,π) has Wg1
= −1, then we will have

a model which, at a minimum, pumps the (hybrid) Wannier centers from R1 = 0 to R1 = 1 as a
function of k2; such a model would have10 ν = −1. Note that this requires breaking TR symmetry,
since TR symmetry forces the Wilson loop matrices Wg1

(k2) and Wg1
(−k2) to be isospectral11. To

satisfy these requirements, we can take

h(k1, k2) = a
�

(1+ cos k1 + cos k2)σz + sin k1σy + sin k2σx

�

, (137)

which at k2 = 0 and k2 = π becomes

h(k1, 0) = a
�

(2+ cos k1)σz + sin k1σy

�

,

h(k1,π) = a
�

cos k1σz + sin k1σy

�

.
(138)

We see that as a function of k2, the Hamiltonian h(k1, k2) interpolates between a 1D inversion sym-
metric chain (Rice-Mele chain) Hamiltonian with valence band inversion (σz) eigenvalues12 (−−) at
k2 = 0 and one with valence band inversion eigenvalues (−+) at k2 = π. In terms of the eigenvalue
of the Wilson loop for the valence band this implies that

W1(k2 = 0) = +1 ,

W1(k2 = π) = −1 .
(139)

Thus, Im log Wg1
(k2) has the spectrum shown in Fig. 12, which corresponds to the Chern number

ν = −1. According to our discussion, this indicates that there is an obstruction to constructing
exponentially localized Wannier functions, and a topological distinction between projectors.

Note that the σx term in h(k1, k2) plays two important roles. First, it ensures the existence of
a gap for all k1 and k2. Second, as we mentioned, it breaks TR symmetry and allows Wg1

(k2) and
Wg1
(−k2) to have different spectra, thus allowing for the winding in the Wilson loop spectrum.
Two comments about this model are in order:

1. While inversion symmetry simplifies the analysis by pinning W1(0,π) to ±1, it is not necessary
to define the Chern number. The winding of the Wilson loop spectrum–and hence the Chern
number–is robust to inversion symmetry breaking.

2. Recall from Sec. 3 that a small electric field applied in the R2 direction will adiabatically shift
k2. From Fig. 12 , we see that this will adiabatically shift the hybrid Wannier centers in the R1
direction, generating a current. Therefore, ν governs the quantization of the Hall conduct-
ance.

10assuming g1 and g 2 form a right-handed coordinate system
11We can also prove the Bulk Boundary Correspondence: the spectrum of P x P can be deformed to the spectrum of

surface potential θ (x − x0). See, e.g., Refs. [24,25]
12The first sign corresponds to the high-symmetry point Γ , while the second sign to X .
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Figure 12: Wilson loop eigenvalue of the valence band in the model for the Thouless
pump. Notice that, as was explained in detail in Sec. 5.1, inversion symmetry requires
the spectrum to be antisymmetric about k2 = 0.

We have seen that when det(W ) winds, i.e. when ν 6= 0, there is an obstruction to constructing
exponentially localized Wannier functions, and hence also a topological distinction between project-
ors. In the presence of additional symmetries, we can generalize this significantly by looking at the
entire spectrum of the Wilson loop rather than just its determinant. As we saw earlier, symmetries
may protect degeneracies in the Wilson loop spectrum. When this happens, individual Wilson loop
eigenvalues may wind, even if the determinant of the Wilson loop is trivial (ν= 0). Then, adiabatic
deformations that preserve symmetries cannot deform the spectrum of W to a spectrum consistent
with any atomic limit. These topological crystalline phases include concepts such as mirror Chern
insulators (Wilson loop eigenvalue crossings protected by mirror symmetry eigenvalues, as in Exer-
cise 12) and TR-invariant topological insulators (Wilson crossings protected by Kramers theorem, as
in Exercise 13). To conclude, we will examine the simplest example of the latter, by means of the
Kane-Mele model.

5.4 Kane-Mele Model

Let us consider a model that consists of pz orbitals sitting on a honeycomb lattice, whose sym-
metry group is the layer group p6/mmm (isomorphic to space group 191 when we forget about
translations in the z-direction). We choose as a basis for the Bravais lattice the vectors

e1 =
1
2
(
p

3,−1) ,

e2 =
1
2
(
p

3,1) .
(140)

In this basis, the honeycomb lattice sites are given (within the unit cell) by

qA =
1
3

e1 +
1
3

e2 ,

qB =
2
3

e1 +
2
3

e2 .
(141)

A basis for the reciprocal lattice corresponding to the choice Eq. (140) is
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Figure 13: (a) Choice of unit cell for the honeycomb lattice. (b) Reciprocal lattice
and Brillouin Zone corresponding to that choice.

g 1 = 2π(1/
p

3,−1) ,

g 2 = 2π(1/
p

3, 1) .
(142)

The Bravais lattice and reciprocal lattice are shown in Fig. 13. We would like to write a tight-binding
Hamiltonian consistent with the symmetries of p6/mmm. Defining our tight-binding basis orbitals
as

ϕα,R,s(r ) = ϕ(r −R− qα)|s〉 , (143)

where α ∈ {A, B} denotes the type of the site (often called sublattice), and |s〉 denotes the spin state
s =↑,↓ we have the following spin-independent nearest-neighbor hopping:

H = t
∑

R,s

�

c†
BsRcAsR + c†

BsR−e2
cAsR + c†

BsR−e1
cAsR

�

+ h.c. (144)

Fourier transforming the creation and annihilation operators through the relation

cksα =
∑

R

e−ik·(R+qα)cαsR (145)

yields the following matrix expression for the hopping term:

H(k) =

�

0 Q(k)
Q†(k) 0

�

⊗ s0 , (146)

where Q(k) = t
�

e−i(k1+k2)/3 + ei(2k1−k2)/3 + ei(2k2−k1)/3
�

(here, k1 and k2 are components of k along
the directions of g 1 and g 2, correspondingly), and s0 is the 2 × 2 identity matrix in the space
of spins. Let us focus in particular at the high-symmetry points Γ = (0,0), M = 2π(1/2,0) and
K = 2π(2/3,1/3) in the Brillouin zone (given in reduced coordinates). At these points, the Hamilto-
nian reduces to

H(Γ ) = 3tσx ⊗ s0 ,

H(M) = (t/2σx +
p

3/2 tσy)⊗ s0 ,

H(K) = 0 .

(147)
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Figure 14: (a) Bands corresponding to the Hamitonian in Eq. (144), with the char-
acteristic Dirac cone at K. (b) Eigenvalues of Wg 2

(k1), after opening a gap at K with
the term HSO from Eq. (152)

We have introduced the Pauli matrices ~σ which act in the basis of A, B sublattice states. Thus, H(Γ )
and H(M) are gapped, while H(K) (and its time-reversed partner H(K ′)) has a linearly dispersing
fourfold degenerate Dirac point at E = 0. These features can be seen in Fig. 14a.

Inversion symmetry is represented as σx ∝ h(Γ ) at the Γ point. Let us illustrate the derivation
of the matrix for inversion at M = (1/2,0). We denote by |χA(k)〉 , |χB(k)〉 the Fourier-transformed
basis orbital states at A and B lattice sites, respectively. Using the fact that the matrix representation
of inversion in the |χA〉 , |χB〉 space is σx we have for the nonzero matrix elements

IAB(M) = 〈χA(−M)| Î |χB(M)〉= 〈χA(−M)|χA(M)〉

= eig 1·qA 〈χA(M)|χA(M)〉= eig 1·qA ,
(148)

and

IBA(M) = 〈χB(−M)| Î |χA(M)〉= 〈χB(−M)|χB(M)〉

= eig 1·qB 〈χB(M)|χB(M)〉= eig 1·qB .
(149)

Thus, at M the matrix for inversion is:

I(M) =

�

0 ei2π/3

ei4π/3 0

�

⊗ s0 = −(1/2σx +
p

3/2σy)⊗ s0 , (150)

which is proportional to and commutes with H(M). After simultaneously diagonalizing H(M) and
I(M), we conclude that, while the lowest bands at Γ have inversion eigenvalues (−,−), at M they
have inversion eigenvalues (+,+). Based on these inversion eigenvalues and TR symmetry, we can
determine13 the eigenvalues of the Wilson loop matrix Wg 2

(k1) at k1 = 0 and k1 = π:

Wg 2
(0) = −σ0 ,

Wg 2
(π) = σ0 ,

(151)

where the degeneracy is due to T2 = −1 (or in this case, simply spin conservation).

13The proof falls out of the range of these notes, but it can be found in Refs. [21,26]
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If we could gap the Dirac points at K , K ′ while preserving TR symmetry, in such a way that
the lower two bands form an isolated set, the Wilson loop spectrum of this set would be the one
shown in Fig. 14b. If we divide the hybrid Wannier functions in a TR symmetric way, each hybrid
Wannier function center would wind, leading to a Wannier obstruction. However, in this case we
could sacrifice TR symmetry to form non-winding hybrid Wannier functions that do not transform
locally under TR symmetry. Hence this phase is protected by TR symmetry. Also, since crossings in
the spectrum of Wg 2

(k1) are protected only at Γ and M , the Wilson loop can generically either wind
once or not at all, meaning that we can characterize the phases by a Z2 invariant.

We need to show that we can open such a gap at K , K ′, without breaking TR symmetry. As Kane
and Mele showed [27], this requires spin-orbit coupling, which can be included via the following
term:

Hso = −iλ
∑

<<RR′�
sσσ

′

z νRR′
�

c†
ARσcAR′σ′ + c†

BRσcBR′σ′
�

. (152)

Here sz is the z−directed Pauli matrix in the basis of spin states, νRR′ = (d1 × d2)z/|d1 × d2|, where
d1 and d2 are the nearest-neighbor vectors along the bonds that the electron should traverse to go
from the site in R′ to the site in R. In particular, at the K points, we have:

H(K) =

�

sz 0
0 −sz

�

, (153)

thus, the desired gap is opened by adding the spin-orbit term.
Let us conclude with a note about the role of inversion symmetry. Even though inversion sym-

metry allowed us to deduce the Z2 invariant characterizing this phase, it is not necessary for protect-
ing the topology: the Wannier obstruction needs only TR symmetry. Without inversion symmetry,
however, we need to do more work to deduce that the Kane-Mele model is topologicaly nontrivial.

6 Exercises

1. Consider a parametric family of Hamiltonians H(λ) with discrete spectrum. Show that the
projector P(λ) onto the N states with energies {En(λ)|n= 0, 1 . . . , N} can be written as

2πiP(λ) =

∮

C
dz[z −H(λ)]−1 , (154)

where z is a complex variable, and C is a contour enclosing all the En(λ), and no other eigen-
values of H(λ).

2. Given a Hermitian projector P(t) that depends on some parameter t, show that

P ṖP = 0 . (155)

3. Show that the adiabatic evolution operator UA(t) satisfies Kato’s equation

U̇A = [Ṗ, P]UA . (156)

4. Given a basis {|ψm(λ)〉} of Im(P), show that the matrix elements of the adiabatic evolution
operator UA(t) can be written as

〈ψn(λ)|UA(λ(t))|ψm(0)〉=Wnm(λ) , (157)
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where Wnm(λ) is the path-ordered exponential of the Berry connection along the path λ(t).

5. Prove directly that

P(λ)UA[λ(t)]P(0) = lim
δλ→0

P(λ)P(λ−δλ) . . . P(δλ)P(0) . (158)

6. Let
P= e2πix/L . (159)

Show that
PcrP

−1 = e−2πir/Lcr . (160)

7. Prove that
N
∑

n=1

∑

k

|ψnk〉〈ψnk |=
N
∑

n=1

∑

R

|wnR〉〈wnR| , (161)

where |ψnk〉 are the Bloch eigenstates, and |wnR〉 are the corresponding Wannier functions.

8. Let C = {γ(t), t ∈ [0,1)} be a curve in parameter space (such as the Brillouin zone). Prove
that the holonomy WC evaluated along the curve satisfies

W†
C =WC−1 , (162)

where the curve C−1 is defined by the function γ(1−t). Hence prove directly that the holonomy
is a unitary matrix when restricted to Im(P). Hint: Recall that PdPP = 0.

9. Prove that with inversion symmetry, that when k⊥ ≡ −k⊥ that the eigenvalues of Wg (k⊥) are
either real or come in complex conjugate pairs.

10. We denote by “tight-binding limit” the situation in which the position operator is diagonal in
the basis of orbitals:

〈ϕαR|r|ϕβR′〉= (R+ tα)δαβδRR′ , (163)

where ϕαR(r ) and ϕβR′(r ) are orthonormal orbitals centered at positions R+ tα and R′+ tβ ,
respectively. R and R′ denote lattice vectors, while tα and tβ are vectors within the unit cell.

Show that in the tight-binding limit the Berry connection can be calculated from the coefficients
of the expansion of eigenstates of the Hamiltonian in terms of Bloch functions constructed from
the basis orbitals. In particular, show that in the tight-binding limit in one dimension:

log〈P〉= −Tr

�∮

dk〈unk|∂kumk〉
�

. (164)

11. Recall that the Bloch Hamiltonian for the Rice-Mele chain in terms of the σ = s, p basis func-
tions |σR〉 is

h(k) = (ε+ 2t cos k)σz + 2t sin kσy . (165)

Compute the Wannier functions for this model when a) t = 0 and b) ε= 0.

12. Let s = {R|0} be a symmetry such that

Rk⊥ ≡ k⊥ ,

Rg = g .
(166)

Show that in this case the eigenstates of the Wilson loop Wg (k⊥) can be labelled by their
eigenvalues under the operator UR.
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13. Show that for a time-reversal symmetric system that:

(a) Wg (k⊥) and Wg (−k⊥) are isospectral.

(b) If T 2 = −1 then eigenstates of Wg (k
∗) at TRIMs k∗ are doubly degenerate.

14. Prove the Ambrose-Singer theorem in the case of a single band (i.e. rank P = 1)

15. Prove for a 1D system that det Wg = ±1 is determined by the parity of the occupied states at Γ
and X . Hint: Use the fact that IW0←−π I−1 =W0←π

7 Conclusion

After making it this far, we hope the reader has come away with a renewed appreciation for the
role of geometric transport in condensed matter physics. With our unorthodox organization of the
material, we sought to highlight some oft-overlooked connections between geometry and topology.
As mentioned above, a more comprehensive treatment of these topics can be found in Refs. [2,10].
Furthermore, for those interested in exploring more applications of these methods to topological
insulators, we recommend Refs. [4–6,8,28,29] as a starting point.
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