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Abstract

As a real-space technique, atomic-resolution STEM imaging contains both amplitude and geometric phase information about structural
order in materials, with the latter encoding important information about local variations and heterogeneities present in crystalline lattices.
Such phase information can be extracted using geometric phase analysis (GPA), a method which has generally focused on spatially mapping
elastic strain. Here we demonstrate an alternative phase demodulation technique and its application to reveal complex structural phenomena
in correlated quantum materials. As with other methods of image phase analysis, the phase lock-in approach can be implemented to extract
detailed information about structural order and disorder, including dislocations and compound defects in crystals. Extending the applica-
tion of this phase analysis to Fourier components that encode periodic modulations of the crystalline lattice, such as superlattice or second-
ary frequency peaks, we extract the behavior of multiple distinct order parameters within the same image, yielding insights into not only the
crystalline heterogeneity but also subtle emergent order parameters such as antipolar displacements. When applied to atomic-resolution
images spanning large (∼0.5 × 0.5 μm2) fields of view, this approach enables vivid visualizations of the spatial interplay between various
structural orders in novel materials.
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Introduction

Structurally and electronically complex materials may contain
multiple coexisting lattice distortions which govern functional
properties ranging from ferromagnetism and ferroelectricity to
superconductivity (Ramesh & Spaldin, 2007). In complex oxides,
for instance, the perovskite lattice may undergo distortions that
underlie the diversity of electronic properties, including oxygen
octahedral rotations (Catalano et al., 2018), cation antipolar dis-
tortions, and ferroelectric displacements (Ahn et al., 2004;
Spaldin & Fiebig, 2005). Elastic strain variations and localized
defects further enrich, or complicate, the structural landscape by
modulating or disturbing the local structural ordering (Tokura
& Hwang, 2008). This is particularly evident in modern material
platforms, such as epitaxial thin films and multilayers or two-
dimensional (2D) membranes, where defects, strain, and

structural responses conspire to create multiscale behavior and
exotic electronic properties (Hong et al., 2020; Xu et al., 2020b).
The complexity of oxides thus requires extracting quantitative
structural information across length scales ranging from atomic
to hundreds of nanometers.

Scanning transmission electron microscopy (STEM) that
allows for direct imaging of atomic columns in materials has
been widely adopted for detailed structural analysis. In particular,
the imaging contrast of high-angle annular dark-field
(HAADF)-STEM depends strongly on the atomic number and
is suitable for robust structural quantification. When coupled
with optimized data acquisition and analysis, HAADF-STEM
also enables atomic position tracking with picometer precision
(Yankovich et al., 2014; Nord et al., 2017) and compositional
mapping with sub-Å resolution (LeBeau et al., 2008; Hwang
et al., 2013; Kim et al., 2016). Such quantification provides a direct
experimental measurement of exotic or functional material prop-
erties: for example, local polarization structures or elastic strain
can be mapped in real space by determining the position of
each atomic column in a material (Jia et al., 2007; Catalan
et al., 2011; Nelson et al., 2011). Other imaging methods provide
additional types of information at similar length scales: with
annular bright-field (ABF)-STEM imaging or integrated differen-
tial phase contrast (iDPC) (Lazić et al., 2016), the role of bond
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angles and octahedral rotations in complex oxides can be quanti-
fied as well (Findlay et al., 2009; Gao et al., 2016; Wang et al.,
2016; Guo et al., 2017; Gao et al., 2018). Still, all of these tech-
niques rely on the identification and fitting of all relevant atomic
columns in data sets with high signal-to-noise ratios (SNR). Even
with the highest-quality data, such analysis can be computation-
ally tedious and intractable over very large fields of view.
Moreover, multi-functional materials may contain multiple coex-
isting structural order parameters contributing to lattice distor-
tions, making it difficult to disentangle or pinpoint the
interplay between order parameters via direct real-space displace-
ment mapping techniques (Savitzky et al., 2017).

Fourier-based methods are an attractive alternative to analyze
structural information without the need for isolating individual
atomic columns and obtaining over-sampled, high SNR data.
They also naturally disentangle structural orders with different peri-
odicities. Geometric phase analysis (GPA) (Hÿtch et al., 2003;
Rouviere & Sarigiannidou, 2005) is a leading method for analyzing
elastic strain in materials by extracting deformations of a crystalline
lattice relative to a chosen reference. This is especially useful for
mapping the strain fields around defects (e.g., dislocations) or relax-
ation of epitaxial strain in thin films (Hÿtch et al., 2003; Chu et al.,
2004; Catalan et al., 2011; Zhu et al., 2013; Han et al., 2018).

There have been, however, notable limitations to conventional
applications of geometric phase analysis techniques to STEM and
high-resolution TEM images. Many complex materials of funda-
mental and technological interest, such as charge-ordered systems
and (anti)ferroelectrics, exhibit additional structural modulations
that lower the symmetry of the underlying crystalline lattice to
form superlattices. Even in materials with superlattice order,
most studies have generally focused on extracting strain in the pri-
mary crystalline lattice (Loudon et al., 2007; Zheng et al., 2018;
Liao et al., 2019; Fan et al., 2020), without directly addressing
the microscopic behavior of the superlattice. Given the demon-
strated value and versatility of such image phase analysis tech-
niques, it follows that their extension to additional signals and
corresponding order parameters promises to unlock rich informa-
tion about modulations in correlated materials.

Here, we present an alternative implementation of phase anal-
ysis based on principles of lock-in processing (Lawler et al., 2010;
Mesaros et al., 2011). This phase lock-in method is mathemati-
cally related to GPA (Hÿtch & Gandais, 1995) except that it per-
forms the phase demodulation in real space rather than reciprocal
space, yielding qualitatively and conceptually identical results.
With this approach, we show how harnessing different periodici-
ties of atomic-resolution STEM images can be used to disentangle
defects and spatial modulations in not just crystalline but also
superlattice order. Applying this technique to atomic-resolution
STEM data, we demonstrate the ability to map coexisting struc-
tural order parameters over large fields of view. By extracting
phase information beyond conventional strain, novel insights
into complex structural order and disorder are revealed, including
the observation of distinct variations in the atomic lattice versus
emergent structural order parameters. The approach presented
here can be similarly implemented within existing and widely
accessible GPA frameworks for broad applications throughout
materials science.

Methods

The SrTiO3 shown in Figure 2 was grown using molecular beam
epitaxy as a thin film on crystalline Si, as described in Wang et al.

(2019). A plan-view sample was prepared by back-polishing using
the tripod technique (Voyles et al., 2003) followed by 10° and 8°
ion milling at 3 kV and 1 kV, respectively, with a Fischione 1010
Ion Mill to reduce the effects of surface damage. The (La,Ca)MnO3

film shown in Figures 1, 3, and 4 was grown by pulsed laser depo-
sition on a water-soluble buffer layer and delaminated to produce
a free-standing oxide membrane using the method described in
Lu et al. (2016) and Hong et al. (2020). We note that the sample
imaged and shown in this work was prepared prior to the
completion of growth optimization and should therefore not be
considered structurally representative of the samples discussed in
those published reports. Once released from the growth substrate,
the 20 nm thick oxide membrane was transferred to a TEM grid
with holes (Quantifoil) for large-area plan-view imaging.

STEM imaging was performed on an aberration-corrected FEI
Titan Themis microscope operating at 300 kV with 50 pA probe
current and a convergence angle of 21 or 30 mrad. HAADF-
STEM images shown in Figures 1–3 used inner and outer col-
lection angles of 68 and 200 mrad, respectively. The annular
dark-field (ADF) image shown in Figure 4 includes more diffrac-
tion contrast due to the inclusion of lower scattering angles down
to 40 mrad. This collection geometry is a consequence of the
instrumental set-up and should have little effect on the resulting
analysis.

As with all real-space analyses of scanned images, care must be
taken to limit the introduction of artifacts through image distor-
tions from mechanical or other instabilities such as sample drift.
The images shown in Figures 1 and 3 are obtained by aligning and
averaging rapidly acquired image frames using rigid registration
(Savitzky et al., 2018) to increase the image SNR and mitigate
effects from instabilities. The images shown in Figures 2 and 4
are acquired as single image scans without any external or addi-
tional drift correction, though great care was taken in both the
instrument environment and during the experiment to reduce
the presence and impact of mechanical noise. Additional strate-
gies to mitigate the possibility of artifacts were employed, includ-
ing relatively fast scan speeds (∼1 μs per pixel dwell time) and
scan rotations chosen to minimize the effect of scan distortions
along the direction of the periodicity of interest.

Theory

The intensity of an atomic-resolution image, I(r), can be
described by its Fourier decomposition

I(r) =
∑

k

Ik(r) exp [i(k · r+ fk(r))], (1)

where r is the position vector, Ik is the Fourier amplitude, k is the
reciprocal lattice vector, and ϕk(r) is the geometric phase encoding
the deviations (such as strain) from the set of atomic lattice
fringes associated with a particular k-vector, Q.

In the GPAmethod, extracting ϕk(r) associated with a Bragg vector
Q is performed by first applying a mask, such as a two-dimensional
Gaussian, around Q in the fast Fourier transform (FFT).
Performing an inverse Fourier transform and taking the argument
of the complex-valued result yields the raw phase (Hÿtch et al., 2003)

cQ(r) = Q · r+ fQ(r). (2)

The geometric phase image is thus obtained by subtracting a
reference Q · r, i.e., ϕQ(r) = ψQ(r)−Q · r.
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In the phase lock-in method for an arbitrary wavevector k, we
mask the contributions of the k-point and its symmetric reflec-
tion, −k, which yields the local periodic amplitude

Ak(r) = 2|Ik(r)| cos (k · r+ fk) (3)

Note that this amplitude will be identical for the treatment of both
+k and −k (Hÿtch et al., 1998). To extract the phase for a specific
wavevector +k, we apply the lock-in approach (Lawler et al., 2010;
Mesaros et al., 2011) by multiplying the amplitude signal by two
reference signals cos(k · r) and sin(k · r) to get components X(r)
and Y(r) where

X(r) = 2|Ik(r)| cos (k · r+ fk) cos (k · r)
Y(r) = 2|Ik(r)| cos (k · r+ fk) sin (k · r) . (4)

Using trigonometric relations, we obtain

X(r) = |Ik(r)|(+ cosfk(r)+ cos (2k · r+ fk(r)))
Y(r) = |Ik(r)|(− sinfk(r)+ sin (2k · r+ fk(r)))

. (5)

Applying a low pass filter removes the high frequency contri-
butions cos(2k · r + ϕk) and sin(2k · r + ϕk), leaving

X̃(r) = +|Ik(r)| cosfk(r)
Ỹ(r) = −|Ik(r)| sinfk(r)

. (6)

Modulations at frequencies significantly higher than the charac-
teristic (super)lattice periodicity are not expected to have

significant physical meaning and can therefore be removed with-
out affecting interpretability of the data.

The phase is thus given by

fk(r) = arctan [− Ỹ(r)/X̃(r)]. (7)
It is important to note the real-space coarsening inherent to this
approach due to the low-pass filtering step applied between equa-
tions (5) and (6). The size of the Gaussian mask around the ±k
points will dictate the real-space coarsening length and must be
chosen judiciously to optimize both the spatial resolution as
well as the SNR of the resulting coarse-grained phase field (see
Supplementary Fig. S1; Hÿtch, 1997).

The resulting 2D phase map of wavevector k can further pro-
vide the “strain” (Hÿtch et al., 2003), εks, along a particular direc-
tion s, with

1ks = ∇fk ·
s
|s| . (8)

For crystallographic analysis, the most common choices of s will
be perpendicular (shear or transverse strain) or parallel (compres-
sive/tensile or longitudinal strain) to k (note that strains are cal-
culated relative to each ki independently of its relative
orientation to any other kj). Respective to these cases, here we
denote all strain maps as either ε⊥ or 1‖ for the sake of clarity.
The corresponding k for each strain map should be clear from
its placement in the figure. In certain systems, the “strain” calcu-
lated in this way can provide a direct measurement of crystalline
displacements or stress response, as described in Hÿtch et al.

Fig. 1. A simple edge dislocation in a (La,Ca)MnO3 membrane shows a perfect 2π phase winding when k is along the direction of the Burgers vector. (a)
HAADF-STEM lattice image and (b) FFT with the pseudocubic (reciprocal) lattice vectors labeled according to the convention used here. The size of the
Gaussian mask used for phase lock-in analysis (dotted circles) is chosen for a corresponding real-space resolution of 1.5 nm. (c,d) Phase maps generated by
the lock-in analysis of the [100] and [010] Bragg peaks, respectively. The phase of the [100] lattice fringes winds by 2π around the dislocation. (e–h)
Transverse (ε⊥) and longitudinal (1‖) strain maps generated from the gradients of the corresponding phase maps. “Dumbbell”-shaped singularities in the lattice
strain are visible for the [100] fringes, while the orthogonal [010] fringes show very little strain effects. The circle in (c) shows the real-space coarsening length of the
lock-in analysis in all maps. Phase and strain maps in (c–h) are overlaid on the original HAADF-STEM image in (a) for clarity of comparison; raw phase and strain
maps are provided in Supplementary Figure S2.
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(2003). In more complex or compound systems, however, it is
important to make the distinction between modulations in the
atomic structure and modulations to a particular set of fringes
described by a particular wavevector k (Peters et al., 2015). For
simplicity, we retain the nomenclature of “strain maps” through-
out this work, though we note the importance of this distinction
for meaningful physical interpretation based upon this or any
other Fourier-based technique.

Results and Discussion

Dislocation

A basic demonstration of the phase lock-in analysis technique is
presented in Figure 1. A single edge dislocation in Figure 1a
with Burgers vector b = [100] (using the pseudocubic lattice vec-
tors shown) is identified by eye in an otherwise crystallographi-
cally clean region of a (La,Ca)MnO3 membrane. Depending on
the set of Bragg peaks used for phase lock-in analysis, the local
phase varies as expected across the field of view. When a k-vector
along the same direction of the Burgers vector is used (in this case
the [100] peak shown in Figure 1b), a near-perfect 2π phase wind-
ing around the edge dislocation clearly emerges, as shown in
Figure 1c. The white arrow denotes the direction of the phase
winding; an equivalent analysis of the [�100] peak would produce
an identical but opposite phase map, with the direction of wind-
ing reversed (see Supplementary Fig. S3). This reversal is expected
when choosing the −k peak for lock-in analysis, as it will impact
the result only through the inverted reference signal sin(− k · r) =
−sin(k · r) (the cosine signal is even and therefore unchanged).
The filtered image amplitude given by equation (3) is already gen-
erated from masking both ±k peaks, so the cos(k · r + ϕk) terms
are also unchanged for the consideration of −k.

The corresponding strain maps in Figures 1e and 1g are consis-
tent with the elastic profiles of a crystalline edge dislocation. Figures
1e and 1g show the transverse strain, ε⊥, and longitudinal strain, 1‖,
associated with the dislocation, respectively. The dipole-shaped
strain profiles are consistent with those predicted from elastic theory
(Hÿtch et al., 2003) and are independent of the sign of the peak (i.e.,
strain profiles for [100] and [�100] peaks are equivalent). When k is
orthogonal to b (in this case the [010] peak), there is very little
variation in the phase (Fig. 1d), and the corresponding strain
maps remain mostly flat (Figs. 1f and 1h, Supplementary Fig. S2).
Both of these results are consistent with expectation: the edge dislo-
cation affects lattice fringes only along the direction of the corre-
sponding Burgers vector b. Phase mapping of an arbitrary k will
therefore map the effects of the dislocation as a projection of b
onto k. Given the pseudocubic structure of this (La,Ca)MnO3 crys-
tal, the [010] peak is orthogonal to the [100] Burgers vector direc-
tion, so the projection of b onto k = [010] is zero and the resulting
maps are essentially featureless. If an intermediate k is chosen, such
as the [110] peak, the 2π phase winding and gradient singularities
will again emerge with directional skews (see Supplementary
Fig. S4) resulting from the projection of fringes along the [100]
direction onto the [110] direction. In this image, identifying the
edge dislocation position and direction is trivial even without this
or similar phase analysis techniques (Hÿtch et al., 2003).

Compound Defect

The same analysis can also be extended to more complicated
structures such as the branching defect shown in Figure 2 of a

Fig. 2. A complicated, extended crystalline defect in a plan-view SrTiO3 thin film.
Ruddlesden-Popper-type antiphase faults highlighted by red (yellow) arrows in (a) the
HAADF-STEM image appear as + π (− π) boundaries in the (c) [100] ((e) [010]) phase
and (d,f) corresponding transverse strain ε⊥ maps. (g–j) The [110] and [�110] maps
are largely insensitive to the diagonal antiphase faults, instead highlighting compound
edge dislocations which can be identified by phase winding and strain singularities even
where the structure can not be easily discerned in the HAADF-STEM image. The circle in
(c) shows the real-space coarsening length of the lock-in analysis in all maps.
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SrTiO3 thin film imaged in plan view. In the top left and bottom
branches of the defect, close visual inspection of the HAADF-
STEM image reveals Ruddlesden-Popper-type out-of-phase
boundaries where the fringes of Sr (and Ti) sites shift by approx-
imately half a unit cell on either side of the fault, as highlighted by
the red and yellow arrows in Figure 2a. These a

2 [110] faults are
revealed as ±π phase slips in the lock-in maps of the [100] and
[010] k-vectors, respectively, and ribbons of very high transverse
(shear) strains ε⊥. The faults appear with essentially equal
strength in both sets of maps because the a

2 [110] lattice shift
has equivalent projections onto the [100] and [010] directions,
in contrast to the case of the edge dislocation discussed above.

The right branch of the defect is visibly quite obvious in the
HAADF-STEM image, but appears with much weaker contrast
in the [010] and especially the [100] phase and strain maps.
Close inspection of the HAADF-STEM image reveals why: the
Sr (and Ti) atomic fringes remain aligned on either side of the
defect, as highlighted by the blue arrows in Figure 2a. The defect
thus results in no interruption to crystalline periodicity in the
[100] direction, reflected by the flat [100] phase and strain
maps. In the [010] direction, a ∼3π/4 phase slip and small trans-
verse strain ε⊥ can be observed, suggesting that the total separa-
tion between terminal horizontal atomic rows on either side of
the defect is a non-integer value of the lattice constant a.

Compared to the [100] and [010] Bragg peak maps, the phase
lock-in analysis of the [110] and [�110] peaks are insensitive to
the Ruddlesden-Popper-type a

2 [110] faults because they preserve
the periodicity of the lattice along those diagonal directions. They
do, however, clearly highlight the 3a

4 [010] lattice slip in the right
branch of the defect due to its non-zero projection. In other
regions, the resulting structure is more complicated and there is
insufficient atomic contrast within the defect to clearly make out
the precise structure by eye. Phase lock-in analysis on the [110]
and [�110] peaks, however, reveals several distinct edge-type disloca-
tions, each identified by a 2π phase winding and corresponding
strain dumbbell singularity. This illustration demonstrates the abil-
ity of the phase lock-in analysis to disentangle individual crystalline
defect components from more complicated compound structures.

Antipolar Lattice Displacements

While structural defects such as edge dislocations are easily seen
in the data, many of the novel or exotic behaviors in complex
materials are tied to more subtle lattice effects that may not be
immediately apparent even in very high-resolution images.
Instead, these phenomena may be revealed only through precise
quantification of atomic positions or, in the case of periodic
order, through extra superlattice peaks in reciprocal space. For
example, alternating transverse antipolar displacements of both
the A and B sites in (La,Ca)MnO3, as shown schematically in
Figure 3a, give rise to a strong [1 1

2 0] superlattice peak in recip-
rocal space, seen clearly in Figure 3b. Despite its clarity in
Fourier space, the periodic structural modulation responsible for
this peak is not readily visible in the HAADF-STEM image
(Fig. 3c) due to the small displacement magnitudes. With
pm-precise atom tracking methods (Savitzky et al., 2017; El
Baggari et al., 2018, 2021; Xu et al., 2020a) of the [1 1

2 0] peak,
however, the expected antipolar displacements can be directly
measured. Real-space mapping of this ordering reveals a slip in
the antipolar superlattice (highlighted in the inset of Fig. 3d),
where a single atomic stripe of the distortion is damped to zero
and the modulations are out-of-phase on either side.

The local phase slip in the antipolar displacements can be
mapped via phase lock-in analysis, avoiding complications of
atom-tracking. Here, instead of targeting crystalline peaks as in
traditional applications of strain analysis, we extract the variations
associated with the superlattice. The phase lock-in map of the
[1 1

2 0] superlattice peak shown in Figure 3h immediately high-
lights a π phase slip in the antipolar displacements, in agreement
with the direct atom tracking. At the same time, conventional
strain analysis of three primary Bragg peaks shows no lattice
defects or significant strain. This approach therefore reveals
defects and modulations in superlattice order even as the atomic
lattice exhibits no crystallographic defects. A corollary to this
statement demonstrates the advantage of the phase lock-in tech-
nique when probing these more exotic forms of order: analyzing
only crystalline strain will miss independent modulations in the
superlattice order. In many cases, such superlattice disorder is
entangled with exotic phenomena (Wei et al., 2014); for instance,
in the location of phase slips in charge order displacements, com-
peting properties such as ferromagnetism or localized metallicity
can materialize (Milward et al., 2005; Yan et al., 2017).

Mesoscopic Analysis of Coexisting Structural Variations

Across various material platforms, long-range elastic interactions
can lead to a multiscale hierarchy of emergent phenomena, neces-
sitating studies from atomic to meso-scales. The phase lock-in
analysis in these cases can provide a wealth of information
about local order and disorder in lattices and superlattices over
large length scales. Figure 4a shows an 8,192 × 8,192 pixel2

ADF-STEM image of the same plan-view (La,Ca)MnO3 film
shown in Figures 1 and 3 spanning a 0.5 × 0.5 μm2 field of
view. While the atomic contrast of the image is not suitable for
high-precision quantitative structural analysis such as the atom
tracking used in Figure 3d, the pixel size is small enough (∼8–
10 pixels per unit cell) to preserve atomic resolution even across
such a large area. The periodic information of the image is pre-
served and the FFT (not shown) contains the same characteristic
peaks as those in Figure 3b. Harnessing the robustness of recipro-
cal space, the phase lock-in technique overcomes the reduced
sampling and SNR of a very large field-of-view STEM image to
reveal spatial modulations across several order parameters and
length scales. Figures 4b and 4c show phase maps tracking the
[100] Bragg and [1 1

2 0] superlattice peaks over the entire field
of view. The black-outlined insets show where a 2π phase winding
observed in the [100] phase map highlights a simple crystalline
edge dislocation, exactly as described in Figure 1. Upon close
inspection, the [100] Burgers vector can in fact be traced directly
in the original ADF image, as shown in the inset. Remarkably, no
disruption to the [1 1

2 0] superlattice ordering is observed in the
same region, demonstrating the independence of the crystalline
and superlattice order. Conversely, the white rectangles in
Figures 4a–4c mark the regions magnified in 4d–4f, showing a
π phase slip in the [1 1

2 0] superlattice even while the ADF
image and flat [100] phase map confirm the perfection of the
crystal. The same effect is also observed and discussed in more
detail in Figure 3. The phase lock-in analysis method thus enables
the atomic-scale analysis of subtle structural distortions for much
lower image pixel densities than other high-precision techniques.
The large field of view shown here contains several other varia-
tions in lattice and superlattice which can be similarly analyzed
for an even richer exploration. Clearly, the underlying atomic lat-
tice and emergent order parameters exhibit distinct behaviors.
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Fig. 4. Relying only on reciprocal-space information rather than Gaussian fitting of atomic positions, the lock-in method enables detailed analysis over large fields
of view. (a) An 8,192 × 8,192 pixel2 ADF-STEM image covering 0.5 × 0.5 μm2 has sufficient pixel density to maintain atomic resolution in plan view images of (La,Ca)MnO3,
allowing the extraction of local lattice information across “global” fields of view by the phase lock-in analysis of different peaks, such as the (b) [100] Bragg peak
and (c) [1 1

2 0] superlattice peak discussed in Figure 3. The insets show magnified sections from the ADF-STEM image corresponding to the selected area marked by
black boxes where an edge dislocation traced directly on the atomic lattice is highlighted by a 2π winding in the phase of the [110] Bragg peak (as illustrated in
Fig. 1). At the same location, no disruption to the [1 1

2 0] superlattice ordering is observed. (d–f) In another region of the membrane marked by the white boxes in
(a–c), a phase slip in the superlattice order is revealed by the [1 1

2 0] phase map in an otherwise clean region, as discussed in Figure 3. This form of analysis over
very large fields of view can be employed for tracking the mesoscopic interactions and evolution of structural order parameters. The circles in (b) and (c) show the
real-space coarsening length of the lock-in analysis of each map.

Fig. 3. The ability to lock-in to any k allows the selection of an emergent peak. (a) The unit cell of an undistorted square perovskite lattice (left, dashed square)
doubles along one lattice vector with antipolar A- and B-site displacements which appear in projection as alternating rows of side-to-side atomic displacements
(right, solid rectangle). Schematic atomic displacements are exaggerated for clarity and overlaid with arrows depicting the direction and relative magnitude. (b) A
corresponding [1 1

2 0] superlattice peak is visible in the FFT of (c) a crystallographically “perfect” region of (La,Ca)MnO3. (d) Real-space pm-precise atom tracking of
the [1 1

2 0] superlattice peak can directly measure the antipolar displacement deviations from the undistorted structure, revealing an antiphase boundary in the
superlattice (inset). (e–g) Phase lock-in analysis using any of the primary Bragg peaks ([100], [010], [110], etc.) yields essentially flat phase maps, as expected for an
uninterrupted crystalline lattice. (h) When the [1 1

2 0] superlattice peak is used, however, the same boundary in (d) is revealed by a π phase shift in the antipolar
displacement order parameter. The circle in (e) shows the real-space coarsening length of the lock-in analysis in all maps.
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This mapping capability is limited mostly by the maximum pixel
dimensions in commercial instruments: for STEM imaging,
increasing the image dimensions through custom or improved
scan settings would further expand the accessible fields of view,
while applicability to TEM imaging will be limited by the pixel
dimensions of detector. As demonstrated here, the application
of phase lock-in analysis to large field-of-view S/TEM data pro-
vides an avenue to disentangle and explore the interactions
between these phenomena mesoscopically.

Compared to conventional strain mapping approaches which
can miss the subtleties of superlattice order, the phase lock-in
method used here has several advantages. By treating individual
components as signals to be demodulated independently, phase
lock-in analysis reveals not only conventional defects in the crys-
talline lattice but also subtle phenomena associated with superlat-
tice order in complex materials. Although crystallographic defects
can pin emergent states in certain situations, this is not always the
case (as shown here). For instance, an antipolar superlattice can
exhibit phase slips which are not directly tied to the location of
crystallographic defects. Indeed, many emergent phenomena,
such as ferroelectric polarization or charge ordering, exhibit
intrinsic modulations tied to their energy scales rather than any
crystalline features (Savitzky et al., 2017). Understanding the com-
plexities of these systems thus requires an approach that can
directly target the relevant order parameter. Other methods of
precise atom-tracking can be similarly sensitive to such modula-
tions, but phase-based image analysis techniques offer the addi-
tional advantage of visualizing these responses over multiple
length scales. In systems with competing micro- and mesoscopic
behaviors, understanding the interplay between multiple orders
requires the ability to simultaneously probe picometer- to
Ångström-scale distortions across areas spanning nanometers to
microns.

Conclusion

The phase lock-in analysis described here and the extension of
phase analysis to different Fourier components present a powerful
method to disentangle distinct types of order and disorder in
STEM images of crystalline materials. At the lattice scale, this
method can be used to clearly visualize and distinguish between
different types of crystalline defects. As in other methods of
GPA, a simple edge dislocation, for example, is highlighted by a
distinct 2π winding in the relevant phase map. Ruddlesden-
Popper or antiphase-type boundaries, on the other hand, show
π phase slips in the direction normal to the boundary plane.
More complicated defects are reflected by combinations of these
and other characteristic phase responses. The utility of phase
analysis techniques for many quantum material systems can, how-
ever, be extended further than conventional strain mapping.
Beyond the primary lattice, phase lock-in analysis of superlattice
peaks also reveals variations in emergent order parameters
which are not necessarily tied to crystalline disorder. Analyzing
the phase of antipolar displacements in a manganite membrane,
for instance, reveals a phase slip in the superlattice even where
the underlying atomic structure is pristine. Compared to atom-
tracking and other high-precision techniques which may also be
sensitive to such distortions, geometric phase analysis by GPA
or the phase lock-in method presented here can be more robustly
extended to very large fields of view, enabling characterization
spanning from the nano- to the micro-scale. The insights pro-
vided by such methods will enable a direct visualization of the

interplay between coexisting order parameters and provide new
insights into the multiscale hierarchies of emergent phenomena
in complex materials.

Supplementary material. To view supplementary material for this article,
please visit https://doi.org/10.1017/S1431927622000125.
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