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In amorphous solids subject to shear or thermal excitation, so-called structural indicators have
been developed that predict locations of future plasticity or particle rearrangements. An open
question is whether similar tools can be used in dense active materials, but a challenge is that under
most circumstances, active systems do not possess well-defined solid reference configurations. We
develop a computational model for a dense active crowd attracted to a point of interest, which does
permit a mechanically stable reference state in the limit of infinitely persistent motion. Previous
work on a similar system suggested that the collective motion of crowds could be predicted by
inverting a matrix of time-averaged two-particle correlation functions. Seeking a first-principles
understanding of this result, we demonstrate that this active matter system maps directly onto a
granular packing in the presence of an external potential, and extend an existing structural indicator
based on linear response to predict plasticity in the presence of noisy dynamics. We find that
the strong pressure gradient necessitated by the directed activity, as well as a self-generated free
boundary, strongly impact the linear response of the system. In low-pressure regions the linear-
response-based indicator is predictive, but it does not work well in the high-pressure interior of
our active packings. Our findings motivate and inform future work that could better formulate

structure-dynamics predictions in systems with strong pressure gradients.

I. INTRODUCTION

Dense amorphous solids — including powders, granu-
lar systems, foams, structural glasses, and colloidal as-
semblies — are ubiquitous in nature [1-3]. These materi-
als exhibit unique mechanical and dynamic features that
emanate from their disordered structure [4, 5]. Similarly,
in some cases, active matter comprised of self-propelled
agents remains disordered as it achieves very high den-
sities; examples of such systems include bacterial assem-
blies [6], cellular tissues [7, 8], and groups of animals
[9, 10]. Although active matter is relatively well-studied
at low and intermediate densities [11, 12], an important
open question is whether the emergent mechanical prop-
erties of dense active matter are similar to, or different
from, their non-active counterparts [13-16].

One starting point for answering this question is to
analyze properties of inherent or reference states of the
amorphous solid that underlies a given dense active mate-
rial [17-20]. In this framework, one considers how struc-
tural information from a static snapshot of the system,
usually the positions and sizes of individual particles and
the potential energy with which they interact, can pro-
vide insight into dynamic yielding behavior when the sys-
tem is subject to external deformation or activity [21-24].
A large body of work explores structure-dynamics predic-
tions in sheared, athermal disordered solids. In a recent
article (Ref. 25), Richard et. al. compare the performance
of several classes of structural indicators in identifying lo-
calized instabilities or defects in computer glasses which
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forecast plastic rearrangements under shear strain.

In this work, we focus on linear-response-based struc-
tural metrics, which utilize the spectrum of vibrational
modes of a solid computed in the harmonic approxima-
tion of the total potential energy. As shown in Ref. 25
and other works, these metrics are surprisingly good at
identifying soft spots, or localized microstructural insta-
bilities, in sheared amorphous solids [26—29]. A primary
goal of our work is to extend this class of structural indi-
cators to active solids. Thus, a first challenge is to iden-
tify an active material with a time-invariant, well-defined
reference state, as most active systems are “self-shearing”
and not mechanically stable [22, 30]. Here, we consider
assemblies of active particles that are infinitely persistent
in a radial direction towards a central point of interest.
As we will show, the symmetry of this biased activity per-
mits a force-balanced steady state, and allows us to ex-
actly map the relevant non-Hamiltonian self-propulsion
forces onto an effective external potential. This choice
also necessarily introduces a strong interaction pressure
gradient and a self-generated free boundary as depicted
in Fig. 1.

Previously, a similar geometry and set of dynamical
equations was studied by Bottinelli and Silverberg in a
computational model for dense human crowds [31, 32].
Their study sought to predict density waves or localized
excitations that are thought to correspond to danger-
ous collective behaviors such as trampling or crowd-crush
events. Predicting these phenomena from basic struc-
tural information or dynamics is an important first step
toward avoiding or controlling crowd disasters. Toward
this goal, the authors adopted techniques that have pre-
viously been deployed in colloidal systems to estimate
the system’s linear response [33-35], where the dynami-
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FIG. 1. Properties of dense packings of active particles

directed towards a central point of interest. At mechanical
equilibrium, these packings feature a gradient in interaction
pressure that has azimuthal symmetry. The main panel shows
the mean per-particle interaction pressure as a function of ra-
dius from the edge of the system for an ensemble of 25 pack-
ings with NV = 2048 and vo = 0.5. The shaded region shows
the standard deviation of the interaction pressure at differ-
ent locations in the packings. The inset shows an example
N = 2048, vo = 0.5 system with particles colored by the mag-
nitude of their interaction pressures.

cal matrix is estimated from long-time averages of two-
particle correlation functions. In addition to analyzing
particle trajectories from simulated crowds, the same au-
thors applied these techniques to video footage of real
human crowds and were indeed able to predict wave-like
collective motion, albeit over a very short time window
[9, 36].

A significant challenge associated with this framework,
which approximates the linear response of the system, is
that the equivalence between the dynamical matrix and
two-time correlation functions only holds under certain
assumptions: namely, that i) the correlation functions
are averaged over long time intervals; ii) the dynamics
of the system are thermal; and iii) there are no changes
to the underlying contact network during the relevant
time intervals. In real crowds or self-propelled particle
models, none of these assumptions hold. Therefore, the
appropriate analogue of the dynamical matrix in systems
whose microscopic details are non-Hamiltonian remains
unclear.

Our work is also informed by previous research on thin
films and other materials with free surfaces, as we expect
that the free boundary alone might alter the mobility
or linear response of a disordered packing. For exam-
ple, a study by Sussman et. al. [37] examines the vibra-
tional modes of unstressed spring networks derived from
partially periodic jammed packings with free boundaries,
and finds a population of low frequency modes that ex-
hibit an exponential decay in magnitude away from the
edges. In contrast, distinct work by Sussman and col-

laborators [38] finds that there is a decoupling between
structure and dynamics near the edge of glassy thin films,
where an attractive interaction generates the free bound-
ary. Specifically, the authors use a machine learning
approach to show that there are no special structural
features near the edge of the material, even though the
mobility is higher there. Taken together, this suggests
that there may be some material-dependent subtleties
in whether the structure and vibrational properties of a
solid predict particle rearrangements near a free bound-
ary.

Here, we build the beginnings of a framework for pre-
dicting localized rearrangements in dense active matter.
We first demonstrate that “point-of-interest” model sys-
tems have well-defined solid reference states, which allow
us to map the active forces onto an effective potential
that can be encoded in an augmented Hessian or dynam-
ical matrix. Next, we add noisy dynamics to the system
to perturb it away from its reference state, and study
whether the vibrational spectrum can be used to predict
changes in structure. We find that the strong pressure
gradients in the system may limit the predictive power
of this extended linear response. Ultimately, our results
highlight that more sophisticated methods such as non-
linear-response-based structural metrics may be required
to identify the microstructural entities that determine
the stability of active packings.

II. METHODS
A. Model

We study an active particle model in two dimensions

with overdamped dynamics. Stable packings of N discs
are formed by evolving the following single-particle equa-
tion of motion from a randomized initial state until force
balance is reached:
T = %ant + oM. (1)
Here, 7; contains the positional degrees of freedom of
particle ¢, T" is a viscous damping coefficient set to unity,
F_:i,int is the net interaction force on particle ¢ by its neigh-
bors, vg is the magnitude of the self-propulsion velocity
(which is the same for all particles), 7; is a unit vec-
tor pointing in the direction of self propulsion, and (-)
denotes a time derivative. Pairwise repulsive forces be-
tween the particles are determined via the Hertzian soft
sphere potential:
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where k is the interaction stiffness constant, R;; =
R; + R; is the sum of the radii of particles ¢ and j, and
ri; = |15 — 75| is the distance between ¢ and j. We em-
ploy 50:50 binary mixtures with a 1:1.4 ratio between the



small and large particle radii to discourage crystalliza-
tion. The direction of the force F‘ij,int exerted on particle
i by j is parallel to the line that connects j’s center to
7’s. In the limit of infinite persistence, in which we form
initial reference configurations, 7n; always points toward
a “point of interest” located at the origin in the plane.

In the presence of translational noise, in which we ex-
amine active dynamics initialized from each static refer-
ence configuration, the single-particle equation of motion
is given by

ER = .

T = fFi,int + von; + 1, (3)
where 7; is white noise with zero mean and magnitude o.
We study dynamics with different levels of noise by ex-
amining simulations at different temperatures 7" = oL
The stochastic differential equations (Eq. 3) are inte-
grated via the velocity Verlet algorithm with a stable
timestep determined by examining the relative magni-
tudes of typical interparticle and self propulsion forces.
See Appendix A for more details of our implementation.
An example movie of the formation of a static reference
configuration and ensuing thermal dynamics is available
in the supplemental material.

The dynamics of the polarization direction n; =
(cos (0;),sin (0;)) of particle ¢ in our noisy simulations
are governed by the angular equation of motion,

. 1
6; = ~ A0, 4
= (4)

where Af; is the (smallest) angular distance between 7
and the vector that points from 4’s center to the point
of interest in a given simulation time step, and 7 is a
characteristic turning time set to unity.

In the discussion that follows, we present
results from an ensemble of static packings
with N € {256,512, 1024, 2048, 4096}  and
vo € {0.25,0.5,1.0}, and corresponding noisy dynamics
with 7" € {0.125,0.142,0.165,0.197,0.244,0.320}. For
each state point, we consider 25 duplicate simulations.
Via a simple toy model which we describe in the next
section and in Appendix B, we choose the parameter
k such that the maximum packing fraction in the
largest configurations does not exceed approximately
¢ ~ 1.3. As we will see, while simplistic, this model
creates mechanically stable reference configurations in
the infinitely persistent limit, and interesting glass-like
(heterogeneous) dynamics in the presence of thermal
noise.

B. 1D toy model

To obtain estimates for appropriate simulation param-
eters and gain intuition for the expected steady-state be-
havior of our self propelled particle model in the limit
of infinite persistence, we now consider a simple one-
dimensional toy model. In a one-dimensional packing
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of N monodisperse particles with radius R and self-
propulsion velocity vy, take particle ¢ = 0 to be fixed
at the origin. The other particles lie in the positive half
of the number line and are governed by the equation of
motion &; = % > j F} int —vo, where variables are defined
similarly to above. The particles with ¢ > 0 have persis-
tent velocities toward the origin.

Given the condition for mechanical equilibrium in this
toy (and our full) system, that the self-propulsion forces
balance the repulsive interparticle forces, we can derive
an expression for the typical pair overlap (1 — ;; ) as a
function of distance from the edge of the packing. Since
this overlap is directly related to the local packing frac-
tion, we choose simulation parameters such as the time
step and k to satisfy a constraint on the maximum pack-
ing fraction of the system, which occurs near the origin.
Further, we predict the approximate form of an interac-
tion pressure gradient which reveals the dependence of
the static configurations on the simulation parameters N
and vg. As will be discussed further below, this predic-
tion for the interaction pressure also allows us to form a
scaling relation for the stiffness associated with localized
excitations in the interior of the active packings. The for-
mulation of this toy model highlights that the distance
x from the free boundary is the most natural variable
with which to examine structural gradients in the sys-
tem. Considering the circular geometry of the packings
generated by the full model (see Fig. 1), we can approx-
imate a radial slice of the 2D system using the 1D toy
model. Further details regarding these calculations can
be found in Appendix B.

C. Linear
framework

response and augmented Hessian

Linear-response-based structural metrics are computed
from curvatures of the potential energy landscape around
a metastable minimum. For a material composed of N
interacting particles in d dimensions, the total energy
Uint(X ) is a function of the Nd-dimensional vector X
representing points in coordinate space. Thus, the cur-
vatures can be characterized by the Hessian, the matrix
of second partial derivatives of the potential energy with
respect to particle degrees of freedom:

o 62Uint
OX0X
The dynamical matrix, used to compute the linear re-
sponse, is computed strictly with respect to deforma-
tions from a stable reference configuration. Therefore,
it is only well defined if such a stable reference configu-
ration exists. However, when it is defined, the dynamical
matrix is equivalent to the Hessian as derivatives with
respect to particle positions and those with respect to
deformations are identical. The eigenvectors and eigen-
vlaues of the Hessian constitute the spectrum of vibra-
tional modes and associated stiffnesses of a solid if all par-
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ticle masses are unity. Previous work on the mechanics
of sheared athermal amorphous solids has demonstrated
that a low-frequency population of these harmonic eigen-
modes become quasi-localized under certain conditions,
featuring a disordered core of large putative displace-
ments on tens of particles decorated by a quadrupolar
field which decays in magnitude as r—(¢=1). These exci-
tations are thus termed quasi-localized modes (QLMs),
and identify glassy defects that become unstable under
applied shear, generating structural rearrangements and
non-affine motion [4, 24, 28].

For our initial “point-of-interest” crowd simulations,
the self-propulsion forces of the particles are infinitely
persistent in the radial direction. Thus, there is an extra
contribution to the total energy of the system which is
exactly equivalent to a constant force spring potential
pulling the particles toward the origin:

cht (X) - FUO Z T, (6)

where r; is the distance between particle ¢ and the origin.
Therefore, we compute an “augmented Hessian”, where
the energy has the usual contributions from interparti-
cle interactions in addition to those from activity, which
occur on the on-diagonal entries of the matrix:

a2(Uext (X) + Uint (X))
XX

See Appendix C for details. In contrast to methods that

probe the linear response and stability of active particle

packings using approximations of the Hessian, our aug-

mented Hessian framework is exact and requires only a
snapshot of a static reference configuration.

Maug = (7)

D. Static quantities

Next, we describe two metrics for characterizing the
static structure of the stable packings derived from the
infinitely persistent limit of our self propelled particle
model, interaction pressure and vibrability. Interaction
pressure quantifies the distribution of forces in the active
solid using a well-established Irving-Kirkwood descrip-
tion of the stress tensor [39, 40]. Vibrability is a linear-
response-based structural metric that is used to quantify
the propensity for local regions of the solid to deform
under external deformation or active forcing [25, 27, 41].

The interaction pressure on particle i is given by the
trace o ¢ of the interaction stress tensor whose compo-
nents are a sum over the repulsive forces generated be-
tween ¢ and its neighbors:

1 [e]
O.ifl)flf = VZFijrfj’ (8)
" (ig)

where the sum is over (unique) neighbors of i, [} is the

«a component of the force of j on 1, riﬁj is the 8 component

of the distance vector pointing from j to ¢, and V; is the
volume associated with ¢ in a radical Voronoi tessellation
of the system [42]. Since the Voronoi volumes of particles
on the free boundary of the system are unbounded, they
are excluded in the results that follow.

Vibrability was first defined in Ref. 41 and uses the
vibrational spectrum of the Hessian of a jammed packing
to describe the susceptibility of particles to excitation
and rearrangement. The vibrability of particle i is given
by

aN-d
U=y p|¢l,i|2v (9)
i

l

where the sum is over nonzero vibrational modes of the
Hessian, w; is the frequency of mode I, and [¢;;|* is the
squared magnitude of the polarization of particle i in
mode [. It was shown in Refs. 27 and 25 that vibrability
is a good predictor of localized plastic rearrangements in
sheared athermal computer glasses. In the augmented
Hessian framework, we compute vibrability as in Eq. 9,
but take the sum over the dN — (d + 1) nontrivial vibra-
tional modes (as we discuss below) of the system.

E. Dynamic quantities

We next explore the connection between the static
structure of our active packings and their dynamics under
small amounts of translational noise. In sheared amor-
phous solids at zero temperature, it is well-established
that a population of microstructural defects are di-
rectly spatially correlated with future plastic deforma-
tion [21, 25, 29, 43, 44]. In contrast, in thermalized or
active glasses it is generally difficult to demonstrate such
a direct spatial correlation, except in non-molecular sys-
tems where the thermal fluctuations can be vanishingly
small [34]. This is not unexpected; given a large popu-
lation of underlying defects, various subsets of that pop-
ulation can be excited by thermal fluctuations or active
forcing at any given time. Thus, resulting rearrange-
ments of unstable regions occur sporadically, and so at
any given time point regions with high mobility do not
necessarily correlate strongly with structural indicator
fields. To address this challenge, Schoenholz and col-
laborators [5, 38, 45-47] have developed a method that
searches for structure-dynamics correlations by analyz-
ing whether an indicator of structural softness defines a
set of energy barriers that accurately predict the rate of
rearrangements.

We adopt this methodology here, analyzing particle
rearrangement probabilities as a function of temperature
T and the structural indicator vibrability ¥ (Eq. 9). As
in previous work [45, 48-50], we use a hop indicator to
identify rearranging regions of the system. The indica-
tor at a given time t is computed directly from particle
trajectory information with respect to two time inter-
vals A = [t —tgr/2,t] and B = [t,t +tr/2]. We take



trg = 10 in simulation time units, consistent with the
work of Refs. 5, 38, 48 which chose tz ~ 10 to correspond
to the typical time taken for the system to complete a re-
arrangement in their simulations of Lennard-Jones poly-
mer and bidisperse Kob-Andersen glasses. We have veri-
fied this choice independently by examining distributions
of rearrangement times (determined as described below)
in a representative range of simulations, where tgp ~ 10
constituted a reasonable upper bound for rearrangement
time. Thus, p; nhop(t) for particle ¢ at time ¢ is given by:

Pihop(t) = \/<(Fi — (7)) a (75 = (7i)a)*)p,  (10)

where (-) 4 and (-) 5 denote time averages over the speci-
fied intervals. We identify particle rearrangement events
at the locations/times in which the hop indicator exceeds
a threshold value, pinresh = 0.2. Since we seek to iden-
tify rearrangements that result in irreversible structural
changes, this threshold was chosen such that, for a rep-
resentative set of example noisy simulations, the contact
networks vary nontrivially for inherent structures com-
puted with respect to configurations directly preceding
and succeeding the times where pgpresh 1S crossed.

In thermal systems, one expects that rearrangement
rates are an Arrhenius function of energy barrier heights:

Pr(S,T) = Py(S) exp <_E§:§)> , (11)
where T' is temperature, Py is a rearrangement attempt
frequency, and F is the energy barrier to rearrangement.
Both Py and E are generically functions of the structural
indicator field S.

In Ref. 45, S is taken to be a machine-learning-derived
softness field and the authors demonstrate that, after seg-
menting the system into bins of constant .S, the dynamics
are indeed Arrhenius with energy barriers that scale lin-
early with softness. In this work, we take S to be the
vibrability field, . Consistent with Ref. 45 and related
works, in the discussion that follows we take an Arrhenius
relationship between Pr(¥) and 1/T in a given region to
indicate that vibrability has successfully estimated the
corresponding rearrangement energy barrier.

Additionally, since there are strong spatial gradients
in hop indicator (as we demonstrate below) in our ac-
tive packings, we compute Pr(¥) by averaging particle
rearrangement counts over multiple timesteps:

Pr(¥) = NNR(W)

(0) - Atp’ 12)

where Npi is the number of rearranging particles with
vibrability ¥ in the time interval Atg, N(¥) is the num-
ber of particles with vibrability ¥, and Atg is the time
between rearrangements of particles with vibrability W.
In(Pr(¥)) measurements are computed and averaged for
each selected value of ¥ (computed from the appropriate
static reference configuration) over the duration of each
noisy simulation and over duplicate simulations with the
same parameter (N, vy, and T') choices.

III. RESULTS

A. Static packings
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FIG. 2. Mean interaction pressure as a function of dis-
tance from the exterior of packings. Individual lines corre-
spond to the mean pressure for 25 packing ensembles with
N € {256,512,1024,2048,4096} and vo € {0.25,0.5,1.0}.
Each color represents a different system size N (increasing
from green (left) to magenta (right)) and each saturation level
represents a different self propulsion velocity vo (increasing
from light (bottom) to dark (top)). Inset: Data rescaled
according to the toy model discussed in the main text and
Appendix B, demonstrating an approximate collapse for all
choices of simulation parameters N and vg.

To study the material properties and stability of our
ensemble of reference configurations, we first examine
structural features and gradients. First, we computed
the interaction pressure of{ as a function of distance
from the exterior of the packings. The 1D toy model
introduced above and detailed in Appendix B predicts
that interaction pressure should increase monotonically
with distance from the exterior of the system, x. The
toy model further predicts that the scaling of interaction

. X . . -
pressure with TR should be approximately indepen

dent of simulation parameter choice, N and vy, when
rescaled by the quantity T'vgv/N(R) (where (R) ~ 1.2
is the average particle radius and v/N(R) is a good es-
timate for the radius of the packings). Thus, we define

X = \/NX(R> and G2 = Fvodi\/’m In Fig. 2, we show the

mean interaction pressure as a function of x as well as
the rescaled mean interaction pressure &{i{ as a function
of x. As shown in the inset of the figure, these rescaled
variables produce an approximate collapse of the data
across the parameter range of our ensemble. The col-
lapse is especially effective near the exterior (small Y)
— for large x, there is noticeable deviation in the data
that depends systematically on system size N. This fea-
ture is due to contributions to the interaction pressure

c2% by the Voronoi volume V (see Eq. 8), which de-

int



creases monotonically with x. In our definition of the
rescaled variables &{}{ and x motivated by the 1D toy
model detailed in Appendix B, these contributions from
the Voronoi volume are neglected for simplicity.
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FIG. 3. Sample low-frequency vibrational mode of the aug-
mented Hessian for a static packing with N = 2048 and
vo = 0.5. The mode shows a large amount of collective motion
around the exterior of the system compared to the interior.

Inspired by studies that utilize linear-response-related
metrics to form structure-dynamics predictions as dis-
cussed above, we compute and diagonalize the augmented
Hessian, examining the spectra of vibrational modes of
our static reference configurations. We identify one ro-
tational zero mode and two low-frequency trivial trans-
lational modes in the spectra of our packings. Typi-
cally, the vibrational spectra of solids have d translational
modes with zero frequency, but in our framework these
modes have finite frequency due to the presence of the ex-
ternal potential (Eq. 6). In Fig. 3, we show an example
nontrivial low-frequency augmented Hessian eigenmode
that is representative of typical soft modes for these sys-
tems. The mode exhibits wave-like motion emanating
from the center of the packing as well as increased surface
mobility. However, this vibrational mode does not show
any characteristics of QLMs, as the putative collective
displacement primarily involves a large number of parti-
cles on the exterior of the system and lacks the quadrupo-
lar structure that has been shown to represent instabil-
ities in traditional glassy systems [4, 24, 28]. Through
direct examination, we have confirmed that such quasi-
localized excitations are not commonly realized in the
low-frequency modes of the augmented Hessians of our
systems, especially near the interior of the packings. This
is consistent with intuition we detail below regarding
the stiffness of QLMs as a function of local pressure
(see Appendix D). Further, it suggests that vibrability,
a weighted sum over the soft modes of the augmented
Hessian (Eq. 9), may struggle to predict rearrangement
events on the high-pressure interiors of our packings.

The observation that excitations in the low-frequency
regime of augmented Hessian spectra are concentrated

near the edge of the system is highly reminiscent of pre-
vious work on jammed packings with free boundaries
(Ref. 37). Since the focus of our study is primarily to
identify localized modes that predict plastic rearrange-
ment in a specific class of modeled active solids, we do not
develop such in-depth mode analysis here. However, we
emphasize that our model differs significantly from pre-
viously analyzed systems, as our packings feature strong
pressure gradients and those in Ref. 37 have homoge-
neous overall pressure. We explore the decay in vibra-
tional magnitude exhibited in the low-frequency modes
of the augmented Hessian in Appendix E.

We next use our augmented Hessian spectra to develop
structural indicator fields. Fig. 4b shows a static config-
uration with N = 2048 and vy = 0.5 where each particle
is colored by its vibrability, as defined by Eq 9. Similar
to the low frequency vibrational modes themselves, the
vibrability is large on the exterior and decreases quickly
approaching the center of the packing. This trend is also
depicted in the inset of Fig. 4a where we show the mean
vibrability as a function of y for our ensemble of pack-
ings.

Each vibrability profile reaches a plateau value at large
X in the interior. We hypothesize that this plateau value,
Wplat, is dominated by contributions from localized ex-
citations whose vibrational frequencies depend on local
pressure and thus on the simulation parameters N and
vg. By combining the prediction for the pressure from
the 1D toy model detailed in Appendix B with a scal-
ing relation for the stiffness of QLMs as a function of
local pressure, we are able to generate a prediction for
the vibrability of QLMs near the center (x ~ 1) of the
packings, ¥qrum, as a function of N and vg. Details of
this argument are discussed in Appendix D.

When the data are rescaled according to this predic-
tion, as shown in the main panel of Fig. 4a, the vibrabilty
profiles exhibit an approximate collapse near the center
of the packings (¥ ~ 1). On the exterior, there is more
significant variation among the curves, which agrees with
the interpretation that the vibrability in this regime has
significant contributions from low-frequency, spatially de-
caying surface vibrations as depicted in Fig. 3.

Additionally, the large-y collapse is poorer for systems
with the largest local pressures (e.g. the dark magenta
curve in Fig. 4a corresponding to systems with N = 4096
and vy = 1.0). To quantify the quality of this collapse as
a function of N and vy, we plot the measured vibrability
plateau values Wy, vs. the predicted values Wqrn in
Fig. 4c (see Appendix D for details). As expected, this
analysis highlights deviations of our scaling prediction
from the actual vibrability plateau values W, at the
largest values of IV and vg. These deviations are likely
due to increased multi-body interactions and larger local
pressure fluctuations (that scale as N 1/2 and vg similarly
to the pressure itself) which are not accounted for in our
simple 1D model and vibrability scaling argument. In
Appendix F, we confirm that deviations from our scaling
predictions are smaller in a system with higher particle
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FIG. 4.

(a) Mean rescaled vibrability as a function of rescaled distance from the exterior of the packings, color scale as in

Fig. 2. The inset shows the unscaled data and a sample value of ¥piat as a guide to the eye. (b) The same configuration as
in Fig. 3 with each particle colored by its vibrability. Particles on the interior are much less susceptible to rearrangements
than those near the free boundary. (¢) Measured vibrability plateau values Wy compared to corresponding predicted plateau
values Wqrm. The dashed line of slope 1 indicates direct proportionality between Wqrm and Wpias. Color scale as in (a), and
each marker represents a different system size ranging from N = 4096 (diamonds, left) to N = 256 (circles, right).

stiffness k, consistent with this expectation.

B. Dynamics in presence of translational noise

Next, we examine the dynamics that result when ther-
mal noise is added to the particle trajectories. Starting
from the stable reference configurations discussed above,
noise is added with magnitude controlled by the temper-
ature T' € {0.125,0.142,0.165,0.197,0.244,0.320}. Using
the hop indicator (Eq. 10 above) as a measure of parti-
cle mobility, we compare the rearrangement dynamics at
different locations in the packings. As shown in Fig. 5,
for our ensemble of systems with N = 2048 and vy = 0.5,
there is a dramatic decrease in the mean hop indicator
as a function of y for all temperatures. These results
are similar for other parameter (N and vg) choices. This
dynamic profile is reminiscent of the vibrability profiles
presented above, which predict increased mobility near
the edge of the packings.

Even though the majority of rearrangement events oc-
cur on or near the exterior of the packings, it is important
to note that particles on the interior of the system do un-
dergo occasional rearrangement. This can be seen from
the snapshot in the inset of Fig. 5, where particles are
colored grey if p; hop < Dthresh, and colored according to
the magnitude of the hop indicator if p; hop > Dthresh-
Similarly, the grey curve in Fig. 5 shows the maxiumum
of the hop indicator in different regions of the lowest tem-
perature systems, which consistently exceeds pinresh-

The data we present here highlight important similar-
ities to and differences from results regarding the struc-
ture and dynamics glassy thin films. Fig 6 shows the av-
erage interaction pressure, vibrability, and hop indicator
as a function of x, similarly to Fig. 1 in Ref. 38. Notably,
there are upticks in both hop indicator and vibrability
near the free boundary, whereas the thin films studied in
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FIG. 5. Mean hop indicator as a function of rescaled dis-

tance from the exterior of the 25-duplicate ensemble of pack-
ings with N = 2048 and vo = 0.5. Each color represents a
different temperature ranging from 7' = 0.125 (bottom, dark)
to 0.320 (top, light). The horizontal dashed line is placed
at pthresh = 0.2 to show the hop indicator threshhold which
represents particle rearrangements. The grey line shows the
maxiumum hop indicator over time and simulation duplicates
for systems with N = 2048, vo = 0.5, and T' = 0.125. The
inset shows an example configuration with 7" = 0.197 colored
by threshholded hop indicator. Particles with phop < Pthresh
are colored grey and those with phop > Pthresh are colored ac-
cording to the magnitude of the hop indicator. Notably, the
maximum hop indicator profile and the snapshot in the inset
show that rearrangements indeed occur throughout the entire
depth of the packings.

Ref. 38 exhibit only an analogous uptick in hop indica-
tor. The thin film systems also exhibit little-to-no gra-
dient in pressure. These differences highlight the utility
of our augmented Hessian framework, and suggest that
the pressure gradient in our active packings contributes
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FIG. 6. Structural and dynamic gradients as a function

of rescaled distance from the exterior of the packings. Mean
(rescaled) interaction pressure (dotted, black) and mean vi-
brability (solid, blue) are measured from the ensemble of
static structures with N = 2048 and vop = 0.5 and mean hop
indicator (dashed, red) from the corresponding dynamics for
T =0.197.

significantly to their overall mechanical behavior.
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FIG. 7. Arrhenius plot for ensemble of packings with

N = 2048, vo = 0.5, and the full range of temperatures we
examined. The average log of the rearrangement probability
in different bins of constant vibrability is plotted as a func-
tion of inverse temperature. There are 10 bins of vibrability
ranging from ¥ ~ 0.18 (bottom) to ¥ ~ 0.73 (top). For vi-
brability bins where the relationship is well approximated by
a linear fit (determined by an associated chi-squared value of
less than 0.05 ) (solid lines, cool colors), the rearrangement
dynamics are Arrhenius, whereas bins exhibiting nonlinear
trends represent sub-Arrhenius regions of the system (dashed
lines, warm colors).

Lastly, we study rearrangement probabilities in our
thermalized packings as a function of temperature and
reference configuration vibrability ¥ in order to deter-
mine whether rearrangement energy barriers are well-
represented by W¥. In Fig. 7, we show the mean of

the natural log of the rearrangement probabilities in
Npin = 10 bins of approximately constant vibrability (in-
dependent of x) as a function of inverse temperature for
our ensemble of systems with N = 2048, vy = 0.5, and
T € {0.125,0.142,0.165,0.197,0.244,0.320}. Strikingly,
the behavior is Arrhenius for large values of ¥ > 0.22,
but sub-Arrhenius for small values of ¥ < 0.22. This re-
sult is qualitatively independent of N and vy and varies
significantly from the results of Refs. 5, 38, and 47, which
identified Arrhenius behavior for individual values of soft-
ness in both bulk, thin film, and active/biological sys-
tems. Recalling the static structural gradients (vibrabil-
ity and interaction pressure) above, we notice that the
sub-Arrhenius portions of the system lie in the interior
of the packing, where the interaction pressure is high and
soft modes are suppressed.

Taken together, our results indicate that dynamic re-
arrangements in the interior of packings are generally not
well-predicted by our augmented Hessian framework and
that the vibrability alone is not a good structural indi-
cator in the interior of this system. We note that useful
information may still exist, for instance, in local varia-
tions in vibrability (which we preliminarily examined and
found that it did not correlate well with rearrangement
events), but our work suggests that other approaches
such as non-linear-response-based metrics will be more
fruitful, as discussed below.

IV. DISCUSSION AND CONCLUSIONS

In this work, we studied results from computer sim-
ulations of a soft active particle model in two dimen-
sions with directed self-propulsion in the overdamped
regime. We analyzed static structures that are formed
in the infinitely persistent limit of the activity and found
a strong pressure gradient that is consistent with a sim-
ple 1D toy model. We then developed an augmented
Hessian to capture the active forces in our analysis of the
vibrational properties of the system. Further, we used
these eigenspectra and a structural indicator, vibrabil-
ity, to estimate rearrangement energy barriers in analogy
to previous work on the dynamics of supercooled liquids
and sheared amorphous solids. Then, we observed the
resulting dynamics when simulations with translational
noise are initiated from the static configurations. Simi-
lar to other particle-based systems with free boundaries,
we measured a gradient in mobility that persists through
the depth of the packings and features enhanced mobil-
ity near the free boundaries. We found that, near the
boundary of the packings, vibrability is a good struc-
tural indicator of energy barrier heights and rearrange-
ment probabilities, but it fails to represent these features
in the interior of the systems.

This failure is surprising, as previous work by Bot-
tinelli and collaborators [9, 31, 32, 36] suggested that
vibrational analyses of real crowds and crowd models,
estimated from a matrix of time-averaged two-particle



correlation functions, were able to forecast localized rear-
rangements and wave-like motion. Similary to the results
which we present here, in Ref. 31, the authors note that
simulated half-circular point-of-interest crowds exhibit
approximately linearly increasing pressure approaching
a point of interest. However, by examining a small num-
ber of low-frequency vibrational modes (~ 3% of the
spectrum) derived from an approximation of the Hes-
sian, Bottinelli et. al. identified localized soft regions on
the interior of their packings which directly spatially cor-
related with increased noise-induced particle mobility.
Distinctly, our results suggest that such correlations are
quite difficult to draw from linear-response-based analy-
ses in regions of high local pressure.

Our analysis suggests an updated interpretation of the
results of Refs. 31 and 36. Recently, it has been shown
in both theoretical works and experiments that the dy-
namics of active systems do not obey the fluctuation-
dissipation theorem (FDT) a priori [51-54]. Further-
more, to construct the correlation functions necessary to
approximate the Hessian in the framework of Bottinelli
and coworkers, one must indeed time-average over dy-
namics where the contact network underlying the sys-
tem has changed; thus, averages are taken over multi-
ple metastable states. As we outlined in Sec. I, work
by Henkes et. al. [17] suggests that this approximation
method only holds under specific conditions regarding
the dynamics of a system (that they satisfy FDT) and the
existence of a well-defined, time-invariant solid reference
state underlying its structure. When these conditions are
not met, the correspondence of the approximation to the
real linear response of the system might actually be quite
poor.

Further, our study demonstrates that the real (aug-
mented) Hessian cannot predict rearrangements in high
pressure regions. Therefore, we speculate that the time-
averaged approximation picks up dynamic features that
are not present in the exact Hessian itself, and that these
features are important for the predictive capability of the
method of Bottinelli et. al.. Future work might further
compare these approaches to enhance our overall fore-
casting capability surrounding the structure and dynam-
ics of complex active solids. In fact, the model examined
in our study would be appropriate for a direct compari-
son between these approximate and exact approaches.

Additionally, we note that even though the choice of
the simple soft sphere model described above (and in
Ref. 31) is rather artificial and may not accurately repre-
sent the interactions in real human crowds, these studies
serve as important initial explorations of the connection
between structure and dynamics in active solids. If our
framework is to be used to understand and control the be-
havior of real crowds, more consideration should be given
to determining “effective potentials” that might govern
pairwise interactions between human beings as well as
interactions between humans and external stimuli (such
walls, points of interest, and other environmental factors)
[55, 56].

Although our work here focused on “point-of-interest”
active crowds, since the directed activity can be mapped
onto an external potential, our observations are likely rel-
evant to other classes of systems with pressure gradients
and self-generated boundaries. For example, particle ag-
gregates formed under microgravity conditions exhibit a
spherical profile, gradients in density, and a free bound-
ary [57, 58]. Similarly, recent studies investigating the
relaxation of active colloidal glasses attained sedimenta-
tion by inclining the experimental set-up at a small an-
gle. As a result of this geometry, Klongvessa et. al. mea-
sured a gradient in density at all levels of particle activ-
ity and resultant gradients in mobility [59, 60] Addition-
ally, a number of works study granular shear flow and
shear banding in cylindrical Couette-like geometries un-
der varying gravitational strength and/or confining pres-
sure [61, 62]. Experimental and simulated systems with
this set-up exhibit localized particle rearrangements in
the presence of density heterogeneity. Further, experi-
ments on particulate systems that are driven by exter-
nal magnetic fields or vibrations exhibit enhanced sur-
face mobility and glassy dynamics characterized by the
coexistence of populations of particles with arrested dy-
namics and those that undergo large displacements via
occasional neighbor exchanges (referred to as “dynami-
cal heterogeneity” in some literature) [62-64]. Lastly, we
note that the structure and dynamics of sand and grain
piles are largely dominated by the presence of pressure
gradients [65, 66].

A relevant question to our discussion is whether fa-
cilitated dynamics occur in systems with free bound-
aries, where enhanced mobility and frequent structural
changes on the exterior of the packings could facilitate
other nearby rearrangements that propagate in toward
the center over time. In Ref. 38, Sussman et. al. mea-
sure a softness propagator which suggests that facilita-
tion does not explain enhanced surface mobility in glassy
thin films. A similar analysis might be interesting in sys-
tems that also have strong pressure gradients.

In general, our results suggest that an augmented
Hessian framework could be directly applied to forming
structure-dynamics predictions in any solid-like system
for which one can i) define suitable a reference configura-
tion and ii) write down a twice-differentiable augmented
potential energy that completely captures the character-
istics of any internally-generated active forces or external
applied fields. Still, as we have shown, there are material-
dependent subtleties that effect the predictive power of
our technique such as the influence of global pressure
gradients and boundary conditions on material stabil-
ity. While most analyses involving linear-response-based
structural metrics have been applied to mechanically sta-
ble systems where the Hessian is positive-definite, recent
work investigating avalanche dynamics in sheared amor-
phous solids suggests that Hessians describing unstable
systems may also be useful for predicting dynamics [67].

Last, we note that our methods are likely applicable to
systems with different types of noise. While we focused



here on a system with translational (additive) noise — the
stochastic term 7; in the equation for particle positions,
Eq. 3 — many studies of active matter focuses on systems
with rotational (multiplicative) noise, where a stochastic
term is instead added to the angular dynamics, Eq. 4.
In the absence of interactions, such dynamics generate
particles that execute persistent random walks. We have
performed some preliminary simulations indicating that
the dynamics in dense active crowd simulations with ro-
tational noise are remarkably similar to those presented
here for systems translational noise, especially when the
noise magnitude is not too large. This suggests that our
methods may be used to analyze systems with finite per-
sistence times, which provides an interesting avenue for
future work.

Given our observation that linear-response-based
structural indicators fail in systems with strong pressure
gradients, an obvious next question is how to formulate a
better-performing predictive framework. In a number of
recent works, a class of novel non-linear-response-based
structural indicators have been constructed that address
many of the shortcomings of simple linear-response-based
metrics [4, 24, 25, 68-70]. Namely, these so-called nonlin-
ear plastic modes (NPMs) and their approximations have
been shown to be robust representations of QLMs, the
microstructural entities that control rearrangements in
disordered solids. Importantly, these methods can quan-
tify the asymmetry of the energy landscape. Thus, even
if a mode has very high curvature — so that the mode does
not appear in the low-frequency harmonic spectrum — it
can still have a low energy barrier provided the mode is
highly asymmetric.

Therefore, NPMs are a very promising future av-
enue for constructing a non-linear-response-based struc-
tural metric that successfully predicts rearrangements
in systems with gradients in interaction pressure. As
we detail in Appendix D, a simple scaling argument
can be constructed which suggests that the stiffness
of rearrangement-inducing excitations (QLMs), increases
quickly with local pressure. This provides a potential
explanation as to why vibrability derived from the aug-
mented Hessian is not sensitive to QLMs that exist in
the interior of our active packings, and highlights why
NPMs are promising. Alternate methods for comput-
ing structural indicators could include machine learning
approaches, where it will be important to determine how
best to handle the strong gradients in pressure during the
supervised learning phase. Overall, our work has eluci-
dated that structural indicators for systems with pressure
gradients should not be based on linear response alone.
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APPENDICES
Appendix A: Model details

The equations of motion described above for the dy-
namics of our self propelled particle model in the limit of
infinite persistence and in the presence of translational
noise (Egs. 1 and 3) were integrated using the velocity
Verlet method. To ensure numerical stability, during the
formation of static reference configurations (in the ab-
sence of noise), we used a variable timestep proportional
to the maximum unbalanced force in the system. These
static simulations were run until the maximum unbal-
anced force reached a threshold of |Fynpatanced| < 1075.
In the noisy simulations, random numbers were drawn
from a Gaussian with zero mean and unit variance, and
rescaled by the variance of the noise, proportional to
o/ dt where dt = 1073 is the simulation time step, which
was held constant [71, 72]. See the description of the 1D
toy model below for a description of how this time step
was chosen. In both static and dynamic simulations, par-
ticles whose positions were very close (within the preci-
sion of the simulation) to the central point of attraction
were pinned to that location to prevent trivial fluctuat-
ing dynamics and numerical instability in the case of the
static simulations. The simulation was implemented in
Python, and just-in-time compiled with Numba [73] to
increase performance.

Appendix B: 1D toy model

In this appendix, we closely examine the one dimen-
sional toy model mentioned in the main text which we
use to pick appropriate simulation parameters and make
general predictions about the structural features of our



static packings. The model consists of a one-dimensional
packing of N monodisperse particles with radius R and
self-propulsion velocity vyg. The Oth particle is fixed at
the origin, and the other particles lie in the positive half
of the number line and are governed by the equation of
motion &; = & Z mt — vg. Similarly to our full model,

the force between two overlapping particles, F;‘}t, is given
by Fnt = —%0% with ¢ (z;;) = E(1 - 34)°

Tij = |mj —x;| is the distance between the particle centers
and a = 2.5 for Hertzian soft spheres. Using the condi-
tion for force balance in the system, that the interpar-
ticle forces must cancel the (cumulative) self-propulsion
forces, we obtain an expression for the force F/™ ; be-
tween two adjacent particles:

where

EP  =Tu(N — ). (B1)
This expression also highlights that y, the distance from
the exterior of the packing to a particle’s center, is a nat-
ural variable in which to express structural and dynamic
gradients of the system.

We will first estimate the maximum overlap in this toy
system to identify an appropriate choice for the simula-
tion parameter k. By setting ¢ = 1 and taking N to be
large, we can approximate the maximum overlap v; ; =

1— 4 in the 1D packing, as Fi"f = %= (70,1)

2R
- _1
2RTvoN \ ° 7'
Y0,1 = T

implies that

For a packing of crystalline monodisperse spheres of ra-
dius R in 2D, the packing fraction ¢ can be estimated for
v < 0.5 via ¢ = ;—ﬂﬁ Applying the estimate for
Y0,1 to a circular packing in 2D, we first assume that ra-

o=l ~ TugN

(B2)

dius of such a packing is approximately 2NR. N is again
the number of particles in an analogous 1D packing rep-
resenting a radial slice of the 2D system. Thus, the area
of the 2D packing is A ~ 4rN2R?. We can also approxi-
mate the 2D packing area by A ~ NmR2 where N is the
total number of particles in the system. Equating these,
we obtain N ~ g and yp,1 & (FRUO\F) a—1. Using this
relation for the overlap and the above approximation of
the packing fraction, we choose k such that the maxi-
mum packing fraction in the center of the largest system,
N = 4096, does not exceed ~ 1.3, yielding k ~ 1500. We
note here that the above arguments suggest that vV NR
is a good approximation for the overall radius of our 2D
packings, which motivates the definitions of the rescaled
variables ¥, II, and 52¢.

Next, using the above expressions, we can compute
II; = Fi_1, z;;—1 as a function of ¢, which corresponds
approximately to individual contributions to interaction
pressure as a function of distance from the exterior of the
packing in this toy model. Using Eqgs. B1 and B2 (slightly
modified to express the overlap as a general function of
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FIG. 8. Toy-model analog to Fig. 9 below. II, the ap-

proximated interaction pressure, is shown as a function of .

. 7o I
In the inset, II and x are rescaled to Il = TooV N (R and
X = ﬁ according to Eq. B4, showing a collapse close to

the free boundary of the system. The color map is the same
as that of Fig. 2 in the main text.

i), we have:

IL =F_ 1,71, =

2RTvy(N — 1) 1—<W>a_l . (B3)

Considering simple geometric arguments to transform
this into a function of y, we finally obtain:

II(x) = 'vox (1 _ <F?;€0X)“11> .

This function is plotted for a realistic range in x and for
appropriate parameter choices in Fig. 8. For direct com-
parison to our simulation data, Fig. 9 shows II (II) as a
function of x (x) for the same ensemble of simulations as
Fig. 2 in the main text. Clearly, the toy model (including
the relevant rescaled variables ¥, II, and 2¢) succeeds
in capturing the behavior of the static packings produced
in our full 2D model.

The definition of IT in Eq. B4 above differs from Eq. 8
for o} by a factor of the Voronoi volume V associated
with a given particle. Since o{.{ is an intensive variable
commonly examined in literature studying jammed pack-
ings and active systems, we focus on it primarily in the
main text, despite the simplicity of II in our toy model.
Thus, here, we estimate particle Voronoi volume in the
framework of our 1D toy model by examining typical in-
terparticle distances x;_1 ;. We obtain:

()7 0]

(B5)

(B4)

Vx) = (R)
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FIG. 9.  Simulation data corresponding to the toy-model

prediction depicted in Fig. 8 above. Color map as in Fig. 2
in the main text. II, the approximated interaction pressure,
is shown as a function of x. The inset shows the rescaled
approximate pressure Il as a function of ¥.

The full estimate for the interaction pressure ¢ in our
1D toy model is thus given by the quotient of Eqs. B4
and B5. This expression for V' suggests that in our sys-
tems, the Voronoi volume associated with a particle de-
creases monotonically with x for all N and vy. Further,
larger packings achieve smaller overall values of V' (due
to increased particle density) as Y — 1. Thus, ¢ grows
with N near y = 1 faster than IT does. This trend can be
seen in Fig. 10, where we show o(x) and &(¥) computed
in our toy model, in direct comparison to Fig. 2 in the
main text.

16 F =
0.20 center s’
0.15 | »7
i)
0.10 7’
12 Pid
0.05 P
/ | | | /
03 06 09,7
81 X 7
b / ’ \
7’ -
7’ -
’ -
4 = - -
boundary s - ——
= el - -
. - - —
0Lt 1 L I !
20 40 60 80
X
FIG. 10. Toy-model analog to Fig. 2 in the main text.
o, the interaction pressure, is shown as a function of x. In
the inset, 0 and x are rescaled to ¢ = Too vV (E and ¥ =
ﬁ according to Eq. B4, showing a collapse close to the

free boundary of the system.

Last, we choose a stable simulation time step by con-
sidering the maximum force generated between two par-
ticles in one timestep. In our toy model of monodisperse
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spheres in one dimension, if the Oth particle and 1st par-
ticle satisfy zg;1 = 2R at time ¢, the largest amount of
overlap that can be generated via particle 1’s self propul-
sion at time ¢ + dt is given by ”ggt. Thus, if we demand
that the corresponding force generated by this overlap
be less than some multiple € of the self-propulsion force,
we obtain an inequality for the simulation time step,
dt < (%)1/(0‘*1)(%). For our choice of simula-
tion parameters and € ~ 1%, this gives a timestep of
dt ~1073.

Appendix C: Augmented Hessian

As discussed in the main text, a key result of our work
is the formulation of the augmented Hessian framework.
By exactly mapping directed self propulsion in our static
packings to an external potential, we account for the con-
tributions of active forces to the energy of the system. We
compute M,y from this total potential energy, and ex-
amine the corresponding soft modes. In this appendix,
we compute the augmented Hessian for a general external
potential.

Consider the total potential energy of the system, given
by U(X) = Upnt (X )+Uext (X) as described above. Taking
the second derivative of U with respect to two degrees of
freedom z;, and x5 (with Latin indices corresponding to
particles and Greek indices corresponding to spatial co-
ordinates), we obtain a general expression for an element
of the augmented Hessian.

*U
83:1-(18%-5 n
Z[a¢int 0%rij .
<ij> Orij 0zia0z;s

Maug,ijaﬁ =

O iny Oryj Oryj L
827’1‘]' 8xm 8£Ej5

a2¢ext
> |5 Gkibyadkidyp | (C1
[amkwaxk)\ kiVvaCky %3] (C )

k,v,A

where Uiy = Y (i) ®int(ri5) 1S a sum over energies of in-
teracting pairs and Uext = Y _; Gext(Try) is @ sum over
external potential energies of individual particles. Given
the form of the second term of this equation, it is clear
that the external potential only has nonzero contribu-
tions to the augmented Hessian on the block diagonal
terms of the matrix.

Appendix D: QLM stiffness scaling relation

To provide intuition for the utility of NPMs in future
work that seeks to identify localized instabilities in disor-
dered and active packings with unique structural features
such as pressure gradients and free boundaries, we formu-
late a scaling relation for the stiffnesses associated with



quasi-localised excitations (QLMSs) in systems with vary-
ing homogeneous pressure based off of a body of work
that studies the micromechanics of computer glasses. In
Ref. 70, Gartner et. al. define Kz = M : ZZ ~ w2, the
stiffness associated with the mode 2. Next, in Refs. 74
and 75, the authors examined local deformations in
model glasses and identified a characteristic energy scale
associated with quasi-localized excitations, which can be
given by wqrm ~ wg ~ E— where £, is a glassy length
scale and cg is the shear wave speed that scales with
the overall pressure p of jammed packings as ¢, ~ p'/%.
Last, through examining sample-to-sample fluctuations
in the shear moduli of computer glasses with short-range
attractive potentials, Gonzalez-Lépez et. al. showed in
Ref. 76 that the length scale §, changes with pressure as
Eg ~ p~ /24 where d is the number of spatial dimensions
of the glass.

Combining the above, we finally obtain a scaling pre-
diction for wqrm with pressure, wqrm ~ p(d+2)/4d. Thus,
kqum ~ p for QLMs in 2D systems with homogeneous
pressure. Taken in the context of our results above which
suggest that this type of localized instability is difficult to
identify in the harmonic approximation for systems with
strong pressure gradients, we expect that rearrangements
could be more effectively predicted in future studies by
searching for modes with very high asymmetry in the po-
tential energy landscape that may be quite stiff relative
to typical soft modes. In passing, we note that numerical
studies investigating the vibrational modes of glasses ap-
proaching the unjamming transition have predicted that
the density of QLMs decreases sharply with increasing
overall pressure [77].

Now, we use this scaling relation for wqrm to formu-
late the prediction for the plateau vibrabilities shown in
Fig. 4. Recall Eq. 9 above for the vibrability. Given
the spatial features of QLMs, namely that they feature
large polarization vectors on a small number of particles,
we conclude that the squared polarization magnitudes in
the sum for vibrability are of order one for QLMs. Thus,
contributions to vibrability by QLMs are dominated by
their inverse squared frequencies. Since we showed above
that wqrm ~ p1/2 in 2D, we conclude that ¥qrnm ~ p~ L.
Using Eq. B4 as an estimation of the local pressure, we
compute Wqrn for the appropriate parameters in our
model when ¥ ~ 1. Since low-frequency, wave-like vi-
brational modes decay quickly in magnitude away from
the exterior of our packings (see Fig. 3 and Appendix E
below), it is likely that Uqrm is the most dominant con-
tribution to vibrability in the interior. Note that this
prediction is thus not valid for small .

Appendix E: Mode analysis

Similarly to the analysis of Sussman et. al. in Ref. 37,
in this appendix, we study the spatial characteristics of
low-frequency vibrational modes of the augmented Hes-
sian. Fig. 11 shows the mean squared vibrational mag-
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FIG. 11. Spatial decay of vibrational magnitudes as a func-

tion of disatance from the exterior x for systems with vo = 0.5
and varying system size. Color map is similar to that of Fig. 2.
The black dashed lines show (|4|?) ~ x~* as a guide to the
eye.

nitude as a function of x for systems with vg = 0.5 and
N € {256,512,1024,2048,4096}. The average was taken
over modes with w < 0.4 and over simulation duplicates.
The results for systems with vg = 0.25,1.0 are very simi-
lar. Contrasting the results of Ref. 37, we do not observe
an exponential decay in the vibrational magnitude for
any of the systems we examined. Rather, it appears that
there is a plateau in |1§ |2 for small x < 4.5, followed by a

<|1E|2> ~ x~! power law decay. Further, we can identify
a lengthscale y* associated with the onset of this x ™!
scaling. For the ensemble of vibrational modes studied
here, x* € (2.0,4.5) and increases monotonically with N.
This analysis is consistent with the results we presented
above for the vibrability of our packings, which reaches
a plateau for large x.

Appendix F: Higher-order interactions and role of
large particle overlaps

In Figs. 4ac of the main text, it is clear that our pre-
diction for the dominant contribution to vibrability near
the center of the packings, ¥qr.m, deviates from the mea-
sured vibrability plateau values, Wpia¢, for systems with
large values of N and vg. In this appendix, we study
systems with a higher value of inter-particle interaction
stiffness than the one shown in the main text. We expect
that a higher value of stiffness k£ will suppress the mag-
nitude of overlaps and higher-order interactions, where
more than two particles overlap each other. As these
features are inherently present in two-dimensional pack-
ings and absent in our one-dimensional toy model for
interaction pressure, we hypothesize that these effects
contribute to disagreement with our scaling prediction
and that increasing k will therefore reduce the observed
deviations.
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FIG. 12.  Figs. 4ac of the main text reproduced with ad-
ditional rescaled vibrability data from a small (5-duplicate)
ensemble of systems with N = 4096, vo = 0.5, and k£ = 3000.
The original k£ = 1500 data (dashed) has the same color map
as in Fig. 4a, and the additional k& = 3000 data (solid) is
plotted in different shades of red corresponding to vg values
ranging from 0.25 (light, bottom) to 1.0 (dark, top). The
data in the inset has a similar color map, where star markers
correspond to the £ = 3000 data.
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Fig. 12 shows the mean vibrability rescaled by ¥qrm
(see the main text and Appendix D above for details) as
a function of x for the ensemble of (k = 1500) packings
discussed in the main text (dashed lines) as well as a
small ensemble with N = 4096, vy € {0.25,0.5,1.0}, and
k = 3000 (solid lines) illustrating a better approximate
collapse for large X. The inset to Fig. 12 shows W u¢
vs. Uqrm for the same expanded dataset, confirming that
indeed deviations from the scaling prediction are smaller
in the systems with larger k.
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