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1. Introduction

We will mainly use the notation and terminologies from West [12]. Graphs in this paper are simple unless otherwise
specified. Let G be a graph. We use V (G) and E(G) to denote the vertex set and the edge set of G, respectively. The degree
of vertex v in a graph G, written d¢(v), is the number of edges incident to v in G. The maximum degree and minimum
degree of G are denoted by A(G) and §(G), respectively.

A graph is a linear forest if each of its components is a path. The linear arboricity of a graph G, denoted by la(G), is
the least number of linear forests needed to partition the edge set of G. In 1981, Akiyama, Exoo, and Harary [1] made the
following conjecture, commonly referred to as the linear arboricity conjecture (LAC).

Conjecture 1.1. For every graph G, la(G) < [2G*+17,
It is noteworthy that la(G) > r#} for any graph G because the maximum degree of a path is at most 2. In addition,
la(G) > f%] for some graphs G; for example, regular graphs with even degree because for any linear forest partition

* Corresponding author at: Department of Mathematics and Statistics, Georgia State University, Atlanta, GA 30303, USA.
E-mail addresses: gchen@gsu.edu (G. Chen), yhao4@student.gsu.edu (Y. Hao).
1 Partially supported by NSF grant DMS-1855716.

https://doi.org/10.1016/j.disc.2021.112434
0012-365X/© 2021 Elsevier B.V. All rights reserved.


https://doi.org/10.1016/j.disc.2021.112434
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/disc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.disc.2021.112434&domain=pdf
mailto:gchen@gsu.edu
mailto:yhao4@student.gsu.edu
https://doi.org/10.1016/j.disc.2021.112434

G. Chen and Y. Hao Discrete Mathematics 344 (2021) 112434

F of E(G), there is a vertex v € V(G) such that v is an end-vertex of a path belonging to F. Recall that an edge-coloring
of a graph is actually a partition of edges into matchings, and a matching can be viewed as a linear forest whose each
component is an edge. Therefore, the above conjecture can be viewed as an analogue to Vizing’s theorem. Alon [2] in 1988
showed that LAC is asymptotically correct as A — oo. In the same paper, he also proved that LAC holds for graphs G with
girth Q(A(G)). The bound was subsequently improved by Alon and Spencer [3] in 1992, and by Ferber, Fox and Jain [7] in
2020. LAC was verified for planar graphs G with A(G) # 7 by Wu [13] in 1991 and for planar graphs G with A(G) =7 by
Wu and Wu [14] in 2008. McDiarmid and Reed [10] confirmed the conjecture for random regular graphs with fixed degree.
Glock, Kithn and Osthus [8] showed that, for p € (0, 1), a.a.s. the random graph G ~ G, , can be decomposed into [#]
linear forests.

Erdoés asked what is the minimum number of paths into which the edge set of a connected graph of order n can be
partitioned. Gallai conjectured that this number is [%1. (See [4,9].) Lovasz [9] confirmed Gallai’s conjecture for graphs with
at most one even degree vertex. More specifically, Lovasz proved the following result.

Theorem 1.2. For any graph G, E(G) can be partitioned into paths with the following two properties.

e For each odd degree vertex v, there is exactly one of these paths containing v as an end-vertex, and
o For each even degree vertex v, there are at most two of these paths containing v as an end-vertex.

We call an edge set partition of a graph satisfying the above two properties a Lovdsz’s path partition. Pyber [11] and
Fan [6], as well as some others, improved Lovasz’s result. Inspired by LAC and Lovasz’s path partition theorem, we give the
following definition.

Definition 1.3. For a graph G with maximum degree A(G), a partition F := Fq|---|Fj of E(G) is called an exact linear forest
partition of G if each F; induces a linear forest, k < [%], and every vertex v € V(G) is on at most [‘k("%] non-trivial
paths belonging to F.

It is worth noting that if G has an exact linear forest partition F, then it gives both LAC and a Lovdsz’s path partition:
Clearly, the exact linear forest partition of G is also a linear forest partition of G and la(G) =k < [%]. Hence, LAC
holds for G. For any vertex v € V(G), let p be the number of paths in F containing v and q be the number of paths
in F containing v as an end-vertex. Since G has an exact linear forest partition F, we have p < [dc("%}. If dg(v) is
odd, then p < dc("% and ¢ > 1. Since dg(v) =q+2(p—q) =2p—q<2- dG("% —q=d¢(v)+1—gq, we have g <1,
and so g = 1. Therefore, G has the first property in Theorem 1.2. If dg(v) is even, then p < ‘15("% and q > 0. Since
de(W)=q+2(p—q =2p—q=<2- ‘15("% —q=dg(v) +2 —q, we have q < 2. Hence, G has the second property in
Theorem 1.2. Consequently, G has a Lovasz's path partition.

A graph G is k-degenerate if every induced subgraph H has a vertex v with dy(v) <k.

Theorem 1.4. If G is a 2-degenerate graph, then G has an exact linear forest partition.

We believe that the above theorem can be extended to k-degenerate graph for small k, such as k = 3, 4, 5. For a given k,
we guess that there is a positive number K such that every k-degenerate graph G with A(G) > K has an exact linear forest
partition. With Yu, we [5] recently proved that LAC holds for k-degenerate graph G with A(G) > 2k® — 2k.

A graph H is said to be a minor of a graph G if a copy of H can be obtained from G by deleting and/or contracting
edges of G. Furthermore, a graph is called series-parallel if it has no K4 as a minor. It is well-known that every graph with
minimum degree § > 3 contains K4 as a minor. Thus, every series-parallel graph is 2-degenerate, which in turn gives that
every series-parallel graph has an exact linear forest partition.

A graph G is an outerplanar graph if and only if neither K4 nor K 3 is a minor of G. Hence, every outerplanar graph is a
series-parallel graph, and so each outerplanar graph has an exact linear forest partition.

An H-subdivision (or subdivision of H) is a graph obtained from H by replacing edges with pairwise internally disjoint
paths. Clearly, given a graph G, if the vertices with degree at least three form an independent set, then G is 2-degenerate.
Hence, each subdivision of a graph has an exact linear forest partition provided each edge of the original graph is subdivided
at least once.

Fix 0 < p < 1. Let G p denote a random graph on a set of n vertices such that each possible edge occurs independently
with probability p. Given a probability space, a property is said to hold asymptotically almost surely (a.a.s) if over a sequence
of sets, the probability converges to 1. The following result shows that almost all dense graphs have an exact linear forest
partition.

Theorem 1.5. Let p € (0, 1) be a constant. If G ~ Gy, then a.a.s. G has an exact linear forest partition.

We make a rough guess that every graph might have an exact linear forest partition. In the remainder of this paper, we
will give the proof of Theorem 1.4 in Section 2 and Theorem 1.5 in Section 3.
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2. Theorem 1.4

A family G of graphs is said to be monotonic decreasing if G € G and H C G, then H € G. Let G be a monotonically
decreasing family of graphs. We call a graph G € G a minimal counterexample to the exact linear forest partition if G does
not have an exact linear forest partition, but every proper subgraph of G in G has one. With this, we state the following
technical result, which gives Theorem 1.4.

Theorem 2.1. Let G be a monotonic decreasing family of graphs. If G € G is a minimal counterexample to the exact linear forest
partition, then G is 2-connected and §(G) > 3.

Proof. We first claim that G is connected. Suppose on the contrary that G is disconnected. Since G is the minimal coun-
terexample, each of its components has an exact linear forest partition, which in turn gives a desired partition of E(G),
contradicting that G is a counterexample. The remainder of the proof is divided into two claims.

Claim 1. G is 2-connected.

Suppose the contrary: G has a cut-vertex v. We can assume G := G1UG; such that V(G1)NV(Gy) ={v}, E(G1)NE(Gy) =
¢ and E(G) = E(G1) U E(G>). Since G is a monotonic decreasing family of graphs, we have G1, G, € G. Since G is a minimal
counterexample, for 1 <i <2, G; has an exact linear forest partition Fi := F§| e |F,’;I_ such that k; < [%] and each

‘16"(#1 paths belonging to J'. Clearly, k; < [2G*17,

vertex u € V(G;) is on at most |

Let d = dg(v), di = dg, (v), and da = dg, (v). Clearly, d = d; + d>. Let k= [29F] For 1 <i <2, let ' :=F}|---|F]
be a new partition of E(G;) obtained from Fi by adding some empty sets and relabeling them if necessary such that
I(v) U ](v) c{1,. [‘”11} and |I(v) U ](v)| is maximum, where I(v) {j: dF1 (v) > 0} and ](v) {j: dFj;(v) > 0}.

Clearly, |I(v)| < (‘“T“] < (d%]] and |](v)| < (dZT“] < [d%]]. Let’s consider the two cases as follows.

Case 1.1. Both d; and d; are odd.

In this case, [1H17 4 (%2817 = 9419 and so [T(v)[+[T(v)| < [95217 + 19217 = 14417, Since [T(v) U (v)| is maximized,
we have [I(v)NJ(v)| =0. Let F; = F} u ﬁiz for all i such that 1 <i <k. Since [I(v)NJ(v)| =0, if v is on a path in ?,.1 then
it is not on any path in fiz, and vice versa, which in turn gives that each F; is a linear forest. So F := Fq|---|Fy is a linear
forest partition of E(G). Obviously, k < f%]. Since |7(v) u 7(v)| < (d%]l, vertex v is on at most [d%i] = [dc("%]

4, (;)H} = [9W+17 paths belonging to F.

paths belonging to F. For any vertex x € V(G) other than v, x is on at most [
Therefore, F is an exact linear forest partition of E(G), giving a contradiction.
Case 1.2. At least one of di and d; is even. _ N N N
In this case, (917 + rdzl—+11 =917 41, and so [T(v)| + [T)| < M98 + 12717 = 19517 4 1. Since [T(v) UT(v)] is
maximized, we have |[I(v) N J(v)| < 1. Moreover, the equalities hold if and only if

2+1

and [J(v)| =T

1. (M

- If |7(~v) N 7(v)| =0, similarly to the case 1, we then can construct an exact linear forest partitionNOf E(G). So we assume
[I(v) N J(v)| = 1. In this case, we have (1). Let 1(v) ={i :dp(v) =1}, L(v) ={i :dp(v) =2}, 1(v) ={i :dp2(v) =1}

and 72(\/) ={i 'd;z(v) = 2}. We claim 71(v) # {}, which is clearly true if d; is odd. If d; is even and 71 (v) = ¢, then

[d1+11 |I(v)| = |Iz(v)| = [d11 [d1+11 1, giving a contradiction. Similarly, we have 71(\/) # 0. Relabeling the indices in
T(v) and ](v) if necessary such that Tiv)NT1(v) #0,say 1€ Ti(v)NTJ1(v). We then have {1} =Ty (v)NT1(v) =T(v)NJ(v)
because of |I(v) N ](v)| =1.

For 1 <i <2, let P; be a path in F; containing v. Since 1 eTl(v), vertex v is an end-vertex of Py. Similarly, vertex v is
an end-vertex of P. Then, P = P1 U P is a path. Let F1 = (F]\{P1}) U (F?\{P2}) U{P} and F; = F] UF? for i > 2. Thus F:
= F1l---|Fy is a linear forest partition of E(G) with k < [+ Since [T(v) UT (V)| = TW)|+ [T (V)| -1 = [41] = [4eHq,
vertex v is on (dGZ‘HW paths belonging to F, and for any vertex x € V(G) other than v, x is on at most [dc"(+)+1] = rddx%]
paths belonging to F. Hence, F is an exact linear forest partition of E(G), giving a contradiction.

Claim 2. §(G) > 3.

Suppose the contrary: there exists a vertex v € V(G) such that dg(v) = 2. Let u, w be the two neighbors of v and
let H=G — vw. Since G is a monotonic decreasing family of graphs, we have H € G. Given the assumption that G is a
minimal counterexample to the exact linear forest partition, E(H) has an exact linear forest partition F := Fq|---|Fj such
that k < [AW*1] < 1AQH1 and for each x € V(H), |1(x)| < [ PFL7, where I(x) = {i : df,(x) > 0 and 1 <i <k}. Adding
some empty sets to the partition F if necessary such that k = [%1. Since w € V(H), we have |I(w)| < [dH(WT)“] =
hegt] < reatg.

We first assume that |[[(w)| < [dC(W%] — 1. So |I(w)| < k. Without loss of generality, we assume that 1 ¢ I(w), i.e,,
dr,(w) =0. If dr, (v) =0, then let Ff = Fq U {vw}. If df, (v) =1, then there exists a path P belonging to F1 such that
v is an end-vertex of P. Let P* be a path obtained by adding edge vw in P. Let Fj = (F1\{P}) U {P*} and F; = F; for
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i€{2,...,k}. Since dr,(w) =0, F] is a linear forest. Therefore, 7* := F{|---|F} is also a linear forest partition of E(G)
with k < [%]. Moreover, vertex v is on at most 2 = [‘15("%1 paths belonging to F*, vertex w is on |[I(w)|+ 1 <
((‘15(""%1 -D+1= f%} paths belonging to F*, and any other vertex x is on at most (%1 = (‘15("%] paths
belonging to F*. So, F7* is an exact linear forest partition of E(G), giving a contradiction.

We now assume that |[[(w)| = [dG(W%W. Recall |I(w)| < f%} = [@]. In this case, dg(w) is odd, i.e., dy(w) is
even. Let Iy (w) = {i : dp;(w) =1} and Io(w) = {i : df,(w) = 2}. Clearly, I(w) = I1(w) U Io(w).

We first claim |I;(w)| > 1. Otherwise, we have [dc(""%] =|Iw)| =|L(w)| = w = ‘16(""%, giving a contradiction.
Further, we claim |I;(w)| > 2. If |[{(w)| =1, then dy(w) = |I1(w)| 4+ 2|I2(w)] is odd, giving a contradiction. So |I1(w)| > 2
and |I{(w)]| is even.

Since |I1(w)| > 2 and |I(v)| =dy(v) =1, we assume without loss of generality that I(v) = {1} and 2 € I;(w)\I(v). Let
P be a path in F, containing w as an end-vertex and P* = P U {vw} be a path obtained by adding the edge vw in P. Let
F3 = (F2\{P}) U{P*} and F} = F; for each i # 2. Let F* := F}|---|F}. Clearly, 7* is a linear forest partition of E(G) with
k< (%]. Moreover, vertex v is on two paths belonging to F*, vertex w is on [dG(WT)“] paths belonging to F*, and
any other vertex x is on [I(X)| < rd”("%1 = [CIC("%W paths belonging to F*. So, F* is an exact linear forest partition of
E(G), giving a contradiction. O

3. Theorem 1.5

Glock, Kiihn, and Osthus [8] proved the following optimal decomposition results for random graphs.

Theorem 3.1. Let p € (0, 1) be a constant and let G ~ Gy . Let odd(G) be the number of odd degree vertices in G. The following a.a.s.
hold:

(i) G can be decomposed into f%] cycles and a matching of size odd(G)/2.

(ii) G can be decomposed into max{odd(G)/2, (#1} paths.
(iii) G can be decomposed into [ A(G)/2] linear forests.

Our proof of Theorem 1.5 is inspired by the proof of Theorem 3.1. In the next subsection, we will state some additional
notation and preliminary results given in [8].

3.1. Notation and preliminary results

Let G be a multigraph or digraph. Denote by V(G) and E(G) the vertex set and the edge set of G, respectively. Given
U C V(G), let G — U be the graph obtained by deleting vertices in U from G, and G[U] be the subgraph of G induced by U.
If F C E(G), then let G\F be the graph obtained by removing all edges in F from G, and G U F denote the graph obtained
by adding the edges in F to G.

Let &, p € (0,1) and eg(S, T) be the number of edges in G between disjoint S, T € V(G). A graph G of order n is said to
be lower-(p, €)-regular if we have

ec(S, T)=(p—¢&)-|S[-IT]
for all disjoint S, T C V(G) with |S|, |T| > en.

Proposition 3.2. [Lemma 3.5 in [8]] Let &, p € (0, 1) be constant. The following hold a.a.s. for the random graph G ~ G p:

(i) A(G) —48(G) <4, /nlogn,
(ii) G islower-(p, €)-regular,
(iii) G has a unique vertex of maximum degree.

Proposition 3.3. [Proposition 3.1. in [8]] Let 0 < 1/ng K &, p < 1, and let G be a lower-(p, &)-regular (di- )graph on n > ng vertices.
Then the following hold:

(i) If G’ is obtained from G by adding a new vertex w and arbitrary edges at w, then G’ is lower-(p, 2¢)-regular.
(i) Let H be a graph on V (G) such that A(H) < nn. Let &’ := max({2¢, 2,/17}. Then G\H is lower-(p, &’)-regular.
(iii) IfU <€ V(G) has size at least Bn, then G[U] is lower-(p, &/ B)-regular.

A graph G is Eulerian if and only if it is connected and its vertices all have even degree. A digraph G is Eulerian if it has
a closed trial containing all edges of G.



G. Chen and Y. Hao Discrete Mathematics 344 (2021) 112434

Proposition 3.4. [Lemma 3.12 in [8]] Let 0 < 1/np K € K p,a < 1. Suppose that G is an Eulerian graph on n > ng vertices.
Assume further that G is lower-(p, &)-regular and §(G) > an. Then there exists an orientation G’ of G such that G’ is Eulerian and
lower-(p/4, €)-regular.

Let G be a (di-)graph and let M = {x1y1,...,Xnym} be a matching in the complete graph on V (G) such that d¢(x;) <
dg(y;) for all i € {1,...,m}. We say that a subgraph F C G is consistent with M if for all i € {1,...,m}, x; € V(F) implies
yi € V(F).

Theorem 3.5. [Theorem 4.1 in [8]] Let 0 < 1/ng < 1, &€ < p < 1 be such £ < n. Suppose that G is a lower-(p, &)-regular digraph
on n > ng vertices. Moreover, assume that G is Eulerian and A(G) — 8(G) < nn. Let M be any matching in the complete graph on
V(G). Then G can be decomposed into A(Q cycles which are consistent with M.

Corollary 3.6. [Corollary 4.2 in [8]] Let 0 < 1/ng < 17, € < p < 1. Suppose that G is a lower-(p, &)-regular graph on n > nq vertices.
Moreover, assume that A(G) — 8(G) < nn and that G is Eulerian. Let M be any matching in the complete graph on V (G). Then G can
be decomposed into A(G) cycles which are consistent with M.

3.2. Proof of Theorem 1.5

We will prove the following result which by Proposition 3.2 in turn gives Theorem 1.5.

Theorem 3.7. Let 0 < 1/ng < 1, & K p < 1. Suppose that G is a lower-(p, €)-regular graph on n vertices. If n > ng and A(G) —
8(G) < nn, then G has an exact linear forest partition.

Proof. Denote by W = {x1, y1,x2, ¥2, ..., Xm, Yym} the set of odd degree vertices in G. We assume without loss of generality
that d¢ (x;) <dg(y;) for i € {1,...,m}. The proof is divided into two cases according to whether |W| > A(G).

Case 1. [W|> A(G).

Let H be the graph obtained from G by the following two steps: (1). Add a new vertex z and edges between z and every
vertex in [#] pairs {x;, y;} of W withie{1,..., [%1}; (2). In the remaining m — [ ] pairs, let M ={x;y;i : xjyi €
E(G)} and M* = {x;y; : Xiyi € E(G°)}, where G° is the complement of G. Remove M from the graph and add M*.

Clearly, H is Eulerian, A(H) < A(G) + 1 and 8(H) > §(G) — 1. Hence, A(H) — §(H) < A(G) — §(G) + 2, which in turn
implies that H is lower-(p, 4¢)-regular by Proposition 3.3 (i) and (ii). By Corollary 3.6, we obtain a cycle partition C :=
Ci|---|Ck of H with k= #, which are consistent with M.

Note that dy(z) =2 - [@1. We claim that dy(z) = A(H). For any vertex v € V(G), we have dy(v) <dg(v) +1<
A(G) + 1. If A(G) is odd, then dy(z) = A(G) + 1, and so dy(z) = A(H). If A(G) is even, then v € V(G)\W for any vertex
v € V(G) with dg(v) = A(G). So dy(v) =d¢c(v) = A(G) =dy(z). Hence, dy(z) = A(H). We now are going to get a linear
forest partition of G in the following three steps.

(1) Remove z in H.

Since dy(z) = A(H), we then have that z is contained in each of # = [%G)] cycles of C. Therefore, we obtain
a path partition P := Pq|---|Py of (G\M) U M*, i.e.,, H— z, where P; =C; —z and k = f#]. Clearly, every vertex in
{X1, ¥1,..., Xk, Y} becomes end-vertex of some path P; in P.

(2) Remove edges of M* one by one from (G\M) U M*.

For each path P, if E(P;) N M* # ¢, then we let Ff = P;\M*; if E(P;) N M* =, then we let F; = P;. Obviously, F{ is
a linear forest for i € {1, ...,k}. Hence, we obtain a linear forest partition J* := F{|---|F; of G\M. Clearly, every vertex in
pair {x;, y;} with xjyj e M* for je{k+1,...,m} becomes an end-vertex of some path belonging to F*.

(3) Add edges of M one by one from G\M.

For any edge x;y; € M, since x;y; € E(G), we have dg\m(yi) =du(yi) =dc(yi) — 1 < A(G). Since y;z ¢ E(H) and y; ¢
V (M*), operations in (1) and (2) do not affect y;. Thus, y; is not a leaf in any F}* for je{1,...,k}. Therefore, there exists
some j € {1,...,k} such that dF;s(yi) =0, and so y; ¢ V(Cj). Since cycle C;j is consistent with M, we have x; ¢ V(C)),
which in turn shows that dij (x;) = 0. Hence, F;‘ U {x;yi} is also a linear forest. Let Fj = F;‘ U{xiyi} and F, = F; for £ # j.
In the same fashion, we add all edges of M to get G. Thus, we obtain a linear forest partition F := Fq|---|Fy of G, where
k= [#1. Moreover, only the vertices in pair {x;, y;} with x;y; € M fori € {k+1,...,m} become end-vertices of new paths
(i.e., x;yi) belonging to F;.

We now show that each vertex v € V(G) is on at most [ 1 nontrivial paths in /. Note that only the vertices in W
are the end-vertices of paths belonging to F and each vertex in W is an end-vertex of exactly one path in F. Consequently,
for any vertex v € V(G), if v e W, then v is on exactly 1+ dc("% = [dc“’%] nontrivial paths in F; and if v € V(G)\W,
then v is on exactly dG(V) < [dc("%] nontrivial paths in F. Hence, for each vertex v, v is on at most [dc("%
paths in F, which completes the proof of Case 1.

de(v)+1
2

1 nontrivial



G. Chen and Y. Hao Discrete Mathematics 344 (2021) 112434

Case 2. |[W| < A(G).

Let M = {x;y; : x;¥i € E(G)} and let M* = {x;y; : x;y; € E(G)}. Let H = (G\M) U M*. Clearly, H is Eulerian and
lower-(p, 2¢)-regular. Applying Proposition 3.4, we get an orientation D of H which is Eulerian and lower-(p/4, 2¢)-regular.
Let D* be the digraph obtained from D as follows: Add a new vertex z and connect it to all vertices of W by one edge
according to the following rule. If x;y; € E(D), then remove it and add x;z and zy;. If y;x; € E(D), then remove it and add
yiz and zx;. Else (i.e., x;y; € M), add edge x;y;, yiz and zx;. Note that G is the underlying graph of D* — z. Let’s consider
the following two cases.

Case 2.1. G has a unique vertex vo of maximum degree and A(G) is even.

Let £ = M and U be an ¢-vertex set in V(G)\(W U{vg}). Let D** be the digraph obtained from D* by adding two
edges which are oriented in opposite directions between z and each vertex of U. Clearly, D** is Eulerian.

We claim dp#(z) = A(D**) = A(G). Let u € V(G)\{vo}. If u € V(G)\(W U{vg}), then d¢ (1) < A(G) — 2. Hence, dp=(u) <
dcw) +2 < (A(G) —2)+2=A(G). If ue W, then dg(u) < A(G) — 1, which gives us that dp+(u) =d¢(u) +1 < (A(G) —
1)+ 1= A(G). Note that dpw(2) = |W | +2¢ = |W| +2 - 2l — A(G). Therefore, A(D*) = A(G) = dp=(2).

By Proposition 3.3, D** is lower-(p/4, 8¢)-regular. Applying Theorem 3.5, we can obtain a cycle partition C := Cq|---|Cy
of D**, where k = %**) = #. Since dp+(z) = A(D**) = A(G), we then get that z is contained in each of these #
cycles. Note that G is the underlying graph of D** — z = D* — z. After removing z from each cycle of C, we get a disjoint
path partition P := Pq|---|Py of G with k= #. where P; =C; —z. Let F;=P; fori e {1,...,k}. So, we get a linear forest
partition F := Fq|---|Fy of E(G).

We observe the following facts to show that each vertex v € V(G) is on at most [ 1 paths belonging to F. Only
the vertices in W U U can be an end-vertex of a path belonging to /. Moreover, each vertex in W is an end-vertex of
exactly one of these paths, and each vertex in U (which has even degree) may be end-vertex of 0 or 2 of such paths.
Therefore, for any vertex v € V(G), if v € W, then v is on exactly 1+ dC("T)q = [‘1‘;(”%1 nontrivial paths belonging to
F; if ve U, then v is on at most 2 + CIG("% = [M} nontrivial paths belonging to F; if v € V(G)\{U, W}, then v is
on exactly @ < f%} nontrivial paths belonging to F. Hence, for each vertex v € V(G), v is on at most (‘15("%1
nontrivial paths in F, which completes the proof of Case 2.1.

dg(n)+1
2

Case 2.2. At least two A(G)-vertices in G or A(G) is odd.

Let ¢ = [w] and U be an ¢-vertex set in V(G)\W. Let D** be obtained from D by adding two edges with
opposite orientations between z and each vertex in U. Clearly, D** is Eulerian.

Note that dp=(2) = |W|+2¢ = |W|+2- [2QE=Wly — 5. [ AQ+T ] 'We claim that dp«(2) = A(D*). Let u € V (D**)\(z}
and S ={v:dg(v) = A(G)}. Suppose |S| >1 and A(G) is odd. If u € W, then d¢(u) < A(G). And so dp=(u) =dg(u) +1=<
A(G) + 1. If u € V(G)\W, then dg(u) < A(G) — 1. Hence, dp+(u) < dg(u) +2 < A(G) +1=2 - [2G*1]. suppose |S| > 2
and A(G) is even. If u € W, then d¢(u) < A(G) — 1, which in turn gives dp«(u) =dg(u) +1 < A(G). If u € V(G)\W, then
dg(u) < A(G). Hence, dp+ (1) <dg(u) +2 = A(G) +2 =2 - [29*1]. Therefore, A(D**) =2 [2G*] = dp.(2).

By Proposition 3.3, D** is lower-(p/4, 8¢)-regular. Applying Theorem 3.5, we can obtain a cycle partition C := Cq|---|Cy
of D**, where k = %**) = f%]. Since dp+(z) = A(D**) = A(G), we then get that z is contained in each of these
I—A(Gz)+l

1 cycles and G is the underlying graph of D** — z. Similarly to Case 2.1, we get a linear forest partition F :=

Fq|---|Fg of E(G), where F;=C;j —z and k = f%], and for each vertex v € V(G), v is on at most fdc("%] nontrivial
paths belonging to F, which completes the proof of Case 2.2. O
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