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The puzzle of rapid hydrogen oxidation on Pt (111)

We have known for over 200 years that hydrogen undergoes rapid oxidation to water on
Pt catalysts; yet the reaction mechanism remains unclear. Here, we report high temporal
resolution measurements of the production rate of H>O from hydrogen oxidation
catalysed by a Pt (111) single crystal surface with a known concentration of adsorbed
oxygen atoms and a step density of approximately 0.002 ML. We obtain two rate
constants describing the rise, and fall of the reaction rate between 350 and 470 K and
compare our observations to modern ab initio predictions of the reaction rates in surface
chemistry. Remarkably, a mechanism based on a standard set of elementary reaction steps
with energies and barrier heights obtained from Density Functional Theory (DFT),
predicts a rate that is four orders of magnitude smaller than observed experimentally.
Furthermore, the theoretically predicted reaction rate follows first-order kinetics, whereas
the experimental observations clearly show a second-order reaction. The theoretical
predictions are robust—six different exchange-correlation functionals lead to similar
predictions. We suggest that the reason for these disagreements is that the active sites of
the catalyst and the associated elementary reactions have, so far, not been properly

identified.
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1 Introduction

The catalytic reaction of hydrogen (Hz) and oxygen (O2) on Pt to produce water has an
illustrious history dating back over 200 years to the work of Davy [1] and Dobereiner
[2]. They found that at room temperature, metallic Pt could induce the hydrogen oxidation
reaction and it was so rapid that the Pt sample they used glowed white-hot. Inspired by
this discovery of ‘flame without flint’ and related work in other laboratories, Berzelius
introduced the word catalyst in 1835 to describe ‘substances...able to awaken (chemical)

affinities...by their mere presence...’ [3].



Study of hydrogen oxidation also played an important role in Langmuir’s early
investigations of surface chemical processes. In 1921, he showed, using remarkably
simple experiments involving pressure measurements, that the reaction proceeds via
initial dissociation of H> and O; at the Pt surface, followed by reaction of adsorbed H and
O to form water [4], what we now call the Langmuir-Hinshelwood mechanism.

Because of its chemical simplicity, the catalytic reaction of oxygen and hydrogen
on Pt remains of great interest to this day as an important model system for the study of
heterogeneous catalysis. We now have a wealth of detailed information about this
reaction based on extensive work using greatly improved vacuum technology, sensitive
gas-phase detection techniques, and a host of new tools provided by the emergence of the
field of surface science, and insights gained from theoretical chemistry. Mass
spectrometric and quartz crystal microbalance (QCM) measurements provided
information about reaction rates under steady state and transient titration conditions [5,6].
Information on onset temperatures and barriers came from temperature-programmed
reaction and desorption (TPR, TPD) [6-8]. Molecular beam scattering allowed
measurement of angular and speed distribution of desorbing products, providing clues
about the dynamics of the desorption process [9-11]. Modulating the molecular beams
and using molecular beam relaxation spectroscopy (MBRS) tested kinetic models and
provided experimental values for the reaction barriers and prefactors [10-12,13]. Laser
induced fluorescence (LIF) made it possible to see desorbing OH reaction intermediates
[14,15]. To further probe reaction products and intermediates, surface sensitive
techniques have proven useful, including X-ray and UV photoemission spectroscopy
(XPS, UPS) [16,17], electron energy loss spectroscopy (EELS) [18-20], and secondary
ion mass spectroscopy (SIMS) [21,22]. Atomic scale images of reactions as they proceed
are available from scanning tunneling microscopy (STM) [23,24]. The development of
theory and simulation has also been important. DFT calculations in particular provide
values for enthalpies of reactants, intermediates, and products, and barriers to elementary
reaction steps, some of which may not be available from experiment [25,26,27-30].

Most of the work to date agrees with Langmuir’s conclusion: the reaction
proceeds via a mechanism starting with adsorbed O and H atoms, although, there are
suggestions that a molecular hydrogen precursor state or hot H atoms could play an
important role [8,19,31]. There are also suggestions that the reaction mechanism must

include a central role for minority defect sites [13,32,33].



The elementary reactions that could be involved for this Langmuir-Hinshelwood

mechanism appear, at first sight, to be simple; these include:
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Here asterisks indicated adsorbed atoms (H*, O*) and molecules (OH*, H,O*) as well as
surface vacancies (*). Two possible pathways to water formation are sequential addition
of H*, reactions (3) and (4), and OH disproportionation, reactions (3) and (5). To help
visualize these reactions we show an enthalpy diagram illustrating the species involved
in Figure 1. The figure shows experimental values for the enthalpy of each species
derived from TPD [34] and microcalorimetery measurements [35] along with DFT values

for both the energies and reaction barriers calculated in this work.

[Place Figure 1 near here]

Despite extensive study, we still do not know which elementary reaction steps
lead to water formation. Specific uncertainties include the enthalpies of intermediates, the
influence of co-adsorption and coverage on enthalpies. The heights of activation barriers
also remain uncertain. Furthermore, experimentally derived activation energies are not
consistent [12,19,22,36] and cannot be reconciled with theoretical values for barriers
[25,26,27-30]. The influence of surface preparation and defects [10,11,13], the reaction
pathway, and the rate limiting steps are also still in dispute.

Some of the confusion surrounding the reaction pathway arises because the

reaction mechanism may be dependent on temperature as well as H»/O» ratio and related
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coverages of H* and O*. For example, Kasemo and coworkers investigated the high
temperature kinetics of hydrogen oxidation on polycrystalline Pt [15,37], where OH*
desorbs competitively with its consumption by reactions (4) and (5). They could detect
both desorbing OH and H>O [15]. By modelling the kinetics, the authors inferred
qualitative features of the reaction mechanism [37], surmising that reaction (4) dominates
the consumption of OH* at high temperature, when excess surface hydrogen is available
while reaction (5) is more important at lower temperatures under conditions of excess
surface oxygen [37].

Adding to the complexity, hydrogen oxidation also occurs far below room
temperature [17,20,23], following a quite different mechanism. Using TPD and XPS,
hydrogen oxidation could be observed at 120K and initially reaction (2) is important to
generate a small concentration of OH* followed by addition of H*, reaction (3),

generating H>O*. Remarkably, HoO* catalyzes further reaction
2H,0* + 0* - 30H* + H* (7)

as shown by STM, HREELS and LEED [20,23]. This work also showed that the OH*
product of reaction (7) formed between 130 and 170K remains stable after water has
desorbed at 170K. This implies there must be a substantial activation barrier for OH
disproportionation, reaction (5), in the absence of adsorbed water; contradicting this, DFT
calculations predict no barrier for this reaction [28,38].

How can it be that such a seemingly simple reaction remains such a puzzle after
two centuries of scientific investigation? One reason is the lack of high temporal
resolution kinetic data from which the influence of the individual reaction steps might be
observed. In this paper, we provide such data using the newly developed velocity resolved
kinetics technique [39,40]. The observable in our measurements is the time dependent
flux of water, a quantity that is identical to the instantaneous rate of water production. We
observe this quantity after a short H, beam pulse initiates the reaction on a Pt(111) surface
with adsorbed oxygen atoms held at a known steady state concentration. The product flux
vs. reaction time curve, denoted the kinetic trace, provides direct information on the
kinetics of hydrogen oxidation on Pt with much better time resolution than previously
possible.

We have chosen the conditions of the measurements aiming to minimize or
eliminating the complexities described above. Specifically, we use moderate

temperatures similar to those of practical catalytic temperatures, avoiding low



temperatures where high H>O concentrations make modeling more difficult due to
autocatalytic reaction. We also restricted our work to conditions with low to moderate O*
coverage, where O* islands should not be present [41].

Under these conditions, the kinetic trace shows a rapid onset followed by a
decaying water production rate obeying second-order kinetics. We obtain activation
energies for the initiation reaction and the second-order decay. This strongly suggests that
the initiation reaction (3) is rapid at modest temperatures, contradicting the DFT
prediction that the reaction is slow due to a high barrier. The second-order decay is most
simply explained if limiting step were OH disproportionation, reaction (5). This, however
contradicts the DFT prediction that OH disproportionation has essentially no activation

barrier on Pt(111) and thus should not be rate limiting.

Because of the strong disagreement between our results and predictions based on
DFT, we performed new DFT calculations to investigate if a different choice of the
exchange-correlation functional would influence the predicted rates. This proved not to
be the case; the DFT energies and barriers are not sensitive to the choice of six different
functionals tested in this work. We suggest that the stark disagreement between
experimental results and DFT predictions is not due to an error in experiment or theory,

but rather to a failure in understanding the reactive sites and / or reaction intermediates.

2 Methods

2.1 Experimental

To obtain information on the reaction rate, we used the recently developed velocity
resolved kinetics technique [39,40,42]. Two differentially pumped molecular beams
delivered short pulses of O and Hb to the surface of a Pt(111) crystal, which was cleaned
by Ar" sputtering and annealed to recover surface order. The Pt(111) crystal of this study
has a reported miscut angle < 0.1° which would result in a step density of <0.002 ML.
The H2 beam had an exposure of (3.5 + 0.5) X 1073 monolayer (ML) per pulse and a 25
Hz repetition rate. We varied the repetition rate of the O, beam, which produced an
exposure of (4 + 1) X 1073 ML/pulse, between 50 and 500 Hz to control the average

oxygen coverage during reaction and measured the coverage by titration as previously



described [39,43]. The two molecular beams run asynchronously and both had a
translational incidence energy of 0.09 eV. The temporal profile of the H> beam was
measured independently and was well represented by a Gaussian function with a full
width at half maximum of ~21 ps.

To detect desorbing and scattered molecules we focused a high power pulsed laser
(Astrella ultrafast Ti:Sapphire laser from Coherent® Inc.) to ionize the molecules by non-
resonant multiphoton ionization about 2 cm in front of the Pt surface. Slice ion imaging
[44] provided information about the velocities of the ions and allowed selection of the
mass of the detected ion. By scanning the delay between the incident H> pulse and the
ionizing laser pulse, we obtain the temporal profile of the H,O0 product and a
corresponding ion image for each value of the temporal delay. Since the ion signal is
proportional to product density, we used the velocity obtained from the ion image to
convert to product flux. We also used the velocity to determine the flight time of the water
molecules from the Pt surface to the laser focus, which has no relevance to the kinetics.
We subtract this time from the time axis of the kinetic trace. Due to uncertainties
associated with the exact surface to laser distance we have uncertainty of £2 ps for the
reaction time axis. In this way, we obtain the product flux, i.e., the H,O formation rate,
as a function of reaction time on the Pt surface. Under the conditions of our experiments,
the coverage of adsorbed hydrogen was much less than that of adsorbed oxygen, [H*] «
[0*]. The oxygen coverage was at quasi steady state, only slightly perturbed by the
hydrogen pulse. Essentially all the hydrogen introduced by one H> beam pulse is

consumed before the next pulse arrives.

2.2 Computational

We used the Vienna Ab-initio Simulation Package (VASP) to perform the periodic DFT
calculations [45] applying a variety of exchange-correlation functionals based on the
generalized-gradient approximation (GGA) or the meta-generalized-gradient
approximations (meta-GGA) in order to test the effect of different functionals on the
computational results.

The electron-ion interactions were described by the projector augmented wave
(PAW) method [46], with a cutoff energy of 400 eV for the plane-wave basis. The Pt(111)
surface was modelled by a four-layer periodic slab with each layer containing a p(3x3)

supercell. The bottom layer was fixed during optimization. A 15 A vacuum region was



added to the slab to avoid interaction in the z-direction. The numerical integration of the
Brillouin zone was performed on a (3x3x1) Monkhorst—Pack A-point mesh. The
transition states were located by the climbing image nudged elastic band (CI-NEB)
method [47].

To determine how much the reaction energies and barriers for these reactions vary
with the choice of exchange correlation functional, we tested six functionals: (i) Perdew—
Wang 91 (PWO1) [48], (ii) Perdew—Burke—Ernzerhotf (PBE) [49], (iii) revised-Perdew-
Burke-Ernzerhof (RPBE) [50], (iv) vdW-DF1 (DF1) [51], (v) optB86b-vdW (opt86) [52],
and (vi) Minnesota 2006 local functional (M06-L) [53]. The first three are the GGA type.
PWO9I and PBE are very similar and typically underestimate barrier heights while RPBE
tends to overestimate barrier heights. One drawback of GGA functionals is that they are
not capable of describing the long-range dispersion interaction, which we treat using
functionals (iv) and (v). The last functional is a meta-GGA functional parameterized to

reproduce a high-quality benchmark database.

3 Results

The velocity resolved kinetics method used here provides angular and speed resolved
measurements of reaction products as a function of the time from initiation of the reaction
by a pulse of H> on a Pt(111) surface with a quasi-steady state coverage of O*. As
described in section 2.1, these data allow us to construct the kinetic trace while at the
same time obtaining information about the dynamics of the reaction. Before examining
the kinetic trace, it is interesting to look at the product angular and speed distributions to

gain information about the dynamics of the product formation and desorption.

3.1 Product Angular and Speed Distributions

We measured the angular and speed distributions of water desorbing from the surface
with a H, beam incident on Pt(111) with a steady state O* coverage ([0*]). The
distribution of flux as a function of the polar angle, 8, was close to a cos(6) function.
The speed distribution obeyed a Maxwell-Boltzmann law with a slightly lower
characteristic temperature than that of the surface. These results are consistent with the
detailed balance predictions for equilibrium desorption of H>O molecules when their

sticking probability decreases with increasing velocity in the range of observed velocities,
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~ 1200 m/s [54]. There is no indication in the observed velocity distribution of multiple
reaction channels, as was the case for CO oxidation on Pt(111) [39]. This, of course, does
not rule out the possibility of multiple reaction channels but says only that, if present, no

channel exhibits non-equilibrium desorption dynamics.

3.2 Reaction kinetics

Measurements of the kinetic trace are shown in Figure 2 for a steady state O* coverage
of 0.14 + 0.02 ML and four surface temperatures. The left column shows a linear scale
plot of the flux, normalized to the peak intensity as a function of reaction time. The insets
in the left column show the rising edge of the kinetic trace compared to the accumulated

H:> molecular beam pulse, f,(H,), defined as:
tl

frr(Hp) = th(Hz)dt (®)

—00

shown as a blue-dashed line in Figure 2. Here, F;(H;) is the instantaneous flux of H»
incident on the surface as a function of time, t, while f,/(H-) is the total amount of Ha
delivered to the surface up until time t’. Note that, for all but the highest temperature,

there is an observable delay between arrival of H, and appearance of H>O.

[Place Figure 2 near hear]

The observed kinetic trace also shows that the rate-limiting step in the H,O
formation reaction is characteristic of a second-order process. For second-order kinetics,

)—0.5

plotting (rate vs. reaction time gives a straight line. To see this, consider a second-

order reaction scheme where an intermediate A produces water,

k
2A > H,0, ©)

and its corresponding differential equation,
d[A]

aal_ _ 10
—— = —2k[A]. (10)

After integration, the flux of H>O takes the following form,



d[H,0] k[A]

= 11
de (1 + 2k[A]pt)2 "’ (10

F;(H,0) =

where [A], is the initial concentration of A. In our velocity resolved kinetics experiment,

we obtain the relative flux FYRK

, which is proportional to F;(H,0) so

(FYRK) ™ o 1 4 2K[A],t. (12)

Plotting (FY RK)_O'S vs time, gives a straight line if the reaction under consideration is
second-order. The right hand column of Figure 2 displays this linearization of the H2O
flux from our experiments. The linearity shows the H,O formation reaction follows
second-order kinetics between 350 and 470 K. Note that because [A], appears in equation

(12), without a priori knowledge of [A],, k cannot be derived from the slope.

3.3  Fit of kinetic trace data to a reaction rate model

Figure 2 shows the two characteristic features of the kinetic traces seen in this work — the
initial rise and the second-order decay. We will now develop a simple reaction model

capable of describing both features. We use the following basic reaction scheme.

F.(H,) S52A (13)
k

A-3B (14)

2Bk—°>H20 (15)

Intermediate A is populated by the H> from the molecular beam. The temporal
profile of the molecular beam flux is given by F;(H,). The intermediate A subsequently
converts to intermediate B with the rate constant ky,. This process is responsible for the
initial rise of the trace. The intermediate B can recombine with another B with rate
constant k. to form H>O. This process is responsible for the decay of the H>O formation
rate.

For generality, we have constructed this scheme referencing only the products and
reactants without assigning the intermediate species involved. The most obvious
assignment would be to A = H* and B = OH". Then, in reaction (14), k;, would depend
parametrically on Tg and [0*], which are constant during the reaction and thus do not
appear. Despite the appealing simplicity of this assignment, we resist claiming that our

work proves that the reaction mechanism involves the disproportionation reaction as the
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rate limiting step. With additional high quality data, other reaction mechanisms may turn
out to explain the results as well or better. We discuss these issues in greater detail below.
Based on reactions (13)-(15) we construct a fitting function derived from the

differential equations below:

d[A]

- 25,F(Hy) — ky[A] (16)
d[B] 5

T ky[A] — 2k [B] (17)

Integrating the differential equations numerically, we obtain the transient rate of H,O

formation from the corresponding concentration-time profiles:

Fi(H,0) = k.[B],” (18)

We then fit the H>O kinetic traces individually to the rate model by optimizing s,, kj
and k..

In Figure 3 we show the experimental kinetic traces (black crosses) for three
surface temperatures between 373 and 473 K and for oxygen atom coverages between

0.03 and 0.14 ML along with the results of the fitted rate model fit (red solid line).
[Place Figure 3 near here]

The fits yield values for s,, k;, and k. but as we have shown in Eq. (12), the shape
of the kinetic trace depends on the second-order rate constant, k., and [A],, which is
proportional tos,. Thus the second-order rate constant derived from the kinetic
mechanism is proportional to k./s,.

Figure 4 shows the temperature dependence of the extracted rate parameter ky,
and k./s, for two values of the O* coverage. The temperature dependence allows us to
perform an Arrhenius analysis. For the initiation reaction, k;, we find an activation
energy of 0.16 + 0.06 eV. Furthermore, within our ability to measure it, k;, is only
weakly dependent on oxygen coverage. The corresponding Arrhenius prefactor,

1058%09 s=1 ' is unphysically low indicating that the rise time of the kinetic trace is
probably not resulting from an elementary process. It is interesting to note that such low

prefactors and low activation energies were used to describe the conversion of CO

molecules from the terrace to the step in an ad hoc manner [39]. We cannot exclude that
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the initial rise observed here arises from the conversion of an intermediate from one to

another, more reactive binding site.

[Place Figure 4 near here]

For the second-order rate constant k., we find an activation energy of 0.46 +
0.04 eV. As noted above, it is not possible to determine the pre-exponential factor for a
second-order rate constant without some knowledge or assumptions about the initial
concentration of the participating reactants. By assuming that the Hy sticking probability
is~ 10 — 15 % [55] for [0*] = 0.03 ML, and recalling that hydrogen recombination and
desorption are unimportant at our conditions, we estimate the initial concentration to be
on the order of =~ 1073 ML. This allows us to estimate the prefactor to be
10124403 s=1 M1, a value that is in line with values expected within the framework of
transition-state theory (compare also Table 3).

Since we do not measure the absolute flux of H>O, the absolute value of s, is
meaningless and used only to normalize the amplitude of the fitted function to the
experimental kinetic trace shown in Figure 3. Despite this, comparing the s,values
obtained at different temperatures and O* coverages is meaningful. The nine panels
shown in Figure 3 accurately reflect the relative yield of H2O, which is proportional
to [A]y, as a function of temperature and O* coverage. Here we define the yield as the
velocity and time integrated H>O flux. Inspection of Figure 3 reveals that the yield of
water increases both with temperature and O* coverage. This is shown explicitly in Figure

5.

[Place Figure 5 near here]

Figure 5 shows that the yield increases with temperature and O* coverage between 0.03
and to 0.16 ML; furthermore the dependence of yield on coverage is approximately linear
at all surface temperatures. There is some uncertainty about the coverage for the two
highest temperatures, due to a lack of calibration data. While we have calibration data

for the steady-state oxygen coverage as a function of the flux ratio of incident oxygen and
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hydrogen for 373 and 473 K and they exhibit no surface temperature dependence, we lack
such data for the two highest surface temperatures. We assumed there was also no
temperature dependence to the calibration at these temperatures.

An increase of the product yield with temperature and O* coverage reflects an
increasing reactant sticking probability and/or an increasing probability that the reactant
leads to product formation rather than desorption producing H>. The increasing product
yield, reveals an inconsistency with the assignment of the second-order reaction to OH
disproportionation. In that case we would expect that the transient reaction rate would
also increase with increasing yield — as yield is proportional to [A], (assumed in this
scenario to be proportional to [OH*]o) However, the kinetic traces presented in Figure 3
do not show this behaviour. This lack of dependence of the shape of the kinetic traces on
yield suggests that the simple interpretation of the second-order reaction as OH*

disproportion may not be correct.

3.4 Modelling H: oxidation rates with the standard mechanism

The experimental data presented in the previous sections give the transient rate of H.O
formation and show an increase of the H>O yield with temperature and oxygen atom
coverage. A proper kinetic model should be able to reproduce the observed features. In
this section, we attempt to model the experimental observations by using a full kinetic
model with rate constants obtained from ab initio calculations.

Equations (1) - (6) describe the elementary steps of what might be called the
‘standard mechanism’ for the catalytic reaction of hydrogen and oxygen on a Pt surface
at moderate temperatures. Nearly all previous work used these elementary steps, or a
subset thereof. Exceptions are work dealing with low temperatures, where additional
elementary reactions involving adsorbed water are involved, or work dealing explicitly
with the role of precursor states or defects. To compare our experimental results with the
predictions of this standard mechanism, we solve the corresponding system of differential
equations numerically using rate expressions derived from DFT. In the following section,
we describe, first, how we obtained the reaction barriers and energies for kinetic

modelling. We then show results of the theoretical predictions.

3.4.1 DFT calculation of reaction barriers

The elementary reactions steps that are essential for modelling the standard mechanism
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for hydrogen oxidation on Pt are O* + H* — OH*, OH* + OH* — H,O* + O* and H*
+ OH* — H,0%*, and H,O* — H>0. The last reaction is, however, much faster than other
reactions and will not influence the kinetic trace.

To determine the starting and ending structures of each elementary reaction, the
adsorption of O, H, and OH on the Pt(111) surface was first investigated with the PW91
functional. From Table 1, it can be seen that O* strongly favours the fcc site, while H*
has no particular energetically preferred binding site. OH* is bound most stably at the
bridge site, but can easily move from bridge to top to bridge. It is only slightly destabilized

at the fcc site. This is consistent with previous studies[29,56]

[Place Table 1 Near Here]

Table 2 displays the results of our calculations of the reaction energies and barrier heights,
along with values from previous calculations in the literature. Our results are in good
agreement with previous work. The enthalpies of reactants and intermediates are also in
good agreement with experimental values, as is shown in Figure 1. The variation in
energies and barrier heights with the choice of the functional is small, generally 0.1 eV.
A critical point for the modelling is that the path to the first addition of an H atom, O* +
H* — OH*, has a barrier = 0.9 eV. Wang and co-workers found a slightly lower barrier
0t 0.79 eV but this is probably caused by the smaller p(2 x 2) unit cell they used [57]. As
we will see, this high barrier results in a much lower predicted reaction rate than is
observed experimentally. Another result that is crucial to the kinetic modelling that the
OH* + OH* — H>O* + O* reaction is predicted to be exoergic and barrierless. We
emphasize that the energetics obtained with 6 different functionals vary slightly and are

consistent with previous calculations [28,30].

[Place Table 2 Near Here]
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3.4.2 Parametrization of the rate constants

In Table 3 we summarize the Arrhenius rate parameters used to generate the rate

predictions of the standard mechanism, following Egs. (1) to (6).

[Place Table 3 near here]

We have used prefactors that were previously determined from Vlachos and co-workers
[38] and the energy barriers from our calculations with the PW91 functional. Again, the
predictions of the rate model do not change significantly if we use barrier heights from
different functionals presented in Table 2. The rate of H> oxidation is modelled using the
standard mechanism with the best possible parameters provided from DFT — results are
shown in Figure 3 as blue dashed lines and clearly fail to describe the experimental
observations. In fact, the disagreement in rate of water production is on the order 10*. We
note that due to the predicted barrier heights of the various reactions, the reaction flux in
the standard mechanism shown under the conditions of this experiment is limited by the

initiation reaction, reaction (3) and involves only the disproportionation reaction (5).

4 Discussion

4.1 Comparison of experimental results with predictions of DFT and the

‘standard mechanism’

The experimental observations obtained with velocity resolved kinetics (sections 3.2 and
3.3) stand in sharp contrast to predictions of theory (section 3.4) based on DFT and the
standard elementary reactions of a Langmuir-Hinshelwood mechanism, reactions (1)-
(6). For example, for a coverage of 0.09 ML and T¢=373 K, the experiment shows a
reaction with a second-order decay that reaches the 1/e point in about 6 X 10™* s; theory
shows a first-order decay to 1/e in about 13 s, more than 4 orders of magnitude slower.
The reason theory shows such a slow first-order decay is clear — theory predicts the rate-
limiting step is reaction (3), H* + O* — OH" with an energy barrier of ~0.9 eV. All other

reactions exhibit small or zero barriers, so the overall reaction is pseudo first-order under
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the conditions [H*] « [0*] used in the experiments. The 0.9 eV energy barrier accounts
for the slow reaction.

It is tempting to attribute the disagreement between theory and experiment to an
error in the DFT barriers or an error in the measured reaction rates. We think both
explanations are unlikely. The velocity resolved kinetics technique provides a very direct
measurement of the reaction rate as a function of time where the catalytic surface is held
under highly controlled conditions — it is inconceivable that there is a large error in the
decay time or shape of the decay curve. It is also unlikely the DFT barrier heights could
be off by enough to reconcile its predictions with observation. This would require
reducing the barrier height for reaction (3) from 0.9 eV to ~0.2 eV and increasing the
barrier height for OH* + OH* — H,0* + 0", reaction (5), from 0 eV to ~0.45 eV. The
robustness of the barrier height results to the choice of exchange correlation functionals
suggests errors of this magnitude are unlikely. A recent review of the accuracy of DFT
reaction barriers for reactions on surfaces leads to the conclusion that errors are typically
less than about 0.2 eV [58].

An explanation that we believe is much more likely is a failure to identify properly
the active sites and elementary reactions involved in hydrogen oxidation on Pt. In the
modelling we discussed above, an essential problem was that the pathway to the first
addition of hydrogen has a high activation barrier. An active site might provide a lower
barrier pathway to this crucial first step.

One obvious possibility is that reaction (3) might proceed over a lower barrier at
steps, kinks, or other defects. Experiments with surfaces prepared by sputtering or oxygen
treatment to change the density of defects suggest that defects at a very low level
(~10 ML) can influence the reaction rate [11]. There are also suggestions of the role of
a reactive intermediate involving two oxygen atoms formed at an unspecified site with
enhanced reactivity [13] and of reaction limited by diffusion of O* to an active site [33].
To examine this possibility, kinetics on well-defined stepped surfaces could be examined.

Another area to explore for solutions to the problem presented by the high barrier
for H addition is the possibility that the barrier might be surmounted with the help of
dynamical effects. We speculate, for example that hot H atoms formed in the dissociation
of incident H> on the surface might provide a way to overcome the barrier of the H
addition reaction, perhaps with further help from tunnelling. This hypothesis can

presumably be verified by using deuterium atoms.
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4.2  Observation of delayed onset and H>0O yields dependence— possible role for

precursor and defects

The observation of a delay in the onset to the hydrogen oxidation reaction relative to the
incident H, pulse that initiates the reaction is interesting. Previous experiments did not
have sufficient time resolution to see this delay. Our analysis (section 3.3) shows the
process that is responsible for the delay is thermally activated with an activation energy
of 0.16 £ 0.06 eV. Thus, either all or some of the participating species of this reaction

must be in thermal equilibrium with the surface.

In general, the observation of the onset has to do with a build-up of some reactive
intermediate, which we cannot specify yet with the information available. The onset
delay might arise if the formation site of the reactive intermediate is different from the
site where it reacts to produce the product. Thus, the intermediate would have to diffuse

to another active site resulting in a delayed onset.

Another possibility is that a molecular precursor state of Hz is involved. If true, this could,
in principle, not only account for the delayed onset, it could also help explain the increase
in H,0 yield with oxygen coverage. The trapping probability into the precursor state
might increase if the incident H, landed on top of an O* or cluster of O*, thus giving a
higher coverage of adsorbed H*. In addition a higher oxygen coverage might increase the
probability of Ho* to directly reacts with O* instead of desorbing. While a precursor
mechanism is in principle able to explain the temperature and oxygen atom coverage
dependence, it is improbable that a physisorbed H> molecule can survive on the surface
for ~40 ps at 350 K, which would be required to contribute to the onset of the kinetic
trace. This would imply that the precursor has a binding energy of at least 0.5 eV, which

appears to us to be unlikely.

5 Conclusions and Outlook

We have known for over 200 years that oxygen and hydrogen react catalytically on Pt, so
rapidly that the Pt catalyst glows white-hot. In this paper, we presented high-resolution
kinetics measurements of the rate of reaction that are 3 to 4 orders of magnitude faster

than the predictions of the best first principles theory of the reaction mechanism.
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Experiment shows a decay curve following second order kinetics, while theory predicts
a first order decay. The surprising truth is that we still lack a fundamental understanding
of one of the most extensively studied model systems of heterogeneous catalysis. We
speculate that this discrepancy is not due to a simple error in either the calculations or
experiment. Rather it is due to a fundamental failure of understanding. Either we have
failed to identify properly the elementary reaction steps and active sites involved or we
have failed to identify dynamical effects and kinetic limitations that could give results
beyond those of thermal kinetics.

There are many directions for future research suggested by the results of the
present study. One obvious extension of this work is to make high-resolution kinetics
measurements on vicinal surfaces with a controlled density of steps. Such experiments
proved extremely valuable in unravelling the puzzles of the CO oxidation reaction [39].
It would also be valuable to probe the reaction under more hydrogen rich conditions.
Dosing the surface with a high flux hydrogen beam and probing with a pulsed oxygen
beam would accomplish this. Additionally, probing with the oxygen beam would
eliminate some contributions that are only possible when we initiate the reaction with a
hydrogen probe pulse like the possible participation of molecular hydrogen precursor
states or the participation of hot atoms produced transiently by dissociative chemisorption
of H». Furthermore, probing rather than dosing with oxygen beams would rule out the
possibility that in the present experiments oxygen might be diffusing to special reactive
sites or forming transient areas of high concentration due to fluctuations.

There are also many new directions for theoretical work arising from the results
presented here. DFT calculations of possible active sites, special configurations of
adsorbed O* and H* that might present lower barrier reaction pathways are high on the
list. Likewise, dynamical calculations to explore the role of hot atoms from dissociative
chemisorption would be of great interest.

Unfortunately, the hydrogen oxidation reaction on Platinum remains a puzzle.
However, there is reason to believe in light of the unambiguous experimental
observations presented in this work and possible extensions of the work discussed above,

that the puzzle may soon be solved.
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10 Figures and Figure Captions

10.1 Figure 1
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Figure 1. Energy diagram of relevant steps in the H» oxidation on Pt(111) under
conditions where solvation effects are unimportant. The experimental enthalpies at 298 K
(black lines) and their uncertainties (grey shaded regions) are reconstructed from
Ref. [35]. Calculated energies and barrier heights using the PW91 exchange-correlation
functional are shown as purple lines. The calculated energies are without zero-point

energy correction.
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10.2 Figure 2
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Figure 2. Kinetic traces of hydrogen oxidation to water on Pt(111) for various Ts, as
indicated. Left column: linear plots with insets showing the initial rise. Dashed blue line
is the accumulated H, beam flux that initiates the reaction. Note the small delay in the
onset for all temperatures except 448 K. Right column: linearized second-order plots, i.e.,

1/{/H;0 flux vs. time. Dash-dotted red lines are displayed to guide the eye. The O*
coverage is 0.14+0.02 ML in all panels. The H>O flux is peak normalized.
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10.3 Figure 3
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Figure 3. Kinetic traces for hydrogen oxidation to water on Pt(111) for various
temperatures and oxygen coverages with comparison to theoretical predictions. The red
line shows the results of a simplified three-step kinetic model fit individually to
experimental data (x) for each set of conditions. The blue dashed line shows the
predictions of the standard mechanism using DFT and TST derived rate constants. The
integral of experimental data over reaction time reflects the relative H>O yield, which
increases with temperature and oxygen coverage. The rate of the standard mechanism is
uniformly but arbitrarily scaled to compare to relative H>O fluxes obtained
experimentally.
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10.4 Figure 4
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Figure 4. Reaction rate constants (symbols) derived from the simplified three-step kinetic
model. Red and black dashed lines are the Arrhenius fits. The Arrhenius rate parameter
derived for initiation rate constant k;, are E; = 0.16 + 0.06 eV and A = 10°8+09 571
and for the 2" order rate-limiting water production rate constant, k., are E, = 0.46 +
0.04 eV and A = 10124£03 =1 M1,
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10.5 Figure 5
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Figure 5. Experimentally derived water yield vs. surface temperature and oxygen
coverage. The yield is obtained by integrating the kinetic trace over all velocities and
time. The absolute yield per hydrogen molecule could be obtained if the absolute flux of
water were known. Here the scaling of H2O yield is arbitrary.
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11 Tables

11.1 Table 1

Table 1. Adsorption energies of O*, H* and OH* on Pt(111) determined using the PW91

exchange-correlation functional.

Site Top Bridge HCP FCC
Ead(O*) /eV -3.04 --- -4.11 -4.51
Eaa(H*) /eV -2.70 -2.69 -2.68 -2.74
Ea.d(OH*) /eV -2.42 -2.46 -1.95 -2.28
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11.2 Table 2

Table 2. Reaction energies (AE) and barrier heights (£) for elementary steps in the

hydrogen oxidation reaction on Pt(111) determined by DFT calculations. Results of this

work in bold face. The reported energies are not corrected for zero-point energy.

O* + H* — OH*

OH* + OH* — H,0* + O*

H* + OH* — H0

Functional
E eV AE eV | E/eV AE eV E eV AE eV
0.90, -0.13, |0, -0.55, 0.14, -0.78,
WOl 0.96°, [0.06°, |0° -0.23° 0.21°, -0.47,
0.79° -0.14° 0.09°, -0.70°,
0.13° -0.74°
0.91, -0.11, |0, -0.57, 0.15, -0.77,
PBE 0.91°, |[-0.06° |0° -0.25° 0.20°, -0.63¢,
0.91¢ | -0.20¢ 0.14¢ -0.75¢
RPBE 0.89 0.18 |0 -0.68 0.20 -0.82
DF1 0.97 0.18 |0 -0.58 0.26 -0.73
opt86 0.96 0.06 |0 -0.51 0.17 -0.73
MO06-L 0.87 038 |0 -0.45 0.16 -0.90

a. Ref. [25], b. Ref. [57], c. Ref. [30], d. Ref. [27], e. Ref. [28]
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11.3 Table 3

Table 3. Arrhenius rate parameters based on DFT calculations that we used to simulate

the rate of Hz oxidation on Pt(111) (see blue dashed line of Figure 3). A and Ef are the

Arrhenius parameter for the forward and A, and E,, for the backward process following

Eq. (1)-(6).

Process | Ar /ML s | Ef/eV | A, /ML's' | E,/eV | Comment and Ref
steady state coverage

Eq. (1) |- - - directly obtained from
the calibration is used
Sticking coefficient

Eq. (2) 0.11 0.00 7.9 x 1012 | 1.00 (unitless) instead of Ay,
from Ref. [55]

Eq.(3) | 1.2x10%2 |0.90 1.4 x 1013 |1.03

Eq. (4) | 2.7x10'2 |0.14 1.0 x 1013 | 0.92

Eq.(5) | 2.4x 103 |0.00 7.3 x 1012 | 0.55

Eq. (6) | 5.2x 102 |0.29 - Ap /s
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