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Abstract—In this paper, we discuss the current limitations
of existing models for misinformation diffusion in social media
and present our current work suggesting that other factors
beyond network properties play an important node in modeling
misinformation spread and profiling fake news spreaders. These
factors include news and user characteristics such as user
demographics, profile properties, and behavior and activity, and
news style and content complexity.

Index Terms—misinformation, fake news diffusion, profiling
fake news spreaders, computational social science, diffusion of
innovation

I. INTRODUCTION

A democratic and civil society ensures that the public is
well informed and can openly share and act on information
or opinions [1]. Unfortunately, Web features that allow for
openness directly challenge such societal goals as they make
it increasingly easy to disseminate misleading stories to ma-
nipulate opinions and public response. People have difficulty
discerning Web misinformation from truthful information [2],
especially teenagers and seniors who are not equipped to spot
misleading stories they may read on social media [3], [4].
Moreover, while 64% of Americans believe that misleading
stories cause confusion about the basic facts of current events,
people frequently share news on social media without even
reading what they are forwarding [5]. Misinformation has
already affected stock markets [6], slowed response to dis-
asters [7] and terrorist attacks [8], and is threatening public
health during the COVID-19 pandemic [9].

Current research is limited in addressing misinformation
diffusion and reducing its spread through social media. Ex-
isting models for modeling misinformation diffusion assume
unknown connections among individuals (implicit network),
do not incorporate the cognitive and social processes that
people use to consume news [10], [11] and do not incorporate
a time dimension modeling when a user will share a fake news
item they received on their social media account.

In this paper, we first discuss related work on modeling
misinformation diffusion and profiling fake news spreaders
and discuss current limitations. Next, we present our ongo-
ing research effort focused on addressing these limitations.
Specifically, we propose a user-centric approach based on
the diffusion of innovation theory [12], [13] to model the
diffusion of fake news in social media and characterize and

predict fake news spreaders and their influence. The diffusion
of innovation theory considers user and news characteristics
important factors to explain news sharing behavior beyond
network-related factors. Our research confirms this theory in
a real-world Twitter setting.

II. RELATED WORK

It is important to understand the underlying mechanisms
modeling its diffusion to prevent misinformation spread in
social networks. Related work has proposed stopping the
spread of misleading news by blocking its propagation paths,
intervening against opinion leaders, or injecting “corrector
users” to counter by spreading true information [14]-[16].
In studying information diffusion, many existing studies have
focused on modeling rumor propagation [17], while few have
modeled the diffusion of misleading stories. Specifically, these
diffusion models for misinformation address the problem sim-
ilar to the diffusion of an infectious disease (epidemiological
models) [18]-[20] or as a Hawkes process [21] and assume
unknown connections among individuals (implicit network).
This makes these models more suitable to study global pat-
terns, such as trends and ratios of people sharing stories of a
given topic, but not the local node to node diffusion patterns.
On the other hand, Cho et al. [22] model individual agent’s
diffusion behavior under information veracity uncertainty and
incorporate agent’s topic prior belief and neighbors’ pairwise
interactions. Classical models such as the Independent Cascade
and the Linear Threshold models can be used to model
misinformation spread in case the user social network is ex-
plicit [23]. However, some works went beyond considering just
the network to explain news diffusion and tested hypotheses
inspired by the Diffusion of Innovation Theory, which also
considers user and news characteristics as important factors
to explain news sharing behavior [12]. Ma et al. [10] found
opinion leadership, news preference, and tie strength to be
the most important factors at predicting news sharing, while
homophily hampered news sharing in users’ local networks.
Also, people driven by gratifications of information seeking,
socializing, and status-seeking were more likely to share news
on social media platforms [24].

Further, to model misinformation spread by non-malicious
users who unintentionally engage with it, diffusion models
for misinformation spread should incorporate the reader’s



perspective and also include cognitive and social principles
and processes behind how people consume news. Also, the
processes that people use to spread misinformation can be
different from person to person and also depend on the news
domain.

Several recent works have been addressed the problem of
profiling fake news spreaders. Vosoughi et al. [25] revealed
that fake news spreaders had, on average, significantly fewer
followers, followed significantly fewer people, and were sig-
nificantly less active on Twitter. With respect to the social
media platform Twitter, although bots contribute to spreading
fake news, the dissemination of fake news on Twitter is mainly
caused by human activity.

Shu et al. [26] analyzed user profiles to identify the charac-
teristics of users who are likely to trust or distrust fake news.
They found that, on average, users who share fake news tend
to be registered for a shorter time than the ones who share real
news. Additionally, while bots were shown to be more likely
to post a piece of fake news than real news, users who spread
fake news are still more likely to be humans than bots. They
also show that real news spreaders are more likely to be more
popular than fake news spreaders and that older people and
females are more likely to spread fake news.

Guess et al. [27] also analyzed user demographics as predic-
tors of fake news sharing on Facebook and found that political
orientation, age, and social media usage be the most relevant.
In this study, the majority of fake news items included for
analysis were dated from 2016 and were typified by pro-Trump
sentiments. The researchers found that users who leaned to the
political right were more likely to share those fake news items.
Additionally, individuals identified as senior citizens tended
to share more fake news (a fact the researchers theorized to
be due to age-associated lower digital media literacy skills
necessary to assess online news truthfulness). Finally, the
researchers found that the more news people post on social
media, the less likely they are likely to share fake news, an
observation theorized to be the case because those users would
be more familiar with the platform and what they share.

The author profiling shared task at the PAN 2020 conference
focused on determining whether or not the author of a Twitter
feed was keen to spread fake news [28]. Participants proposed
different linguistic features to address the problem, including
(a) n-grams, (b) style, (c) personality and emotions, and (d)
embeddings. Among them, our previous work [29] showed
that psycho-linguistic and personality features are significantly
associated with user sharing behavior.

In order to study the problem of discriminating between
fake news spreaders and fact-checkers, Giachanou et al. [30]
proposed an approach based on a convolutional neural network
to process a user Twitter feed in combination with features
representing user personality traits and linguistic patterns used
in their tweets.

A. Current Limitations

Based on our review of related literature, existing work
on modeling misinformation diffusion in social media suffers

from the following limitations:

o implicit vs. explicit network: existing models for misin-
formation spread assume an implicit network among the
social network users, hence they cannot be used to predict
which users will be influenced by fake news and how a
fake news item may propagate in the network.

o applying social science-based theories to diffusion: exist-
ing social science studies on fake news sharing behavior
are not currently incorporated into fake news diffusion
models, which makes these models less tailored to model
real-world misinformation diffusion.

o when fake news is shared: not everyone takes the same
time to re-share news. Some users may share it as soon as
it is received, others may take time to analyze the received
news, while others may never re-share the received news.
Hence, considering introducing a user-news-dependent
time component in the news diffusion model can make
the simulation of news propagation more realistic.

III. ONGOING WORK

Our current work focuses on designing solutions that can
overcome the limitations mentioned in the previous section.
Specifically, we are working on the following two main
problems, namely (i) predicting whether an influenced user
will share fake news and (ii) characterizing and predicting
fake news spreaders and their influence.

A. Modeling Diffusion of Fake News in Social Media

We propose an approach based on the diffusion of innova-
tions theory to model and characterize how fake news is shared
in social media [31]. Specifically, we address the following
problem: given that a user u is influenced on some given (real
or fake) news item n by at least one of their followees v (i.e.,
u is following v and v has shared some news item n among
their followers), predict whether the user u will also share
news item n among their followers.

We model the problem as a binary classification task and
propose a set of features that takes into account user, news, and
social network characteristics to predict better real and fake
news sharing in social media. Our user-based features consider
demographics, profile information, personality, emotions, user
interest, and behavior, while our news-based features encode
style, complexity, and psychological aspects of news headline
and body [32]. Network-based features consider, instead, the
user following network to measure tie strength and quantify
opinion leadership. All these factors have never been combined
into a unique predictive model or tested on a large scale before.
We tested our approach on a Twitter dataset of 1,557 users
built upon the FakeNewsNet [33] data and containing 7,661
user-news item sharing and not sharing instances of 169 fake
news items. Our results show that our proposed set of features
outperform the results of both baseline approaches, i.e., inde-
pendent cascade and linear threshold models. Specifically, we
show that our proposed features can predict fake news sharing
with an AUROC of 97.34 and an average precision of 88.43
(vs. an AUROC of 67.70 and an average precision of 87.45



achieved by the best baseline). Among the proposed features,
we observed that news-based features are more effective in
predicting fake news sharing, followed by the user-based and
network-based features.

B. Characterizing and Predicting Fake News Spreaders

Identifying fake news spreaders in social networks is one of
the key aspects to mitigate misinformation spread effectively.
Examples of strategies that could be implemented include
assisting fake news spreaders with credibility indicators to
lower their fake news sharing intent [34], and mitigation
campaign, e.g., target the most influential real news spreader to
maximize the spread of real news [33]. However, less is known
about the characteristics of fake or real news spreaders.

Therefore, in our current work [35], we seek to under-
stand the characteristics of fake news spreaders focusing
on different attributes such as user writing style, emotions,
demographics, personality, social media behavior, and network
features. In particular, we leveraged these attributes to perform
a comprehensive analysis on two different datasets, namely
PolitiFact [33] and PAN [36] to investigate the patterns of user
characteristics in social media in the presence of misinforma-
tion. We hypothesize that users likely to share fake news hold
specific patterns based on these attributes, which are different
from real news spreaders. To the best of our knowledge, some
of the features we considered, such as user stress, needs,
values, and tweeting behavior, have not been analyzed before.
Furthermore, we investigate to what extent these features can
be used to identify users who are likely to share fake news
by addressing the problem as a binary classification task. Our
experimental results show that using our proposed approach
outperforms the results of baseline approaches with n-grams in
both datasets. Specifically, we show that our proposed features
can identify fake news spreaders with an average precision of
0.99 on the PolitiFact dataset (vs. 0.96 achieved by the best
baseline) and 0.79 on the PAN dataset (vs. 0.78 achieved by
the best baseline).

Furthermore, our analysis unveils some interesting char-
acteristics of fake news spreaders across the two datasets
considered. Specifically, we show that:

o The majority of users under 18 or over 40 may tend to
share more fake than real news.

o Female users may tend to be more fake news spreaders
than male users.

o The political orientation of a fake news spreader is more
likely to coincide with the source’s political bias of the
majority of circulating fake news items.

o Fake news spreaders (1) have newer accounts, (2) spend,
on average, less time between two consecutive tweets,
and (3) tend to tweet more at night.

« Fake news spreaders tend to express more negative emo-
tions and stress in their tweets than real news spreaders.

« Fake news spreaders are estimated to be more extroverted
and less neurotic than real news spreaders.

« Emotions and personality features are strong predictors
of fake news spreaders in all the considered datasets.

1) Predicting the Influence of Fake and Real News Spread-
ers: To further investigate the impact a fake news spreader
can have on social media, we also address the problem
of predicting the user influence as the number of retweets
their latest news article tweet will receive. We address the
problem as a multi-class classification problem and present
a Random Forest classifier that categorizes the number of
retweets a news tweet will receive into five ranges using
user profile characteristics, emotion and sentiment analysis of
tweets, and information about past tweets [37]. We use data
from FakeNewsNet, containing a list of 43K known fake news
spreaders and 135K real news spreaders, and the past 500
tweets of each user to build profiles of each user and compute
the proposed features. This classifier results in a 0.931 and
0.853 weighted F1 score for real and fake news spreaders,
respectively, performing better than other existing models,
which resulted in a 0.928 weighted F1 score for real news
spreaders and 0.832 F1 score for fake news spreaders at best.
By comparing important features for predicting the influence
of real and fake news spreaders, we show that an established
account and the utilization of sources better characterize the
influence of real news spreaders, while user interaction on
Twitter is more important to determine the influence of fake
news spreaders.

IV. CONCLUSIONS AND FUTURE WORK

In this paper, we have presented current limitations of ex-
isting diffusion models for modeling misinformation diffusion
in social media and described our current work on predicting
whether an influenced user will share fake news and character-
izing and predicting fake news spreaders and their influence.
We have shown how our proposed methods that, inspired
by the diffusion of innovation theory, consider several user-
and news-based attributes were able to outperform existing
approaches.

Future work will be devoted to studying real news diffusion
as opposed to fake news, investigating similarities and differ-
ences of fake and real news diffusion models, and enhancing
real and fake news diffusion models with a predicted time of
when a user will share a news item they see on social media.
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