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The quasi-geostrophic (QG) equations play a crucial
role in our understanding of atmospheric and oceanic
fluid dynamics. Nevertheless, the traditional QG
equations describe “dry” dynamics that do not
account for moisture and clouds. To move beyond
the dry setting, precipitating QG (PQG) equations
have been derived recently using formal asymptotics.
Here, we investigate whether the moist Boussinesq
equations with phase changes will converge to the
PQG equations. A priori, it is possible that the
nonlinearity at the phase interface (cloud edge) may
complicate convergence. A numerical investigation of
convergence or non-convergence is presented here.
The numerical simulations consider cases of e=
0.1, 0.01, and 0.001, where e is proportional to
the Rossby and Froude numbers. In the numerical
simulations, the magnitude of vertical velocity w
(or other measures of imbalance and inertio-gravity
waves) is seen to be approximately proportional to e
as e decreases, which suggests convergence to PQG
dynamics. These measures are quantified at a fixed
time 7' that is O(1), and the numerical data also
suggests the possibility of convergence at later times.
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1. Introduction

The quasi-geostrophic (QG) equations are one of the fundamental systems of atmospheric
and oceanic fluid dynamics. They provide a simplified setting for understanding a variety of
phenomena, such as baroclinic instability [1-3] and geostrophic turbulence [4-6].

The QG approximation is an asymptotic limit, and it applies to fluids that are rapidly
rotating and strongly stratified, as quantified by small Rossby and Froude numbers, respectively.
Mathematically, in this limit, solutions to the Boussinesq equations can be rigorously proved to
converge to solutions of the QG equations [7,8].

Despite their fundamental role, the traditional QG equations are a “dry” system in the sense
that they do not account for moisture, clouds, and precipitation. When phase changes of water
are present, the evolution of the potential temperature in the Boussinesq equations is modified to
be

DO L,

Do (1.1)
where C' represents condensation and evaporation, cp is the specific heat capacity, and Ly is the
latent heat of vaporization [9,10]. Additional equations are also needed for water quantities such
as the water vapor mixing ratio g, and other variables that measure the liquid water content.

In this moist case, several proposals had been made to supplement the dry QG equations with a
moisture variable and/or latent heating [11-16], and these studies have provided valuable insight
into the effects of moisture and latent heating. Nevertheless, these proposals treated moisture
somewhat as a supplement or add-on to the dry QG system, which complicates the formulation
of a precise connection between these moist QG systems and the moist Boussinesq equations.

In recent work [17], a moist QG limit has been proposed for the moist system as a whole,
and the limiting system was called the precipitating QG (PQG) equations. The PQG limit is
a moist analog of the dry QG limit of small Rossby and Froude numbers, and, as such, it is
possible to consider the convergence of the moist Boussinesq equations to the PQG equations
in this limit. While this limit has been formulated via formal asymptotics [17], no rigorous proof
of convergence has yet been shown.

Here, a numerical investigation of convergence or non-convergence is conducted. While
rigorous convergence has been proved for the dry QG limit, there are several reasons why the
PQG limit may be non-converging. One reason for possible non-convergence is the complication
of phase changes, which introduce nonlinear thresholds as in condensation/evaporation C' in
(1.1). Phase changes and latent heating may provide new mechanisms for the generation of waves,
which may prevent convergence. Another reason for possible non-convergence is that non-
convergence was actually suggested in a recent numerical investigation for a different variation
of the PQG limit: the case of unbalanced or ill-prepared initial conditions [18,19]. For unbalanced
initial conditions, the effects of phase changes caused complications. Here, we consider the case
of balanced initial conditions—i.e., initial conditions that satisfy geostrophic and hydrostatic
balance—and a priori it is unclear whether phase changes will cause non-convergence or not.

The present paper fits into a growing body of mathematical work on moist dynamics,
including asymptotic analyses [17-27], rigorous results [28-36], and additional investigations of
PQG dynamics and related topics [17-19,37—44].

The remainder of the paper is organized as follows. The model equations and methods are
presented in section 2, the numerical investigation of convergence is presented in section 3, and
conclusions are summarized in section 4.

2. Model description and methods

This section describes the model of interest—the moist Boussinesq equations—as well as the PQG
equations which arise in an asymptotic limit (section 2(a)). Also described are our methods for
investigating the convergence in this limit, via numerical simulations (section 2(b)).
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(a) Model description

In the investigation here, the starting point is the moist Boussinesq equations, which are described
in section 2(a)i. Then an asymptotic limit is described in section 2(a)ii, which is a limit of rapid
rotation and strong (moist) stratification, and which leads to the PQG equations.

(i) Moist Boussinesq equations in non-dimensional form

The moist Boussinesq equations, in the non-dimensional form of [17], are

Drth % 4 ps it + BuVio =0, @1)

A? (% + wg—';“) + Eu% —TrA%=o, (2.2)

V), - iy + %’ =0, 2.3)

Dufe 0% 4 pri=2(ra%) tw =0, @4)

DI};;R + w% — Fry 2(MA%) 'w = Vi Cy aaq; =0, (25)

where the material derivative has been split into its horizontal part, Dj /Dt =0; + @y, - Vj,
and vertical part, wd., where V}, = (0z, 9y) is the horizontal part of the gradient operator. The
definition of the buoyancy which appears in (2.2) is

cpb cpb cpb
b=byHuy + bsH37 by =0 + (Rvd P70 _ 1)%‘,7 bs =0e + (Ryd P70 _ 1)%}3 - LO(’]t - QUS)7
Ly Ly Ly
(2.6)
where Hy, Hs are Heaviside functions that indicate the unsaturated and saturated phases,
respectively:

1 for gt < qus
Hy = ’ d Hs=1-H,. 2.7
u { 0 for Gt > qus, an s u ( )

The other variables that appear in these equations are the horizontal velocity @, = (u,v), the
vertical velocity w, the (scaled) pressure ¢, the equivalent potential temperature ., and the
total water mixing ratio g;. The rain water mixing ratio g, is defined as the excess water above
the saturation value qus, so that ¢» = max(0, g+ — qus), as in the fast autoconversion and rain
evaporation (FARE) microphysics scheme of [10]. In brief, the FARE microphysics scheme is
the same as the Kessler warm-rain microphysics, except with the processes of autoconversion,
collection, and rain evaporation considered to occur asymptotically fast compared to the
dynamical time scales on mesoscales or synoptic scales. The parameter V, in (2.5) is a non-
dimensional version of the fall speed of rain, V7, and V;- 9¢r/0z represents the downward
transport of rain.

A main influence of phase changes can be seen in (2.2) and (2.6)-(2.7): the form of the buoyancy
is different in unsaturated and saturated phases. This effect is related to latent heating within
clouds, which itself can be seen more clearly if the equations are written in terms of potential
temperature 6 and water vapor mixing ratio g, as in (1.1), instead of 6. and ¢;; see [19]. Note
that the buoyancy, as defined in (2.6), is continuous but not differentiable at the phase interface,
as is consistent with common treatments of phase changes in clouds; while one could possibly
use a smoother buoyancy definition, it would likely not cause any significant changes in the
numerical solutions here, which already inherently include a smoothing effect due to the finite
grid resolution. The most important effect of phase changes is the presence of the two distinct
phases and not the details of the smoothness of transition. Other presentations of the moist
Boussinesq equations and related systems can be found in past literature [22,45-51], which
describe a variety of different settings where phase changes and clouds play an important role.
With precipitation included here as part of FARE microphysics, the model in (2.1)—(2.7) follows
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[10,17,18,52] most closely. Also note that the model here would reduce to a non-precipitating
version of the moist Boussinesq equations by setting V- = 0 and considering ¢, to be liquid water
qi- The case of FARE microphysics with V;- > 0 is considered here as a simple way to include the
effects of precipitation.

Note that the Heaviside functions imply a threshold for the transition between unsaturated
and saturated phases, so that no supersaturation is allowed. Also notice that cloud liquid water is
included here but no cloud ice. It would be interesting to include supersaturation, more complex
warm-rain microphysics, and/or ice microphysics, although it would introduce additional time
scales and further complexity to the definition of the distinguished limit, so we focus on the
simpler case here for this study of convergence. Some initial considerations in these other
directions are described in other studies [17,39,40].

In the non-dimensional equations above, the non-dimensional parameters include the Rossby
number Ro, Euler number Eu, aspect ratio A, and buoyancy parameter I", which are defined
in the appendix of [17] and are analogous to dry Boussinesq parameters [8]. In particular, I' =
BH/ W2, where B = g© /0o, O is a characteristic potential temperature fluctuation, and 6y is a
characteristic (constant) background temperature. Note that the aspect ratio A will be taken to
be O(1) below, which differs from the small aspect ratio of synoptic-scale atmospheric flows but
is consistent with the use of A= 0(1) in rigorous mathematical investigations of the dry QG
limit [7,8]. We are unaware of any crucial differences in the dry QG convergence limit between
the choices of small and O(1) values of A. For related limits with aspect ratio dependence, see [53].

Due to moisture and phase changes, two Froude numbers appear here, as opposed to the
one Froude number of a dry system. A Froude number is associated with each of the two
phases (unsaturated and saturated), or, alternatively, as in (2.4)—(2.5), the Froude numbers F'ry
and F'ro are associated with the two thermodynamic variables, 6. and g, respectively. Using
traditional definitions, the Froude numbers F'ry, F'rs for unsaturated and saturated environments
are defined by

Fry=U/(NyH), Frs=U/(NsH), (2.8)

where U is a characteristic speed, H = L is a characteristic length scale, and Ny, Ns are the
respective buoyancy frequencies in each phase. The parameters Fri, Fro appearing in the
equations (2.4)-(2.5) for 0. and g; may be expressed in term of F'ry, F'rs using the relationships
(18]

Fro2=Fri?+Fry?,  Fri'=Fr!, (2.9)

so that one could use either the parameters (F'ry, F'rs) or (Fry, Fra) to characterize the system.

(i) Asymptotic derivation of precipitating quasi-geostrophic equations

The asymptotic limit of interest is a limit of rapid rotation and strong (moist) stratification. In
terms of the non-dimensional parameters, this limit is characterized by small Rossby and Froude
numbers, respectively. The distinguished limit which relates the non-dimensional parameters is

cpbo
Ly
where the latent heat of vaporization L, is one of the new parameters associated with phase

changes, and where the Rossby number has been identified as the small parameter e.
Using this asymptotic scaling and distinguished limit, the model in (2.1)-(2.6) becomes

RozEu_lze7 Fri=0(¢), Fra=0(e), FA2:F7“1_1,

=0(e), (2.10)

Dy, o1, 1.1 -
,}Sth +weTzh +e tat + eV e=0, @.11)
Dpw ow 106 1
R ow
Vi - dp + =0, (2.13)

0z
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Dp,0e 00c 1

i +w EP +e w=0, (2.14)
Dnat  Oqr -1 qr _
Dt +w 92 e w—V 9 = 0, (2.15)
along with the buoyancy definition,
O+ (e—1)qt if gt <qus,
b= (2.16)

Oc + (e — 1) qus — €(qt — qus) if gt > qus.

Note that the additional specifications of A=1, C,; =1, and Fri = Fry have also been used,
in order to simplify notation and arrive at a system where each coefficient is either 1 or €. The
derivation follows previous work [17-19] in which further details are described. Also note that
we leave V; =0, V, = O(1) or V, = O(e ) to be specified, since we consider different scenarios
for dimensional rainfall speed Vr: no rainfall, or moderate speed Vr =0.1 m/s or large speed
Vr =1 m/s, respectively. The case of large speed will lead to a different type of PQG dynamics
and is left as future work, while the two cases of V, =0 and V;- = 1 are considered here.

A new aspect of PQG asymptotics is that moisture and phase changes are an inherent and
interactive part of the dynamics in the model in (2.11)-(2.16) and in the distinguished limit in
(2.10). This aspect was one goal of the PQG derivation of [17], in moving beyond past frameworks
of moist QG equations [11-16] that treat moisture and/or latent heating as a supplement or add-
on to the dry QG equations. A PQG derivation could be carried out using more comprehensive
cloud microphysics [17,39,40] using the same general ideas described here, although we use the
moist Boussinesq system in (2.1)-(2.7) as a simple choice that includes the main features of phase
changes and precipitation.

The main steps of the derivation of the PQG equations are now briefly described. All variables
are expanded as asymptotic series in powers of € as

Fe O 4 My 2@ (2.17)

where f(Z,t) is used as a stand-in for all model variables: w, v, w, @, O¢, g¢, etc. The dominant
balance of (2.11)~(2.16) at O(¢ 1) is seen to be

ORI NOMS:C) p0) —
ox

oy’ 0z’

= €0 =2y, w® =0, (218)
where the notation ¢ = ¢(0) has been used to introduce the streamfunction . The leading-order
expression for the buoyancy is

O = bl + Hb, b =0 — g, o0 =6l — g (219)

The leading-order balances in (2.18) represent geostrophic and hydrostatic balance, along with
the introduction of £ as the vertical component of the total vorticity V x .

Beyond the balance conditions in (2.18) which arise at O(e™!), the dynamical evolution
equations would arise at the next order at O(e”). Rather than taking this route to the dynamical
equations, another common approach is to proceed by seeking dynamical quantities with slow
evolution—i.e., quantities whose evolution equations do not involve any fast ¢! terms [8]. To
follow this route, we inspect (2.14) and (2.15) and notice that the fast terms e~ L can be eliminated
from the 6. and ¢; evolution equations by using the linear combination

M =gt + be, (2.20)
which evolves according to
DM Oqr
—_— = 221
Dt Vr 0z’ 221)

where D/Dt =0/0t + i - V is the three-dimensional material derivative. Since (2.21) involves no
fast e ! terms (if V. = O(1)), the quantity M is called a slow variable, and (2.21) will provide one
evolution equation for the PQG equations in the limit e — 0.
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A second slow quantity is the potential vorticity variable defined as
00c
0z’
where £ is the vertical component of the total vorticity V x . To find the evolution equation for
PV, take the curl of the horizontal momentum equation from (2.11), and then add the result to
the z-derivative of the f.-equation in (2.14), which leads to

OPV, " 0 (- Vbe)

ot 0z

where a group of nonlinear terms has been defined as

PVe=¢+ (2.22)

+NLg=0, (2.23)

q . o, q
NLe=Vj, x (uh -Vypiyp + w%) =u - VE+ &(uz + vy) + (wavz — wyus). (2.24)
In terms of the material derivative of PV., the evolution equation can be written as
DPV. .
Dr € = —ily - Ve — E(ugz + vy) — (wgvz — wyuz). (2.25)

Since (2.25) involves no fast ¢ ~! terms, the variable PV is considered a slow quantity, and (2.25)
will provide a second evolution equation for the PQG equations in the limit e — 0.

Finally, to arrive at the evolution equations for the PQG model, the asymptotic expansion in
(2.17) is inserted into the M and PV. evolution equations in (2.21) and (2.25), respectively. Then
the leading-order balances from (2.18) are used to find

(0)
Do, 0) +, Oqr
MO =V (2.26)
Dg (0) _ _ =(0) p(0)
TPV =~ . o, 2.27)

to leading order in e. The advection operator here is Dy/Dt=0/0t + @9 . v, where @* =
(u(o), v, 0). These advection operators are one difference between the evolution equations for
(M, PVe) in the Boussinesq case in (2.21) and (2.25) versus the PQG case in (2.26)—(2.27): in the
PQG case, the advection is purely horizontal, since w(®) = 0. A second difference is in the right-
hand side of the PVe evolution equations: the PQG PV, evolution in (2.27) does not include the
last terms of the Boussinesq PV, evolution in (2.25), since w® =0 and ugo) + vgso) =0. Hence, if
the balance conditions in (2.18)—(2.19) are satisfied, then the Boussinesq evolution equations will
become the PQG evolution equations in (2.26)-(2.27).

In comparing the PQG system to the traditional dry QG equations, an important distinction is
that two dynamical equations (2.26) and (2.27) (for M and PV¢) are needed for the PQG equations,
whereas only one dynamical equation (for PV) is needed for the dry QG equations. One should
also take note of the right-hand-side of the evolution equation for PVe: in (2.27) the term i -
V0. does not vanish for the PQG equations. It does vanish in the saturated phase, since 0. is
proportional to the buoyancy, so that the term is proportional to (k X V) - Vb, =0 as can be
seen from (2.18)—(2.19), but it does not vanish in the unsaturated phase, since e is not proportional
to the buoyancy in the unsaturated phase. Physically, the non-vanishing of the . - V6. term
represents the impact of phase changes on PV evolution.

(b) Numerical assessment methods

Here we explain the set-up of our numerical simulations and the techniques used to assess
convergence or non-convergence to the PQG equations. Specifically, the goal is to monitor the
growth of waves (or lack thereof). To do so, the vertical velocity w is tracked in time, as an
indicator of wave activity. The departures from geostrophic and hydrostratic balance (2.18) are
complementary quantities to assess how well balance is maintained over time, for different values
of e. We also measure the nonlinear terms &(ugz + vy) — (wWzvz — wyuz) in the PVe-equation (2.25),
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which should remain O(e) in amplitude for O(1) times, as numerical verification that PV is a
balanced variable.

(i) Numerical Method

The 3D moist Boussinesq equations with two phases of water (vapor and liquid) are simulated in a
2n-periodic domain using a dealiased, pseudo-spectral code. Calculations with spatial resolutions
128 x 128 x 128 and 256 x 256 x 256 are compared to ensure that the results are insensitive to
resolution. The comparison provides confidence in the robustness of our results, especially for
the smallest value of the Rossby and Froude numbers (e ~ 1073).

After transferring the physical space equations into Fourier space, a third-order Runge-Kutta
time-stepping scheme solves the coupled system of ODEs resulting from discretization of the
wavevector. The rotation and buoyancy terms are treated explicitly, and the nonlinear advection
terms are calculated in physical space with the discrete Fourier transform algorithms of the FFTW
software package (http://www.fftw.org/). A pressure-solver enforces the incompressibility
constraint, and viscous linear terms are included using an integrating factor. A hyperviscosity is
used instead of the normal viscosity to induce dissipation only at the smallest scales. For example,
in the momentum equation, the hyperviscosity takes the form

()P (V2)P, (2.28)

where we use p = 8. The coefficient v has the structure

1/2
,,:2,5(%) K22 (2.29)
Km,

where k, is the highest available wavenumber and E, is the kinetic energy in the wavenumber
shell associated with k. The spherical shell associated with wavenumber k; includes all
wavenumbers satisfying (i — 1) Ak < (k - E)l/Q <iAk, Ak = (2m)/L, and L is length of the box
(in our case L = 27), where i =1--- N (e.g., in the 128> spatial resolution case, N = 43 because of
the 2/3-rule for dealiasing).

(i) Discussion of Time Scales

The model equations have been nondimensionalized so that t = O(e) is closely linked to the
fast waves (time scale 7), while ¢t = O(1) is associated with slow motions (time scale t). Time
steps in the numerical simulations are chosen small enough to satisfy the CFL condition, and

simultaneously to resolve the fast-wave oscillations. For the CFL condition, the time step At

o CFL . . . S .
satisfies At = W’ where kp, is the highest available wavenumber, |@:,| is the maximum
Ulm~Rm

magnitude of the velocity field and CFL = 0.9. To resolve the waves, each half-period is sampled

at least 5 times, according to the condition At = , where 0maz is the maximum frequency

Omax
of the waves. We consider the special case F'r; = Fry = Ro = ¢ corresponding to (Fry, Frs) =

(¢/V/2,€) with e = (1073,1072,10™!). Thus the maximum wave frequency is omqz = v/2¢ ! [19].
After calculating At based on the CFL and wave conditions, we select the smaller of the two time
steps. The values of (Ro, F'ry, Frs) are defined in terms of a characteristic velocity magnitude,
which we select based on the initial condition. At later times, as the velocity field evolves,
a different characteristic velocity value could emerge. Therefore, we monitor the evolution in
time of the Froude and Rossby numbers by calculating the values of these non-dimensional
quantities based on their definitions in Table A2 of [17], where L =H =2n and U is the
maximum magnitude of the velocity field. During O(1) time intervals of our decay simulations
with hyperviscosity, the values of (Ro, Fry, Frs) do not change significantly (e.g., if Ro=10"!
initially, then at later times Ro = 1071 + 0(10_2)), so the value of € based on the initial conditions
is a stable indicator for the relative time scales associated with rotation/stratification compared
to the time scale of nonlinear advection.
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(iii) Balanced Initial Conditions

Here we explain how to generate balanced initial conditions. To do so, we begin from a state
(u, v, w, e, q¢) with waves present, since such a state is easiest to generate, and then we remove
the wave component. To remove the waves, we use PV-and-M inversion [17,44], which is a moist
analog of dry PV inversion. The inversion process starts from the fields for (M, PV.), which
can be found from (u,v,w, 0, ¢;) using (2.20) and (2.22). The values of (M, PV¢) then enter as
parameters into the following partial differential equation (PDE) for balanced streamfunction

20+ D, 1 T _
Vh1/1+ aZ[HU(2 oz +2M)}+8Z[H5(az +q'U5)]_PV37 (230)
which determines the slow components @7, pv, ), 0e(ar,pv,) and gi(pz, py, ) in terms of o

. N Y 1 N N
u(]\/I,PVE): (7@,%,0), ee(M’PVe):iHu(g‘i’M) +Hs(5+qus), (231)

qt(,pv.y =M — Oe(pr,pv,)-

The nonlinear, elliptic PDE in (2.30) follows from the definitions (2.20), (2.22) of (M, PVe); the
geostrophic and hydrostatic balance relations (2.18); and the relations (2.19) for buoyancy b in
terms of 6., ¢+ in the limit ¢ — 0. The PDE is nonlinear [17,44] because the Heaviside functions H,,
and Hj are functions of qt(M,PV.) which itself is a function of 1) according to (2.31). To solve the
nonlinear PDE, an iterative procedure is used. First, an initial guess is used for (Hy, Hs), which
are then frozen momentarily so that (2.30) becomes a linear PDE (with discontinuous coefficient
in front of the 91 /0z term). Solving the linear PDE provides estimates of the balanced/slow
components, which helps to filter out the fast waves from the original initial conditions. The
estimate for g¢(s py,) is then used to determine a new guess for (Hu, Hs), and the procedure
repeats. One can check consistency by comparing the new guess for (Hv, Hs) and the previous
guess for (Hy, Hs); if they are not the same, the procedure is iterated until convergence.

The function that is used as the initial condition should have variations on large scales only
(characterized by the Rossby deformation radius), in order to be consistent with PQG scaling
assumptions. To select such a function, we use a superposition of sinusoids (i.e., a Fourier series)
including only wavenumbers 1 through 5. To make the initial condition a generic function, the
Fourier coefficients are treated as independent Gaussian random variables with mean zero and
with the variance for each wavenumber assigned according to the spectral density function

exp(—0.5(k — kf)2/82)
(2m)1/2s

F(k)=¢y , for kell,5], (2.32)
where s =1 characterizes the spread in k-space, ky =3 is the peak wavenumber and ¢; is an
O(1) coefficient. The horizontal mean flows (u, %) corresponding to kj, =0 will also be present
in general. Such a random function is selected for each of the variables (u,v,w,0e,¢¢), and
then the wave component is removed as described above. The results will be presented below
for one particular randomly selected initial condition; robustness was verified by running three
additional simulation sets with different randomly selected initial conditions, with a resolution of
1283 for the the standard setup case, and the convergence results were essentially the same for all
of these initial conditions.

(iv) Cloud Fraction

The cloud fraction will be one parameter that we vary in order to assess different dynamical
scenarios. In order to set the cloud fraction for a simulation, we use the saturation parameter gys.
According to the formulas ¢, = min(g¢, gus), g = max(0, g: — qus), larger values of the saturation
threshold gys correspond to smaller cloud fractions. The values chosen for comparison are qys =
10,0.5, 0, —0.5, such that we obtain cloud fractions increasing from, respectively, 0%, 22%, 50% to
76%. Since cloud fraction is actually a dynamical, evolving quantity, during the flow evolution,
we continue to monitor ¢v, g;, and the cloud fraction is calculated as the L' norm of the cloud
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indicator Hs (gt — qus). We find that the fluctuations of || Hs||1 are small on O(1) time scales, so it
is reasonable to use the initial value of cloud fraction ||Hs(g: — qus)||1 to characterize the physical
setting of each simulation.

3. Results of numerical simulations

In this section, numerical simulations are used to test the convergence to precipitating quasi-
geostrophic equations with phase changes. The focus will be the scenario where the initial
conditions are balanced (section 2(b)(iii)). First, in section 3(a), we show illustrations of the
system’s evolution, and distinguish between the fast-time and slow-time evolution. Then, in
section 3(b), statistics are analyzed to assess whether the fast-time-scale waves converge to zero
as € — 0. Finally, some additional sensitivity studies will be described to assess the impact of
different cloud fractions and different fall speed of rain.

(a) A first assessment: visualization of the evolution

Before analyzing any statistical measures of convergence, we first consider some illustrations
to visualize the behavior of the system, and to see if the illustrations are consistent with
convergence to balanced (PQG) dynamics. The illustrations are shown for the case with cloud
fraction ||Hs(g: — qus)||1 = 50%, and V;- =0 such that liquid water does not fall. Since the full
Boussinesq system includes both fast waves and more slowly evolving components, we will view
the evolution over both short and long time scales.

The short-time evolution is shown in Figure 1. The variables shown are zonal velocity u (first
row), vertical velocity w (second row), total water ¢; (third row), and the Heaviside function H
as a cloud indicator (fourth row). In this plot, the moist Boussinesq system in (2.11) - (2.16) is
evolving in a 3D triply periodic domain with e =O(0.1), and the plot shows a 2D slice in the
y = plane. To illustrate the short-time evolution on the time scale of the waves, the snapshots
are shown at times ¢ =0, 0.1, and 0.2 in the left, middle, and right columns, respectively, which
correspond to times ¢ = 0, €, and 2¢ since € = 0.1. Notice that the initial condition of w is zero, since
the initial condition is balanced (see section 2(b)iii). The vertical velocity w can be viewed as an
indicator of the degree of imbalance and the amount of wave activity. As time evolves, in Figure 1,
one can see that w fluctuates substantially on these short time scales, which indicates that waves
have been generated. Nevertheless, the magnitude of w is small, which indicates that the system
is still nearly balanced. The other variables shown, u and ¢, appear to the eye to remain almost
the same from time to time on these short time scales, which is another indication that the system
is nearly balanced.

Figure 2 shows the long-time evolution at times ¢t =0, 1, and 2, which are O(1) times and are
considered long time scales compared to the short time scale of the fast waves. The setup of the
figure is otherwise the same as in Figure 1. In contrast to figure 1, where v and ¢; change very
little on short time scales, the variation of u and g; are much more significant over the longer time
scales from t =0, 1, and 2. If this case with e = 0.1 is close to convergence in the ¢ — 0 limit, then
u and ¢; would be evolving approximately according to the PQG equations (although the plots
show solutions to the moist Boussinesq equations with e = 0.1). As one indication of convergence
to PQG dynamics, notice that the magnitude of w remains small at times ¢ =1 and 2. The small
w is an indication that the leading-order balance condition, w® =0in (2.18), is approximately
satisfied. Hence, Figures 1 and 2 are consistent with convergence toward PQG dynamics, as a first
assessment based on the single value of e =0.1.

(b) Statistical studies and sensitivity tests

In moving beyond the illustrations of € = 0.1 in Figures 1-2, we now consider statistical measures,
and we consider a sequence of decreasing values of e = 0.1,0.01, and 0.001.
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Figure 1. Short-time evolution of « (first row), w (second row), g (third row) and H (fourth row) on short times of
t=0(e) ~ 10~1, starting from balanced large-scale random initial conditions at t = 0. The 2D slices are taken with
y = held fixed. Note that the cloud indicator H takes discrete values of 1 or 0 for the presence or absence of cloud,
respectively. One can see that v and g, which are balanced at the initial time ¢t = 0, change very little over short times
t = O(€). On the other hand, as an indicator of waves, w evolves on this short time scale, but its magnitude remains at
O(e) level.

Figure 3 shows the results of numerical simulations with small ¢, and for selected quantities
that are expected to decrease as e is reduced, if there is convergence from the Boussinesq system to
a quasi-geostrophic system. The representative quantities are the vertical velocity w (top panels),
the horizontal component of geostrophic imbalance v — ¢, (bottom left), and the nonlinear terms
&(uz + vy) — (Wzvz — wyuz) in the PVe-equation (2.25) (bottom right). The blue color indicates
data from simulations with cloud fraction 50% and phase changes. The red color indicates
data from baseline, purely unsaturated simulations with only water vapor (H, =1 and Hs =0
everywhere). In the latter case, the equations are equivalent to the dry system by a change of
variables, and thus convergence results are known from past literature [7,8].

We first draw attention to the time dependence associated with the L? norm of vertical
velocity, seen in the top left panel (¢ = 0.1, resolution 2563). In both saturated and phase-change
simulations, fast oscillations are immediately generated for ¢ >0 during an initial adjustment
phase. This is consistent with generation of waves by nonlinear interactions and/or higher-order
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Figure 2. Long-time evolution of horizontal velocity w (first row), vertical velocity w (second row), total water g (third
row) and cloud indicator H (fourth row). The simulation is the same as in figure 1, and 2D slices have y = 7 held fixed.
Note that the cloud indicator H takes discrete values of 1 or 0 for the presence or absence of cloud, respectively. The
saturation threshold g, s = 0, such that, in the g; plots, red corresponds to liquid water and blue corresponds to water
vapor. The variables u and g: are evolving on these longer time scales from ¢t = 0 to ¢t = 1 to ¢t = 2. The magnitude of w
remains small, consistent with the balance conditions in (2.18) in the PQG limit.

imbalance [54-58]. For small times O(e), the amplitude of the oscillations is roughly a factor of 2
larger when phase changes are present. However, their magnitude decreases until ¢ ~ 5, after
which time the L? norm of w is approximately the same for both cases. Notice that beyond
t = 5, the vertical velocity is 10 times smaller than e and roughy 50 times smaller than horizontal
velocities (figure 2). All fields decay slowly after t = O(1) under the action of hyperviscosity.

The remaining panels in figure 3 show L? norms of w; v — ¢z; &(ug + vy) — (Wgvs — wyuz)
vs. €, on a log-log scale, and at fixed time ¢ = 0.4 (top right and bottom panels). The time ¢ = 0.4
is chosen as an O(1) time scale with respect to the limit e — 0, and it is a computationally feasible
end time for the most expensive simulation of ¢ =103, Given that w remains essentially the
same order of magnitude at many times (see figure 3, upper left panel), we consider ¢t =0.4
as a representative time and do not address relatively small changes in the results arising
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Figure 3. Statistical assessment of convergence or non-convergence. Top Left: the L2 norm of vertical velocity vs. time
(fixed € = 0.1, resolution 2562). Top Right: the L2 norm of vertical velocity vs. e =10~3,1072,10~! (fixed time t =
0.4, resolutions 1283, 2563). Bottom Left: the L2 norm of the horizontal component of geostrophic imbalance vs. € =
10=3,1072,10~! (fixed time t = 0.4, resolution 2563). Bottom Right: the L2 norm of nonlinear terms in the PV,-
equation (2.25) (other information is the same as bottom left). Red symbols are data from the unsaturated case with only
water vapor, and blue symbols are data from the simulation with phase changes (cloud fraction 50%, V;. = 0). Solid lines
(dashed lines) connect data points found for resolution 1283 (2563). In all cases, flows evolve from balanced, large-scale,
random initial conditions.

from small changes in the measurement time. Solid lines (dashed lines) connect data points for
€= (10717 1072, 1073) found with resolution 1283 (2563). These data points are used to provide
intuition regarding convergence to balance as € — 0, and rate of convergence is assessed only in
an approximate sense.

The saturated simulations (red symbols) are the benchmark for comparison, since it is known
that balance is achieved to O(e) for times ¢t = O(1) [7,8]. This case also helps to establish any
sensitivity of the results to the resolution in terms of Fourier modes. For the L? norm of vertical
velocity (top right), there is a comparison between resolutions 1283 (solid) and 256> (dashed).
Focusing on the red symbols, one can see resolution dependence for the lowest value of e = 1073,
but the convergence is well approximated even with 128 Fourier modes.

Next we turn to the blue curves on the top right and bottom panels of figure 3, to assess
the possibility for convergence of the Boussinesq system to the PQG equations in (2.18)-(2.19)
and (2.26)-(2.27) in the presence of phase changes. Similar to the unsaturated case, it is evident
that departures from balance are diminishing with a trend that suggests convergence to PQG as
€ — 0. Summarizing, figure 3 shows that balance is approximately achieved at O(1) times in the
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evolution from balanced initial conditions for 102 < ¢ < 10~ !, with and without phase changes,
and wave activity is roughly an order of magnitude smaller than € in the L? sense.

(G - VPVe) fast-fast terms in PV. budget

10° 10° 4

""""" 10714

H
2

normalized L2 norm

o 10-2 4
purely saturated (128%)
—e— phase changes (1283)
—+- purely saturated (2563) -
1034 T -a- phase changes (2567)
1073 1072 1071 10° 10'-3 1072 10! 10°

Figure 4. Dependence on ¢ of the L2 norm of (@ewry - VPVe) (left) and (=t 1y - V(0e)(wry — §wnywzwry +
Wa (W1)Vz (W) — wy(W,)uz<W/)) (right), for unbalanced initial conditions with waves present. These are two of the
wave-coupling terms in the fast-wave-averaged equation for PV,, where the angle brackets (-) denote a time-average
over O(1) times. For purely saturated dynamics (red), the magnitudes decay roughly linearly with decreasing e. In
contrast, the decrease with € is significantly slower in the simulations with phase changes (blue), and will perhaps remain
nonzero as € — 0. For simulations with phase changes, the cloud fraction is 22% and the rainfall parameter V- = 0. The
purely saturated simulations have liquid water everywhere. Reprinted with permission from [19].

Figure 3 pertains to convergence of the Boussinesq system (2.11)-(2.16) to the PQG equations
in (2.18)—(2.19) and (2.26)-(2.27), starting from well-prepared initial data in the absence of waves,
but one can also consider more general initial conditions. A general initial condition could include
contributions from waves and it is then called an ill-prepared or unbalanced initial condition.
Starting from unbalanced initial conditions with waves, Figure 4 shows a time average of terms
in the full, nonlinear evolution equation for PVe. Here the initial energy is again large-scale and
randomly distributed, but with roughly equal parts in slow modes (M, PV.) and fast waves. To
explain this plot, we first briefly review some relevant literature on the dry Boussinesq system
with ill-prepared initial data.

For unbalanced initial conditions, the fast-wave averaging framework involves a budget
analysis of time-averaged terms in the (M, PV¢)-equations (2.21) and (2.25), wherein interactions
between slowly varying modes and fast waves are averaged on O(1) (slow) times in the limit
e — 0 [8,18,19,59-61]. Following a change of variables [18], all fields are decomposed into their
slow (M, PV.) and fast (W’) parts, for example, the velocity vector @ = U(p, Py, + Uy After
substitution of decomposed fields into the (M, PVe) equations, the time evolution of (M, PVe)
is governed by terms that can be classified as slow-slow, slow-fast, fast-slow and fast-fast.
For example, in figure 4, (@) - VPVe) (left panel) is a fast-slow term because iy /) is fast
and VPV, is slow, and the angle brackets denote the average over O(1) times. Physically, the
term (&) - VPVe) represents advection of slow PV, by the fast-wave component of velocity.
The fast-fast terms in the PVe budget () - V(0e)w) — {wnywzwry + e (wyvz(wry —
Wy () uz(w)) (right panel) involve products of two fast components, originating from the right-
hand-side of (2.25). The fast-fast terms in the PVe.-evolution equation measure direct feedback
from waves onto the slow PV, variable.

In single-phase dynamics (dry, purely unsaturated or purely saturated), and in the limit e — 0,
the vortical component of Boussinesq dynamics evolves separately from the waves [7,8,18,53,59—-
63]. The latter statement is true for evolution starting from either balanced or unbalanced initial
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conditions, and has been proved rigorously [7,8,53,59-63]. For unbalanced initial conditions, a
numerical demonstration for saturated dynamics is shown by the red data points in figure 4,
using 1073 < e < 1 (reproduced with permission from [19]). These data points show that, in the
equation for the slow PV, the wave-coupling terms decrease in proportion to e. On the other
hand, when waves are initially present and phase changes occur during the evolution, the blue
data points suggest that coupling to waves may persist even as e — 0 [18,19].

The blue data in figures 3 and 4 should be contrasted with each other, both for simulations
with phase changes present. Figure 3 suggests vanishing wave activity and convergence to PQG
for balanced initial conditions, while figure 4 suggests sustained wave-coupling for unbalanced
initial conditions. In particular, figure 3 (bottom right) for balanced initial conditions shows
almost-linear decrease with e of nonlinear terms in the full PV.-evolutions equation (2.25),
indicating convergence to the PQG equation (2.27). On the other hand, for the unbalanced initial
conditions of figure 4 (right), the fast-fast part of the right-hand-side of (2.25) remains O(1) for our
lowest € = 102, Thus the Boussinesq PV, dynamics evolving from unbalanced initial conditions
has terms beyond the balanced PQG system (2.26)-(2.27).

Returning to evolution from balanced initial conditions, as in figure 3, it is natural to ask about
the robustness of the convergence results. For instance, does rainfall have any impact on the
outcome? How do the results depend cloud fraction? To answer these questions, we performed
additional simulations at resolution 128> modes, with selected data displayed in figure 5. In
particular, we focus on the Lo norm of the vertical velocity as an indicator of wave activity.

To explore the effect of rainfall, we ran a simulation with V;- =1 (figure 5 left) and compared
the Lo norm of w to our previous case with V, =0 (figure 3 top). In both simulations, the initial
cloud fraction is 50%. Also shown in figure 5 (left) is the purely unsaturated simulation with
cloud fraction 0% (water vapor only). For ¢ = 10! and 102, the results for V;. = 0 and V;. = 1 are
approximately the same to the eye, with a difference only at the smallest value e = 10~3, which
was earlier noted to be sensitive to a change in resolution from 1283 to 256° Fourier modes. Thus,
the simulations suggest convergence to PQG in the presence of phase changes and rainfall, albeit
possibly slower for V;- = O(1) compared to V;- =0.

w, for different V, values w, for different cloud fraction

102

L2 norm

10-3

1073 A Fa

—+— cloud fraction 0%
—e— cloud fraction 22%
cloud fraction 50%

- V=0
-+- V=1

—&— purely unsaturated -&- cloud fraction 76%

1073 1072 107! 1073 1072 10!

Figure 5. Sensitivity studies for different V. values (left panel) and cloud fractions (right panel). The plots show the Lo
norm of vertical velocity w vs. the control parameter €. The left panel compares simulations with vapor only (purely
unsaturated); both water vapor and liquid water that does not fall (V- = 0); and both water vapor and liquid water that
falls at constant speed (V;- = 1). For the phase change cases with V,- = 0 and V;- = 1, the cloud fraction is initially 50%.
The right panel varies the initial cloud fraction, allowing for phase changes but no rainfall (V;- = 0 fixed). In all cases, the
resolution is 1283 modes and the measurement time is ¢ = 0.4.
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We also varied the initial cloud fraction while keeping V;- =0 fixed. Considering cloud
fractions 0%, 22%, 50% and 76%, figure 5 (right) suggests a similar rate of convergence to PQG as
e is decreased. However, when cloud fraction is increased, there is an overall higher level of wave
activity at O(1) times for fixed ¢, as indicated by the L? norm of vertical velocity. Thus, fast waves
appear to be eliminated to a greater degree when the cloud fraction is in the range 0% — 20%,
which is typical for cloud fractions in nature.

4. Conclusions

This work considers numerical simulations of a moist Boussinesq system (2.11)-(2.16) with phase
changes between water vapor and liquid water, resulting in latent heat release. The focus is
on small Ro=¢—0 and Frq, Fra ~¢€ in a distinguished limit with one small parameter ¢,
characterizing the flow as strongly rotating, and strongly stably stratified with respect to both
equivalent potential temperature and total water. Furthermore, the moist model allows for liquid
water to fall as rain.

Starting from random, large-scale, balanced initial conditions in the absence of waves, the
numerical simulations with phase changes provide solid evidence that small-amplitude wave
activity will be generated on fast O(e) time scales, but the wave activity does not grow to larger
amplitudes, and the system will remain in an almost-balanced state on O(1) time scales. For the
run with e =10""!, cloud fraction 50% and water only in the form of clouds (no rain), wave
activity at t =O(1) is 10 times smaller than € and roughly 50 times smaller than the balanced
flow components, in the L? sense (figure 3). Although there appears to be amplitude-dependence
on cloud fraction, the trend is robust, suggesting convergence to the balanced PQG equations
in (2.18)—(2.19) and (2.26)-(2.27) as € — 0 (figure 5 right panel). Finally, the addition of rainfall
may also impact both the wave-amplitude and rate of convergence (figure 5 left panel), but does
not seem to fundamentally change the trend toward convergence when the fall speed is O(1).
These results are similar to what transpires for the dry dynamics, for which rigorous proofs of
convergence are found in previous literature [7,8].

The global picture is more complicated when considering unbalanced initial conditions
with a significant wave component. In this case, decoupling of fast waves and slowly varying
modes has been rigorously proven for the dry dynamics [8,53,59-63], and also holds for purely
unsaturated and purely saturated dynamics by a change of variables [18]. On the other hand,
previous analytical and numerical work on (2.11)-(2.16) with phase changes suggests that fast-
slow coupling persists as e — 0 [18,19]. Such coupling has been linked to the piecewise nature of
waves when phase boundaries are present. In that case, waves change frequency and wavelength
across phase interfaces, leading to non-zero averages of the wave-coupling terms on time scales
of O(1) [19]. The current work suggest that phase changes and latent heating may not provide
additional mechanisms for the generation of waves from balanced or nearly balanced initial
conditions.

Note that the present paper provides numerical evidence, but not rigorous proof, of
convergence in the € — 0 limit. The numerical solutions describe not the continuum PDEs but
a discrete approximation, characterized by a small grid spacing Az and small time step At.
Moreover, the numerical solutions describe not the limiting behavior as ¢ — 0 but the behavior
for small but finite values of e. Under this scenario with multiple types of small parameters
(Ax, At, €), a precise characterization of errors and limits can be challenging. One would perhaps
like to take the limit Az, At — 0 first and then examine the limit € — 0, or take a distinguished
limit where the ratios Az/e and At/e tend to zero as all three parameters tend to zero. In
line with these options, the premise here was that the Az and At values were chosen small
enough to accurately represent the dynamics on the time scales of interest for the e values under
consideration. To test whether the results are robust to changes in Az and At, simulations were
carried out with different choices of their values (in terms of number of Fourier modes as 1283
versus 2563), and robust results were seen. At the same time, computational expense sets some
limitations on Az and At and hence also on the values of € that can be tested. While values as
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small as € = 10~3 were tested here, and a trend toward convergence was seen, it is not guaranteed
that the trend will continue for smaller, untested values of e.

One future direction is to establish a rigorous proof of convergence (or non-convergence)
starting from balanced initial conditions, building upon the intuition gained from the numerical
simulations. The proof may require modification from the dry proof using Fourier analysis, which
may be complicated by the piece-wise (nonlinear) nature of (2.11)-(2.16) and similar models. From
a fundamental physics point of view, it will also be valuable to explore flow structure in this
idealized setting with phase changes, but in a wider parameter space, on longer time scales, and
with forcing/initial conditions related to atmospheric conditions.
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