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This paper presents a dynamic tree-based item response (IRTree) model as a novel extension of
the autoregressive generalized linear mixed effect model (dynamic GLMM). We illustrate the unique
utility of the dynamic IRTree model in its capability of modeling differentiated processes indicated by
intensive polytomous time-series eye-tracking data. The dynamic IRTreewas inspired by but is distinct from
the dynamic GLMM which was previously presented by Cho, Brown-Schmidt, and Lee (Psychometrika
83(3):751–771, 2018). Unlike the dynamic IRTree, the dynamic GLMM is suitable for modeling intensive
binary time-series eye-tracking data to identify visual attention to a single interest area over all other possible
fixation locations. The dynamic IRTreemodel is a general modeling frameworkwhich can be used tomodel
change processes (trend and autocorrelation) and which allows for decomposing data into various sources
of heterogeneity. The dynamic IRTree model was illustrated using an experimental study that employed
the visual-world eye-tracking technique. The results of a simulation study showed that parameter recovery
of the model was satisfactory and that ignoring trend and autoregressive effects resulted in biased estimates
of experimental condition effects in the same conditions found in the empirical study.

Key words: autocorrelation, eye-tracking data, generalized linear mixed effect model, intensive polyto-
mous time series, multinomial processing tree, tree-based item response model, trend.

1. Introduction

1.1. Nominal Eye-Tracking Data

Eye-tracking systems are inexpensive and widely available, and eye movements can be used
as a time-sensitive measure of multiple cognitive processes. In recent years, eye tracking has
been used in a wide variety of disciplines including psychology, reading education, medical
research (neurological diagnosis), and marketing (see Richardson & Spivey, 2004 for a review).
Eye-tracking systems are capable of automatically generating fixation location data over time.
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The location data can be nominally coded based on which delineated area of a viewed surface
(i.e., a cell of a grid) the viewer looks at each time point. Depending on the number of nominal
categories of interest, the fixation data can be coded as binary or polytomous time-series data.
The analysis of the binary time-series data aims to identify and analyze visual attention to a single
interest area over all other possible fixation locations (e.g., Cho, Brown-Schmidt, & Lee, 2018).
In contrast, the analysis of polytomous time-series data aims to understand the visual attention
given to several competing options possibly associated with different processes. The motivation
for the present work is a research question from the field of psycholinguistics for which multiple
cognitive processes are assumed to differentially map onto one or more of several competing
response options. To the best of our knowledge, this is the first attempt to model the multiple
cognitive processes in polytomous eye-tracking data in the literature.

1.2. Multinomial Processing in Eye-Tracking Data

In complex scenes, eye gaze is probabilistically directed to individual fixation locations,
with the likelihood of a fixation to any particular location driven by several competing or com-
plementary cognitive processes (e.g., McMurray, Samelson, Lee, & Tomblin, 2010; McMurray,
Klein-Packard, & Tomblin, 2019; Mozuraitis, Chambers, & Daneman, 2015). In cases where eye
gaze is in service of performing a task, one of the locations can be considered a task-relevant
“target” location (e.g., an object that a person will select), another location may be similar to the
target on some dimension, resulting in potential confusion between the target and this “competi-
tor” object. Lastly other locations may be unrelated to the target and less likely to receive visual
attention. In such situations, we expect that multinomial processing will guide the likelihood of
fixating each of the response categories, with one cognitive process increasing the likelihood of
fixations to the target and competitor, and a separate cognitive process that allows the viewer to
select the target and rule out the competitor.

1.3. Generalized Linear Mixed Effect Model (GLMM) and Dynamic GLMM

In the statistics literature, model specification for time-series data has primarily employed
generalized linear models (GLMs) and the resulting models have been termed dynamic GLMs,
or exponential family state-space models (e.g., Fahrmeir, 1992; Gamerman, 1998; West, Harri-
son, & Migon, 1985). The generalized linear mixed effect model (GLMM) permits the response
probability distribution to be any member of the exponential family of distributions (e.g., Bino-
mial, Poisson, Gamma) and provides a flexible modeling framework to model heterogeneity and
dependency between observations. A GLMM can be called a dynamic GLMM when change
processes such as trend and/or serial autocorrelation in time-series data are considered. Hung,
Zarnitsyna, Zhang, Zhu, and Wu (2008) specified a dynamic GLMM for binary time-series data
in which random effects were employed to model heterogeneity among experimental units (e.g.,
participants). In existing dynamic GLM or GLMM specifications, heterogeneity among items
is often ignored. When items are heterogeneous, ignoring such heterogeneity in a GLMM can
lead to biased parameter estimates and underestimated standard errors of fixed effects in the
GLMM (e.g., Baayen, Davidson, & Bates, 2008; Jaeger, 2008; Quené & van den Bergh, 2008). In
the psychometrics literature, existing models incorporate latent variable-based serial dependence
(e.g., Browne & Nesselroade, 2005; Molenaar, 1985). However, Cho et al. (2018) noted that the
literature lacks presentation of a model that simultaneously models random item effects and het-
erogeneity in autoregressive (AR) parameters across persons and items for binary time-series data.
To overcome this limitation of existing models, Cho et al. (2018) presented a dynamic GLMM
in which heterogeneity in AR parameters across persons and items was modeled for binary (e.g.,
target vs. non-target fixation in eye-tracking data) time-series data. Cho et al. (2018) focused on
visual attention to a single interest area (the target) in detecting experimental condition effects
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(controlling for AR). The dynamic GLMM is a model for binary data and binomial processes
so that it cannot accommodate theories which stipulate differential processing depending on the
response option.

1.4. A Response Tree Approach and Dynamic IRTree Model

Tree-based item response (IRTree) models (De Boeck & Partchev, 2012) are tree models for
polytomous data, which implies that each response option is reached through a unique branch
path in a tree. Tree models are inspired by sequential item response models (Tutz, 1990) and
multinomial processing treemodels (Riefer&Batchelder, 1988; see Batchelder&Riefer, 1999 for
a review). The hypothesized processes at each node in the tree can be interpreted as sequential, but
strictly speaking, the tree only implies that the choices at the lower nodes in the tree are conditional
choices. For example, the tree we will work with has a top node A vs. B (i.e., unrelated objects vs.
target & competitor objects) and a lower-order node B1 vs. B2 (i.e., target vs. competitor), so that
B1 and B2 are conditional choices given B is chosen at the top node. A tree model is an IRTree
model if the choices at the nodes in the tree are modeled with an item response model. The item
response model can be of any kind (for an overview of item response models, see, for example,
Embretson&Reise, 2000), including aGLMMas is commonly the case in psycholinguistics (e.g.,
Baayen et al., 2008). For an overview of the possibilities of IRTree models, see Böckenholt (2017)
and Jeon and De Boeck (2016). While the original multinomial processing tree models did not
allow for person and itemheterogeneity, themodels have later been extended to accommodate such
heterogeneity (Batchelder & Crowther, 1997; Böckenholt, 2012; Klauer, 2010; Matzke, Dolan,
Batchelder, &Wagenmakers, 2015;Walker, Hickok, & Fridriksson, 2018). Because the sequential
item response models are item response models (Tutz, 1990), already the original formulation of
the models did allow for the heterogeneity.

However, neither IRTree models nor multinomial processing tree models have been extended
to allow for trend and AR effects. Literature reviews on existing IRTree models and time-series
models lead to the conclusion that there is a disconnection between the available analytic methods
and a commondata structure in studies of real-time cognitive processes using the visual-world eye-
tracking technique (Tanenhaus, Spivey-Knowlton, Eberhard, & Sedivy, 1995). This disconnection
can be resolved by combining the IRTree model (De Boeck& Partchev, 2012) with the time-series
model (e.g., see Chatfield, 2004, for a review). The goal of the novel modeling framework in the
present study is to allow for: (a) differential processing depending on the response option (based
on the tree feature of the model), (b) heterogeneity of the processes (based on the item response
theory [IRT] feature of the model), and (c) change processes (trend and AR parameters) as in the
time series models (e.g., Craigmile, Peruggia, & Van Zandt, 2010) and in the dynamic GLMM.
The difference between the present approach and the dynamic GLMM is that the time series is
modeled separately by node in the tree and thus possibly different trend and AR effects depending
on the node. For each node, the dynamic effects (trend and AR) can be heterogeneous, varying
across persons and items. The model is called a dynamic IRTree model. Like for the dynamic
GLMM, ignoring trend and AR and their heterogeneity can lead to bias in the estimates of
interest as we will show. It has been found that conclusions about the AR effect can be inaccurate
in the presence of unmodeled trend effects (e.g., Jahng, Wood, & Trull, 2008; Wang, Hamaker,
& Bergeman, 2012), and we will show that modeling trend and AR and their heterogeneity are
important to avoid bias in the estimates of interest.

The novelty of the dynamic IRTree model lies in the combination of three features: the tree
feature, the IRT feature, and the dynamic feature. All three are important to answer substantive
research questions regarding cognitive processes underlying data from a linguistically inspired
eye-tracking study. Furthermore, as we explain in a later section, applying a tree-based model to
the data results in an extra challenge, which is the problem of how to deal with necessarily missing
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observations regarding the lower node. If a person fixates an unrelated object (the A choice), the
B1 vs. B2 observation (target or competitor) is necessarily missing. Thus, we show how to model
the missing observations for AR effects in this study, which has yet to be demonstrated in the
literature.

The remainder of this paper is organized as follows: In Sect. 2, we describe an empirical
study. In Sect. 3, we present the dynamic IRTree model, provide a parameter estimation method,
and describe the model selection, testing, and evaluation methods. In Sect. 4, the dynamic IRTree
model is illustrated using an empirical data set. In Sect. 5, parameter recovery of the model
and consequences of various misspecifications in detecting experimental condition effects are
evaluated via a simulation study. In Sect. 6, we end with a summary and a discussion.

2. Motivating Data: Intensive Polytomous Time-Series Eye-Tracking Data

We apply a dynamic IRTree model to an empirical data set to illustrate the use of the model
and to give motivation for its development. In this section, we describe the data set that multino-
mial processing is assumed to guide. The data set comes from a study previously published as
Ryskin, Benjamin, Tullis, and Brown-Schmidt (2015). Cho et al. (2018) analyzed the raw data in
binary form (i.e., whether the participant was looking at a target); they did not attempt a multino-
mial processing approach using polytomous data (i.e., distinguishing whether the participant was
looking at a target, a competitor, or unrelated objects).

2.1. Eye-Tracking Data

One hundred andfifty-two nativeEnglish-speaking participants from theUniversity of Illinois
at Urbana-Champaign student community participated in exchange for partial course credit. The
participants completed the study in pairs. The participants were seated at separate computers,
each of which was equipped with an EyeLink 1000 eye-tracker (SR Research). The focus of the
analysis is on the eye-tracking data that were collected as the participants took turns instructing
each other to click on objects on the computer screen. The eye-tracking data provide an online
measure of the millisecond-by-millisecond cognitive processes by which the listener interprets
phrases like “the small elephant,” “the banana,” “the large dog,” etc. Each experimental screen
contained a 3× 3 grid with pictures, some of which were seen by both speaker and listener (white
background), and some of which were only seen by one person. The latter type of picture was
shown on a gray background to the person who could see it and a black square to the other person
(see Fig. 1, left panel). This manipulation of who can see what provides the basis for measuring
perspective-taking and is based on earlier work which featured real objects in a real display,
some of which were visible to only one person (e.g., Nadig & Sedivy, 2002). Subsequently,
the computer-based adaptation of the task has been used with success with both healthy adults
(e.g., Brown-Schmidt, Gunlogson, & Tanenhaus, 2008; Brown-Schmidt, 2009a; 2009b; 2012)
and memory-impaired individuals (Rubin, Brown-Schmidt, Duff, Tranel, & Cohen, 2011). The
right side of Fig. 1 illustrates an example of polytomous eye-tracking data from a single trial in the
data set. The top right panel plots the data over a 6-second period of time, with the polytomous
responses denoted by color. The x-axis is in milliseconds, beginning at trial onset; the y-axis
corresponds to the original fixation position x-coordinate of the display computer. The bottom
right panel plots the 3 fixation categories over time (on the x-axis) from 180 to 1300 milliseconds
following the onset of the critical word, e.g., “small” in the phrase “the small elephant.” The y-axis
denotes fixations to the target (small elephant), the competitor (small envelope), and everything
else (note this category includes fixations to all other interest areas on the screen, as well as time
points with no fixations).
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Figure 1.
Illustration of the collection and processing of the eye-tracking data for a single trial. The left panel is an example of
visual stimulus from the perspective of one participant; their partner would view a similar scene. The images in white
were visible to both participants. The images in a gray background were visible to one participant. (The other participant
saw a black box in this spot instead.) Participants received instructions about which images they could both see (shared
perspective), and which images only they could see (non-shared perspective); this afforded the critical manipulation of
visual perspective in the experiment. Across trials, the images and their positions in the 3 × 3 grid were varied following
standard experimental controls. Superimposed on the visual stimulus are circles corresponding to individual fixations
(dark blue = target; red = competitor; light blue = unrelated objects). The top right panel shows the sequence of fixations
over time, from trial onset on the x-axis, with fixations visually separated by their x-position on the visual screen (in
pixels) shown on the y-axis. Each fixation is color-coded as before (dark blue = target; red = competitor; light blue =
unrelated objects). The bottom right panel zooms in on the time region of interest which begins 180 milliseconds after
critical adjective onset and illustrates the polytomous nature of the data with the participant on this trial looking at an
“other” unrelated object, then the target, the competitor and back to the target at the very end.

2.2. Experimental Design

Three experimental conditions were manipulated with a within-subjects design. In the Two
Contrasts-Shared condition, the speaker instructed the listener to, for example, “Click on the
small elephant.” The listener’s screen showed the target referent (small elephant), an item of
the same type as the target that contrasted in size (large elephant), a competitor that was the
same size as the target and had a similar sounding name (small envelope), an item contrasting
the competitor in size (large envelope), and three unrelated items (Fig. 1, left panel). The Two
Contrasts-Privileged condition were similar in that the listener saw the same scene, with the
exception that the large envelope (the size contrast for the competitor) was visible to the listener
but not to the speaker. To illustrate this perspective difference, the size contrast appeared with
a gray background to the listener, and on the speaker’s screen this picture was replaced by a
black square. The experimental instructions made clear that objects in gray backgrounds were
seen only by one partner. As the focus of this research is on perspective-taking, this perspective
manipulation is the key experimental manipulation. Finally, in the One-Contrast condition, the
item that contrasted the competitor in size (e.g., the large envelope) was replaced by an unrelated
item (e.g., a train). Standard experimental controls including randomization of trial order, items,
and picture positions were employed. The empirical study was designed to examine the influence
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of contextual and pragmatic factors on the time course of eye fixations as the listener interprets
the critical expression, e.g., “small elephant.” Based on prior work examining spoken language
processing, it is assumed that the processing of the initial speech sounds results in an activation
of candidate referents which results in fixations to those candidate referents. Ambiguity between
candidate referents can be resolved through various sources of information including subsequent
words and phrases as well as contextual factors, allowing the listener to identify and fixate the
target (e.g., Allopenna, Magnuson, & Tanenhaus, 1998; Hanna, Tanenhaus, & Trueswell, 2003;
Tanenhaus et al., 1995).

Upon hearing the unfolding expression, the lexico-semantic information (the meaning of the
words “the small e-”) is consistent with the target and the competitor, but not with the unrelated
objects. The focus of this experiment is on the fixed condition effects. Figure 1 illustrates an
example trial from the Two Contrasts-Privileged condition, where the contrasting object for the
competitor (large envelope) is in a gray background and thus visible to the listener but not to
the speaker. In this condition, pragmatic information (i.e., how words are used in context) dif-
ferentiates the target from the competitor because, from the speaker’s perspective, only the small
elephant is the smaller of two items from the same category.While the competitor (small envelope)
temporarily matches the lexico-semantic information (“the small e-”), it is not consistent with the
perspective information in this condition (i.e., the speaker would have called it “the envelope”
rather than “the small envelope” because the speaker only sees one envelope).

2.3. Multinomial Processing

The motivating example concerns listeners’ interpretation of instructions, e.g., “Click on the
small elephant” in scenes that contained pictures of seven objects, including a small elephant
(the target), a small envelope (the competitor), and five other unrelated objects that were not
candidate referents (see Fig. 1, left panel). It is assumed that the likelihood of fixating each
of the three object categories is guided by multinomial processing: lexico-semantic processing
narrows the set of candidate referents to the target and competitor (e.g., small elephant and small
envelope). Then, ambiguity resolution processes narrow down the search space, picking out the
target (small elephant) over the competitor (small envelope) in one of the experimental conditions.
Lexico-semantic information concerns the meaning of words, and in this data set this information
differentiates the target and the competitor vs. unrelated objects. The ambiguity between target
and competitor can be resolved using different sources of information, including, among other
things, information about the perspective of the speaker. To model these multinomial processes,
we use a nested design with nested contrasts. The first node in the tree distinguishes objects that
match the lexico-semantic information in the unfolding expression vs. those that do not (e.g.,
small elephant & small envelope vs. everything else). Among the items that match the unfolding
expression, the second node in the tree distinguishes the target object from the competitor object
(e.g., small elephant vs. small envelope). The dynamic IRTree approach allows us to disentangle
complex relationships among different cognitive processes and different factors of interest. For
example, it is possible that a given factor has an effect only on the first node of the tree (lexico-
semantic processing), but not on the second node (ambiguity resolution), or vice versa. As we
will see, separate consideration of the distinct cognitive processes involved is made possible by a
response tree approach, leading to new and more differentiated findings.

2.4. Data Structure

One hundred and fifty-two participants completed the experiment in pairs (76 pairs total).
Each pair of participants completed a total of 288 trials together (each person also separately
completed a number of individual differences measures of, e.g., working memory capacity, which
were used as person-level covariates in the original analysis; see Ryskin et al., 2015). On each of
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the 288 trials, each participant either said something to their partner (e.g., “Click on the big duck”)
or heard their partner say something to them (e.g., “Click on the small elephant”). Of the 288
trials, 96 are fillers and not of interest for analysis. Ninety-six are of interest when analyzing the
performance of one partner (let us call them “partner 1”), and the remaining 96 trials are of interest
when analyzing the performance of the other partner (“partner 2”). Of the trials of interest for
analyzing the performance of a given partner, about 1/2 are measuring their language production
abilities (in the role of speaker), and 1/2 measure their language comprehension (in the role of
listener).Whereas the original paper reported on both production and comprehension, it is only the
comprehension trials that are of interest to the present analysis. Partner 1’s comprehension trials
were in one of 3 conditions (Two Contrasts-Shared; Two Contrasts-Privileged; One Contrast).
Likewise, Partner 2’s comprehension trials were in one of three conditions (TwoContrasts-Shared;
Two Contrasts-Privileged; One Contrast). Each trial featured an “item,” where the item was the
object they had to click on (e.g., duck, frog, elephant). There are 96 unique items total in the dataset.
Following standard assumptions in the field of psycholinguistics, the items were assumed to be
sampled from the population of all items (Clark, 1973). Across all 288 trials, items were repeated
multiple times (3 times each), sometimes in the same condition, sometimes in another condition,
sometimes on filler trials. Due to the use of a naturalistic paradigm in which a genuine participant
produces the critical instructions live, trials were occasionally lost when the speaker made a
speech error (e.g., “the elephant oh the small one”). The final data set which we examine here is
structured as follows: the total number of all trials in the entire data set is 43,776 (= 152×96×3),
including filler trials, trials of interest to the other participant in the pair, and the production and
comprehension trials for the current participant. Of the 14,592 (= 152 × 96) trials of interest for
a given participant, 8886 contain language comprehension time-series data in the conditions of
interest. The remaining 5706 cells (= 14, 592 − 8886) are not considered for analyses because
they were excluded from analysis for reasons described above.

The eye-tracking data collected as the listener interpreted the critical instructions on these
8886 trials forms the basis of our analyses. Each of these trials yields eye-fixation data for 112
equally spaced time points (180–1300 milliseconds following the onset of the critical adjective
small/large at each of a series of 10millisecond time bins; see below for discussion of time-window
selection). Non-fixation events (blinks and saccades) were treated in the same way, attributing the
duration of blink or saccade to the next object that was fixated; as a result, there were no missing
polytomous data in the time series for a given trial, prior to modeling multinomial processing.

The data have a multilevel structure, as presented in Fig. 2. The time-series eye-fixation data
define Level 1. These time-series data are nested in 288 trials, which define Level 2. The trials
themselves are nested by persons and items, which are crossed and define Level 3. As noted in
Cho et al. (2018), a preliminary analysis indicated the clustering due to pairs can be ignored.

3. Modeling Multinomial Processing in Polytomous Time-Series Eye-Tracking Data

In this section, we present (a) a dynamic IRTree model, (b) its estimation, and (c) model
selection, testing, and evaluation methods.

3.1. A Dynamic IRTree Model

3.1.1. Response Tree Coding of Polytomous Time-Series Data To specify a dynamic IRTree
model, the original responses are recoded into binary responses. The polytomous responses are
coded as nested data (De Boeck & Partchev, 2012). Figure 3 presents the tree diagram for a three-
category paradigm. Each node has binary outcomes. In the figure, circles represent nodes, arrows
represent branches, and rectangles represent polytomous responses, ytl j i s for time t , trial l, person
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Figure 2.
A diagram for the dynamic IRTree model (Eq. 1).

j , and item i . Each node of the tree represents an hypothesized process, and the branches represent
the outcomes. They are either intermediate outcomes leading to the next node, or they lead to
final response options, also called terminal nodes or leaves, ytl j i . We denote the recoded response
for the first intermediate node (hereafter, called “Node 1”) by y∗

tl j i1 and the recoded response
for the second intermediate node (hereafter, called “Node 2”) by y∗

tl j i2. As shown in Fig. 3, one
branch from Node 1 leads directly to a terminal node (response category ytl j i = 3 corresponding
to all “other” non-target and non-competitor objects), whereas the other branch leads to Node 2.
The branches from Node 1 capture the first differentiation, (a) target and competitor vs. unrelated
objects. The branches from Node 2 capture the second differentiation, (b) target vs. competitor.
As summarized in Table 1 (top), the recoded binary responses are denoted as y∗

tl j ir = N A, 0,
or 1, with r = 1, 2 as an index for the node. In the binary data analysis presented in Cho et al.
(2018), multinomial processing in the gray area of Fig. 3 was not modeled.

3.1.2. Missing Observations There are missing observations at Node 2. Themissingness (N A)
at Node 2 results from the structure of the tree. Specifically, the responses (target vs. competitor) at
Node 2 of the tree structure (see Fig. 3) are conditional responses. The missingness is missingness
at random (MAR) according to the definition of MAR (Rubin, 1976),1 so that it does not affect
model parameter estimation. However, when AR parameters are included in themodel, it creates a
problem for the Node 2 observations at time point t that do not have a corresponding observation
at time point t − 1. Table 2 illustrates the covariates for the AR(1) effects over the first ten
time points for a trial, a person, and an item (top), the covariates at Node 1 (middle), and the
covariates at Node 2 (bottom). Because the missingness due to ytl j i = 3 differs depending on the
combination of trial l, person j , and item i over time in Node 2, the number of time points can be
different across those combinations at Node 2 (unbalanced design; median = 31 and interquartile

1Missing at random is missingness given other observations which means that all the information about when
missingness occurs is contained in the observed information.
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Figure 3.
Tree diagram for binary processes (two branches at each node in the tree)within a three-category paradigm; in the empirical
study, Node 1 is for lexico-semantic processing and Node 2 is for ambiguity resolution; processes in the gray box are
ignored in Cho et al. (2018).

Table 1.
An example of recoded responses: dynamic IRTree (top) and dynamic GLMM (bottom)

Response Node r ytl j i y∗
tl j ir

Target 1 1 1
Competitor 1 2 1
Unrelated objects 1 3 0
Target 2 1 1
Competitor 2 2 0
Unrelated objects 2 3 NA

Response ytl j i utl j i

Target 1 1
Competitor 2 0
Unrelated objects 3 0

NA indicates that ytl j i = 3 does not involve Node 2.

range = 18 for the number of time points). For example, as shown in Table 2 (bottom), there are
observations for only 7 time points out of 10 at Node 2.

The regular approach of using the immediately preceding observation as a covariate works
for Node 1 but not for Node 2 because of the necessarily missing observations. In this study,
two different solutions are implemented. First, we use the last preceding observation which for
Node 2 may not be the immediately preceding observation because of the missingness. This last
preceding observation is still denoted with t−1 as a subscript although the literal t−1 observation
may be missing. Second, lag covariates for the two nodes that refer directly to the three fixation
options: target (T), competitor (C), and unrelated object (O) (see Table 2 for an illustration of
the lag covariates). For the second approach, we use xT (t−1)l j ir and xC(t−1)l j ir to refer to the
lag covariates instead of y∗

(t−1)l j ir to make them different from the first approach. The first lag
covariate, xT (t−1)l j ir , indicates whether or not a person looked at the target at time point t − 1.



SUN-JOO CHO ET AL. 163

Table 2.
An illustration of covariate coding for autoregressive effects: time series over first ten time points for one trial of a given
person and item for full data (top), data at Node 1 (middle), and data at Node 2 (bottom)

ytl j i Time (ms) T imetl j ir y∗
tl j i1 y∗

tl j i2

1(T) 180 0 1 1
2(C) 190 1 1 0
1(T) 200 2 1 1
3(O) 210 3 0 NA
3(O) 220 4 0 NA
2(C) 230 5 1 0
2(C) 240 6 1 0
3(O) 250 7 0 NA
1(T) 260 8 1 1
2(C) 270 9 1 0

ytl j i Time (ms) T imetl j i1 y∗
tl j i1 xT tl j i1 xCtl j i1 y∗

(t−1)l j i1 xT (t−1)l j i1 xC(t−1)l j i1

1(T) 180 0 1 1 0 – – –
2(C) 190 1 1 0 1 1 1 0
1(T) 200 2 1 1 0 1 0 1
3(O) 210 3 0 0 0 1 1 0
3(O) 220 4 0 0 0 0 0 0
2(C) 230 5 1 0 1 0 0 0
2(C) 240 6 1 0 1 1 0 1
3(O) 250 7 0 0 0 1 0 1
1(T) 260 8 1 1 0 0 0 0
2(C) 270 9 1 0 1 1 1 0

ytl j i Time (ms) T imetl j i2 y∗
tl j i2 xT tl j i2 xCtl j i2 y∗

(t−1)l j i2 xT (t−1)l j i2 xC(t−1)l j i2

1(T) 180 0 1 1 0 – – –
2(C) 190 1 0 0 1 1 1 0
1(T) 200 2 1 1 0 0 0 1
3(O) 210 3 NA – – NA – –
3(O) 220 4 NA – – NA – –
2(C) 230 5 0 0 1 1 0 0
2(C) 240 6 0 0 1 0 0 1
3(O) 250 5 NA – – NA – –
1(T) 260 8 1 1 0 0 0 0
2(C) 270 9 0 0 1 1 1 0

1(T) indicates fixation to target (coded as 1); 2(C) indicates fixation to competitor (coded as 2); 3(O) indicates
fixation to another object (coded as 3); – indicates a missing value; NA indicates that ytl j ir = 3 does not
involve Node 2; y∗

tl j ir is a recoded response; xT tl j ir is a covariate to indicate whether the observation
was a target at a time point t for node r (coded as target = 1, otherwise = 0); xCtl j ir is a covariate to
indicate whether the observation was a competitor at a time point t for node r (coded as competitor = 1,
otherwise = 0).

The second lag covariate, xC(t−1)l j ir , indicates whether or not a person looked at the competitor
at a time point t − 1. In this way, we have a meaningful lag covariate for all Node 2 observations
even when the Node 2 observation at a time point t − 1 is missing. Although there are no missing
observations for Node 1, the same lag covariates (xT (t−1)l j ir and xC(t−1)l j ir ) were considered for
Node 1 so that both nodes can be treated in an equivalent way.
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3.1.3. Model Specifications Below, we present two dynamic IRTreemodels: (a) themodel with
a lag covariate (y∗

(t−1)l j ir ) and (b) the model with two lag covariates (xT (t−1)l j ir and xC(t−1)l j ir )
to deal with missing observations at Node 2. The two models differ only with respect to how the
AR parameters are defined. Having similar estimates and standard errors for the covariates of
interest (i.e., experimental condition and trend effects) independent of the missing observation
approach may indicate that they are not affected by the approach at Node 2. When estimates and
standard errors for the covariates of interest did not differ between the two resulting models, we
chose the first model (Eq. 1) as a simpler model.

A diagram of the dynamic IRTree model is first presented, and then, the equations are shown.
A diagram of a dynamic IRTree model with a lag covariate y∗

(t−1)l j ir is presented in Fig. 2.
Rectangles at Level 1 represent the (recoded) binary responses y∗

tl j ir for t = 1, . . . , 111 (y0l j ir
wasdroppedbecausewedid notmodel it; see details in the subsection of initial timepoint treatment
for AR(1) effects below), and ovals represent random effects. The paths from the random effects
(δl j ir , θ jr , β jr ) to y∗

tl j ir s (t = 1, . . . , 111) indicate that dependency in y∗
tl j ir is explained by the

random effects. The path from time to the responses illustrates the fact that a fixed trend effect
was considered in the model. The path from y∗

(t−1)l j ir to y∗
tl j ir indicates AR processes. The paths

from the covariates x (except the trend and lag covariates, including experimental conditions,
person covariates, and item covariates) to the random effects represent the fixed effects of the
covariates x, which shows that heterogeneity across trials, persons, and items is explained by the
covariates x. For a dynamic IRTree model with the two lag covariates (xT (t−1)l j ir and xC(t−1)l j ir )
a similar path diagram can be presented as in Fig. 2.

The model with a lag covariate y∗
(t−1)l j ir . A dynamic IRTree model with a lag covariate

y∗
(t−1)l j ir is written as follows:

logit[P(y∗
tl j ir |y∗

(t−1)l j ir , timetl j ir , x, δl j ir , λ1 jr , θ jr , λ2ir , βir )] = ηtl j ir

= [y∗′
(t−1)l j irλr + time

′
tl j irζr + x

′
γ r ] + δl j ir + [y∗′

(t−1)l j irλ1 jr + θ jr ] + [y∗′
(t−1)l j irλ2ir + βir ],

(1)

where t is an index for time (t = 0, . . . , Tl ji − 1) (Tl ji = T at Node 1), l is an index for trial
(l = 1, . . . , L), j is an index for person ( j = 1, . . . , J ), i is an index for item (i = 1, . . . , I ), r is
an index for node (r = 1, . . . , R), timetl j ir is a linear time covariate for node r , and x is a design
matrix of covariates (except the trend and lag covariates for node r ) (i.e., the intercept, experi-
mental conditions, person characteristics, item characteristics, and their interactions). Parameters
in Eq. (1) are explained below:

• γ r is a vector of node-specific fixed covariate effects.
• δl j ir , θ jr , and βir are design factor effects for node r . δl j ir is a random trial effect to model

dependency in responses due to the same trial number (Barr, 2008a), θ jr is a random
person effect (random person intercept) in order to allow for individual differences, and
βir is a random item effect (random item intercept) to account for differences between the
items. In psycholinguistics, simultaneously modeling person and item heterogeneity using
crossed random person and item effects has been widely advocated (Baayen et al., 2008;
Barr, 2008a; Jaeger, 2008; Quené & van den Bergh, 2008).

• ζr is a fixed trend effect for node r . This trend parameter reflects whether or not there
is a trend over time in the fixation data. In principle, the trend effect may vary across
trials and/or persons. In the model specification above, a fixed trend effect (i.e., a global
[deterministic] linear trend) is considered to illustrate how the trend effect can be added to
the dynamic IRTree model. We use a time variable as a covariate to model the trend effect
as in multilevel modeling (e.g., Curran, Lee, Howard, Lane, & MacCallum, 2012).
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• λr is a fixed AR(1) effect for node r , λ1 jr is an AR(1) random person effect (random
person lag slope; person-specific deviation from λr ) for person j and node r , and λ2ir is
an AR(1) random item effect (random item lag slope; item-specific deviation from λr ) for
item i and node r . These AR parameters are modeled between adjacent binary responses
as in theMarkov chain of order 1 suggested by Cox (1970) for binary time series [also used
in Bartolucci and Nigro (2010), Hung et al. (2008), and Jeon and Rabe-Hesketh (2016)]
and in the AR latent trajectory model by Curran and Bollen (2001). The AR effect is
allowed to be heterogeneous across persons and across items, because different persons
may show different fixation strategies and items may also affect the fixation strategy. The
AR(1) effects can be interpreted as the log-odds ratio for the current response due to the
previous response changing from 0 to 1.2

The terms within the first pair of square brackets represent the fixed effects of the model, the terms
within the second pair of square brackets represent random person effects, and the terms within
the third pair of square brackets represent random item effects. For R = 2 (r = 1, 2) as in our
empirical study, random effects are assumed to have unstructured D × D variance–covariance
matrices (where D is the dimension of the random effects), specified as follows. A random trial
effect is used to model clustering by the same trial and is assumed to follow a multivariate normal
distribution, [δl j i1, δl j i2]′ ∼ MN (0, �1(2×2)). Multivariate normality is assumed for random
person effects and random item effects, respectively: [θ j1, θ j2, λ1 j1, λ1 j2]′ ∼ MN (0, �2(4×4))

and [βi1, βi2, λ2i1, λ2i2]′ ∼ MN (0, �3(4×4)). To identify the model, the means of all random
effects are set to 0. Setting the means of the random effects to be 0 is sufficient when there are
no scale parameters (e.g., item discrimination in item response models) as in the GLMM and
design matrices for the fixed and random effects are full rank. In addition, it is necessary because
random effects were included to model deviations from fixed effects. However, this is of course
equivalent with the fixed effects being the means of the corresponding random effects.

The dynamic IRTree model specified in Eq. (1) can be reduced to a dynamic GLMM (e.g.,
Cho et al., 2018) when (a) a subscript r is dropped in parameters in Eq. (1) and (b) another kind of
binary data coded as 1 for target fixations and 0 for non-target fixations (utl j i as shown in Table 1
[bottom] and u(t−1)l j i ) are used instead of y∗

tl j ir and y∗
(t−1)l j ir in Eq. (1).

The model with lag covariates, xT (t−1)l j ir and xC(t−1)l j ir . Compared to Eq. (1), the model
specification differs only for AR(1) parameters. A dynamic IRTreemodel with the two lag covari-
ates (xT (t−1)l j ir and xC(t−1)l j ir ) is written as:

logit[P(y∗
tl j ir |xT (t−1)l j ir , xC(t−1)l j ir , timetl j ir , x, δl j ir , λ1 jr , θ jr , λ2ir , βir )] = ηtl j ir

= [x ′
T (t−1)l j irλTr + x

′
C(t−1)l j irλCr + time

′
tl j ir ζr + x

′
γ r ]

+δl j ir + [x ′
T (t−1)l j irλT 1 jr + x

′
C(t−1)l j irλC1 jr + θ jr ] + [x ′

T (t−1)l j irλT 2ir + x
′
C(t−1)l j irλC2ir + βir ],

(2)

where x is a design matrix of covariates (except the trend and lag covariates) (i.e., the intercept,
experimental conditions, person characteristics, item characteristics, and their interactions), λTr

is an AR(1) fixed effect for a target and node r , λCr is an AR(1) fixed effect for a competitor
and node r , λT 1 jr is an AR(1) person random effect (person random lag slope; person-specific
deviation from λTr ) for a target, person j and node r , λC1 jr is an AR(1) person random effect
(person random lag slope; person-specific deviation from λCr ) for a competitor, person j and node
r , λT 2ir is an AR(1) item random effect (item random lag slope; item-specific deviation from λTr )
for a target, item i and node r , and λC2ir is an AR(1) item random effect (item random lag slope;

2As explained below, we used deviation coding (-1 vs. 1) in model fitting, which compares each level to the grand
mean. The interpretations of the AR(1) effects are provided in the supplementary materials.
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item-specific deviation from λCr ) for a competitor, item i and node r . The AR(1) effects for the
two lag covariates are for own-lag (e.g., T → T) and cross-lag (e.g., T → O) effects, which are
presented in detail in Figure A.1 of the supplementary materials. A random trial effect to model
clustering by the same trial numbers is assumed to follow a multivariate normal distribution,
[δl j i1, δl j i2]′ ∼ MN (0, �1(2×2)).Multivariate normality is assumed for person randomeffects and
item random effects for R = 2 as in our empirical study: [θ j1, θ j2, λT 1 j1, λT 1 j2, λC1 j1, λC1 j2]′ ∼
MN (0, �2(6×6)) and [βi1, βi2, λT 2i1, λT 2i2, λC2i1, λC2i2]′ ∼ MN (0, �3(6×6)). To identify the
model, the means of all random effects are set to 0.

A simplification of the model is that the same random effects apply for the two nodes, so
that the model is unidimensional in terms of nodes. This would imply that the processes do not
depend on the node and therefore do not depend on the response option either. This simplification
is not in line with the substantive theory at the basis of the study, but a comparison with the
two-dimensional model is one way to test the multi-process hypothesis.

3.1.4. Coding for Trend and AR(1) Effects For the trend effect, the group (by trial, per-
son, and item)-mean centering of the time covariate was used within a node r . Lag covariates
(y∗

(t−1)l j ir , xT (t−1)l j ir , and xC(t−1)l j ir ) were created for the unique combination of trial, person,
and item. Deviation coding, −1 vs. 1, was used for the lag covariates (e.g., y∗

(t−1)l j ir = −1 for 0;
y∗
(t−1)l j ir = 1 for 1).

3.1.5. Initial Time Point Treatment for AR(1) Effects In AR modeling, the initial response
variable (y∗

0l j ir ) is an issue because the corresponding covariate values do not exist. However,
because there are often as many time points as 112 in the eye-tracking data, the effect of the
starting point problem is minimal (Hsiao, 2003). It takes about 200 milliseconds to program and
launch an eye movement in response to hearing the critical noun phrase, e.g., “small elephant”
(Hallett, 1986; Salverda, Kleinschmidt, & Tanenhaus, 2014). Thus, we identify the onset of the
critical adjective (e.g., “small”) on each individual trial and examine eye movements beginning
200 milliseconds after the onset of the adjective. In the present study, we use a 20 millisecond
baseline (180–200 milliseconds) to facilitate handling a missing variable value y∗

0l j ir at the 180
millisecond point; the observations at the first data point (t = 0) were omitted because there is
no lag covariate value available.

3.2. Parameter Estimation

The marginal likelihood for Eq. (1) is written as:

R∏

r=1

J∏

j=1

I∏

i=1

∫

ζ 1 jr

∫

ζ 2ir

[ Tl ji−1∏

t=1

L∏

l=1

{ ∫

δl j ir

P(y∗
tl j ir |y∗

(t−1)l j ir , timetl j ir , x, δl j ir , λ1 jr , θ jr , λ2ir , βir )g1(δl j ir )dδl j ir

}]

dζ 1 jr dζ 2ir

·
R∏

r=1

J∏

j=1

∫

ζ 1 jr

g2(ζ 1 jr )dζ 1 jr ·
R∏

r=1

I∏

i=1

∫

ζ 2ir

g3(ζ 2ir )dζ 2ir , (3)

where ζ 1 jr = [θ j1, θ j2, λ1 j1, λ1 j2]′ for random person effects, ζ 2ir = [βi1, βi2, λ2i1, λ2i2]′ for
random item effects, and g1(.), g2(.) and g3(.) are multivariate normal density functions. The
random person effects and the random item effects are crossed random effects. The marginal
likelihood involves integration over trials, persons, and items. The first term of the third line in
Eq. (3) is the prior distribution of random person effects for marginalization, and the second term
of the third line in Eq. (3) is the prior distribution of random item effects for marginalization.
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In this study, parameter estimationwas implemented using theglmer function in lme4 version
1.1.15 (Bates et al., 2018)R package (RCore Team, 2017). The glmer function for the logit link
uses Laplace approximation corresponding to one adaptive quadrature point. It has been shown
that Laplace approximation provides accurate estimates and standard errors in the GLMM with
crossed randomeffects for intensive binary time-series data (e.g., Cho et al., 2018).However, Bates
et al. (2018) noted in thelme4manual that “warningswill occur even for apparentlywell-behaved
fits with large data sets (p. 15).” Because the current study focuses on intensive (many time points)
time-series data (e.g., 1,421,367 observations in our empirical study), convergence warnings were
anticipated. Bates et al. (2018) suggest trying several optimizers in the glmer function as the
gold standard when results are shown with convergence warnings. They consider the convergence
warnings to be false positives when all optimizers converge to practically equivalent values.When
convergence warnings are shown in this study, we check whether three optimizers, nloptwrap,
bobyqa, and NelderMead in the glmer provide the same results. In addition, we check for
singularities, which are defined as some of the constrained parameters of the random effects being
on the boundary of the parameter space (i.e., equal to zero, or very close to zero).

3.3. Model Selection, Testing, and Evaluation

We first select a dynamic IRTree model among candidate models that have different random
effect structures. We then test the experimental condition effects in the selected model. First, we
investigate whether there are the same random effects for both nodes (unidimensional model) vs.
different random effects depending on the node (multidimensional model). The unidimensional
model implies that the same latent variable underlies the two nodes: fixations on the target or
competitor vs. other and fixations on the target vs. the competitor. In testing whether there is
just one dimension (versus two) across nodes, the trend and fixed AR(1) effects for both nodes
were included in the way as shown in the model specification below. The unidimensional models
(Model A) are simplified versions of Eqs. (1) and (2), respectively, by dropping the r subscript in
the parameters:

ηtl j ir = γ1 + y∗′
(t−1)l j irλ + t ime

′
tl j irζ + δl j i + θ j + βi (4)

and

ηtl j ir = γ1 + x
′
T (t−1)l j irλT + x

′
C(t−1)l j irλC + t ime

′
tl j irζ + δl j i + θ j + βi , (5)

where γ1 is a fixed intercept parameter. Normality was assumed for the random effects in Eqs. (4)
and (5). The multidimensional model (Model B) can be specified when node-specific parameters
are considered in Eqs. (4) and (5):

ηtl j ir = γ1r + y∗′
(t−1)l j iλr + t ime

′
tl j iζr + δl j ir + θ jr + βir (6)

and

ηtl j ir = γ1r + x
′
T (t−1)l j irλTr + x

′
C(t−1)l j irλCr + t ime

′
tl j iζr + δl j ir + θ jr + βir . (7)

Next, based on results of Model A vs. Model B, we explore whether random lag slopes are
needed for persons and items to allow for heterogeneity in AR effects across persons and items,
respectively.
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For model selection, two information criteria, the marginal AIC (e.g., Greven &Kneib, 2010)
and the Bayesian information criterion (BIC; Schwarz, 1978), were chosen. AIC is efficient in that
it will asymptotically choose amodel thatminimizes themean squared error of prediction,whereas
BIC is consistent in that it will select the true model if the true model is among the candidate
models (e.g., Burnham & Anderson, 2004). Thus, we consider both AIC and BIC to take into
account efficiency and consistency. The candidate models were ranked from the smallest to the
largest based on the AIC and BIC, and a best-fitting model was selected as the best combination
of ranks.

For the selected model regarding random effects, experimental condition covariates (i.e.,
Contrast and Privileged covariates) were added to the model. Preliminary analyses show that
there were convergence problems with random experimental condition effects across persons,
which may indicate model over-fitting when the experimental condition effects do not vary much
across persons. Thus, only fixed experimental condition effects were considered. Significance of
the fixed effects at the 5% level using a two-tailed test was determined using a z-test.

For the final dynamic IRTree model (i.e., the selected model regarding random
effects with the experimental condition covariates), residual analysis was conducted to check
whether the final model provides an adequate description of the binary time series data
(y∗

tl j ir ). Model-based standardized residuals for time t , trial l, person j , and item i (i.e.,
y∗
tl j ir−E(y∗

tl j ir |y∗
(t−1)l j ir ,timetl j ir ,x,δl j ir ,λ1 jr ,θ jr ,λ2ir ,βir )√

Var(y∗
tl j ir |y∗

(t−1)l j ir ,timetl j ir ,x,δl j ir ,λ1 jr ,θ jr ,λ2ir ,βir )
for the dynamic IRTree model with a lag covari-

ate y∗
(t−1)l j ir , as an example) were calculated. Following standard practice for standardized

residual analysis for large sample sizes (i.e., 111 time points, 288 trials, 152 subjects, and
96 items in our study), standard residuals smaller than −1.96 or larger than 1.96 were
considered as indicating possible misfit at the 5% level. Further, Somers’ rank correlation
between the model-based probabilities (P(y∗

tl j ir |y∗
(t−1)l j ir , t imetl j ir , x, δl j ir , λ1 jr , θ jr , λ2ir , βir )

or P(y∗
tl j ir |xT (t−1)l j ir , xC(t−1)l j ir , timetl j ir , x, δl j ir , λ1 jr , θ jr , λ2ir , βir )) and the binary data

y∗
tl j ir were calculated as a measure of the ordinal predictive power of the model.

4. Illustration

In this section, we illustrate the dynamic IRTree model using the eye-tracking data described
earlier. The R code used in the application is shown in the supplementary materials.

4.1. Analysis Focus and Hypotheses

Our primary analysis focus is on detecting experimental condition effects. Interpreting trend
effects is a secondary interest and was investigated in an exploratory way. A positive trend, while
not of primary interest, is expected in the data because at the beginning of the time window, the
listener does not know the identity of the target, but by the end of the time window, they have
identified and fixated the target (Barr, 2008a; Brown-Schmidt 2009a; 2009b; 2012; Hanna et al.,
2003).While a positive trend effect is expected for the use of the lexico-semantic informationdue to
the rise in target fixations, there will always be many fixations to unrelated objects simply because
there are so many of them. This will result in a smaller trend effect for the initial lexico-semantic
processing that activates the target and competitor, compared to the ambiguity resolution process
that distinguishes target from competitor. A strong AR effect is expected in the data because of the
high sampling rate (100 hz in the downsampled data) and the fact that the eyemoves comparatively
slowly; thus, once the eye has fixated an object, it is likely to maintain fixation for many time
points. The AR effect is considered as a controlling factor for the experimental condition effect
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in this study, although the AR effect itself can be of primary interest in other studies (e.g., Koval,
Kuppens, Allen, & Sheeber, 2012; Kuppens, Allen, & Sheeber, 2010).

4.2. Characterizing Change Processes in Time-Series Data

In order to explore the trend and AR effects, logit-transformed proportion measures
(called empirical logit) for each person j at each time point t (ln

Pt jr
1−Pt jr

where Pt jr =
(
∑L

l
∑I

i=1 y
∗
tl j ir )/L I ) and the empirical logit for each item i at each time point t (ln Ptir

1−Ptir

where Ptir = (
∑L

l
∑J

j=1 y
∗
tl j ir )/L J ) were calculated based on binary responses y∗

tl j ir for each
node in the tree. The top panel of Figure A.2 in the supplementarymaterials presents 112 box plots
of the empirical logit across persons, over 112 time points (x-axis) at Node 1 (called a time-series
plot). As shown in Figure A.2 (top), the overall trend was positive and linear over time. Fitted
lines over time were similar between the linear function and Kernel-weighted local polynomial
smoothing function, and only small deviations from the linear trend were observed (see Figure
A.3 in the supplementary materials). To explore whether the trend pattern is similar across 288
trials graphically, we plot the empirical logit for each trial l at each time point t (ln Ptlr

1−Ptlr
where

Ptlr = ∑J
j=1 y

∗
tl j ir/J )

3 over 112 time points (x-axis) at each node. As shown in Figure A.4 in
the supplementary materials, it was observed that the linear trend pattern is similar across the 288
trials in each node. The box plot of correlograms across persons presented in Figure A.2 (bottom)
shows that the autocorrelations did not converge at zero, even at large values of lag. This pattern
has also been observed when a time series also exhibits trend (Chatfield, 2004, p. 26). A similar
pattern was found for items and at Node 2. Therefore, we include a linear trend effect in our
illustration of the model. In addition, to investigate the order of AR, partial autocorrelations were
calculated based on ln

Pt jr
1−Pt jr

and ln Ptir
1−Ptir

, respectively. The number of nonzero partial autocorre-

lations gives the order of the AR model (Chatfield, 2004). The partial correlations with the order
of 1 are clearly larger than 0, and those with a larger lag are nearly 0. This suggests that only the
AR(1) needs to be included. Thus, the AR(1) was considered in the dynamic IRTree model.

To investigate the linear trend over time (collapsing across trials) and AR(1) effects simulta-
neously, linear growth AR(1) models were fit based on ln

Pt jr
1−Pt jr

for each person and ln Ptir
1−Ptir

for
each item, respectively, using the arima(1,0,0) command in Stata (StataCorp, 2017). Inspec-
tion of the sample standard deviation (SD) of the estimates of the linear growth AR(1) model
indicates that heterogeneity occurred only for intercepts and AR(1) estimates across persons and
across items, respectively. In addition, according to sample SD of the linear growth AR(1)model,
little heterogeneity in trend estimates (SD of the trend estimates < 0.004) was observed across
persons and items.

While separate analyses by trials, persons, and items at each node provide a description of
the distinctive change processes, they ignore the full structure of the data across trials, persons,
and items (shown in Fig. 2). Thus, we consider a dynamic IRTree model which accounts for
change processes (linear trend and AR(1)) and heterogeneity across trials, persons, and items
simultaneously in the dynamic IRTree model.

4.3. Model Selection and Model Fitting

Table 3 presents the log-likelihood (LL), AIC, and BIC for the 6 candidate models with
y∗
(t−1)l j ir (special cases of Eq. 1) and 6 candidate models with xT (t−1)l j ir and xC(t−1)l j ir (special
cases of Eq. 2) that were used to select the random slopes. First, the multidimensional models
(Eqs. 6 and 7) having different random effects for each node (Model B in Table 3) can be compared

3Here, a subscript i is for a set of items which can be identified by a trial id and a person id.
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with the unidimensional models (Eqs. 4 and 5) having the same parameters between the two nodes
(Model A in Table 3). AIC and BIC indicate that Model B fits better than Model A. In Model
B, however, the variance estimate of the random trial intercept at Node 1 was near the boundary.
Thus, the trial random intercept is allowed only at Node 2 (Model B* in Table 3). Next, random
slopes for AR(1) effects were added to Model B*. In Model B* with y∗

(t−1)l j ir , AIC supported
inclusion of random slopes for persons and items (Model B*-Person&Item in the top section of
Table 3) as the best-fitting model. AIC supported inclusion of random slopes for persons as the
second best-fitting model and BIC supported it as the best-fitting model (Model B*-Person in
the top section of Table 3). Despite different suggestions by AIC and BIC, the Model B*-Person
is the model which has the best combination of ranks (ranked second based on AIC and ranked
first based on BIC). In Model B* with xT (t−1)l j ir and xC(t−1)l j ir , AIC supported inclusion of
random slopes for persons (Model B*-Person in the bottom section of Table 3). Although BIC
did not support inclusion of random slopes, the Model B*-Person is also the model which has
the best combination of ranks (ranked second based on AIC and ranked first based on BIC).
Therefore, Model B*-Person was chosen and experimental condition covariates were added to
Model B*-Person to test the effects of the conditions. Equations for Models B*s shown in Table 3
are presented in the supplementary materials. To confirm that pair clusters can be ignored in
the dynamic IRTree model as in Cho et al. (2018), we fit the Model B*-Person with a random
intercept for pairs. The variance of the random intercept was near 0 at each node, which indicates
that dependence due to pairs can be ignored.

We use two condition contrasts with Helmert coding: (a) the Contrast covariate compares
the One-Contrast condition (coded as −1) vs. the Two Contrasts-Privileged condition (coded
as .5) and the Two Contrasts-Shared condition (coded as .5) and (b) the Privileged covariate
directly compares the Two Contrasts-Privileged condition (coded as .5) and the Two Contrasts-
Shared condition (coded as −.5) (the One-Contrast condition was coded as 0). In addition to
the two experimental condition covariates (Contrast and Privileged covariates), person and item
covariates were considered to explain heterogeneity among persons and items and to investigate
their interaction effects with the lag covariate y∗

tl j ir or the two lag covariates xT (t−1)l j ir and
xC(t−1)l j ir . A mean-centered log-transformed Cob item covariate (frequency in spoken language)
and a mean-centered Ospan person covariate (measure of working memory) were chosen, based
on previous findings using the same data (Ryskin et al., 2015).

In testing the effects of experimental conditions, several models were considered. InModel 1,
theContrast andPrivileged covariates were added toModel B*-Personwith the two lag covariates
xT (t−1)l j ir and xC(t−1)l j ir . InModel 2, theContrast andPrivileged covariateswere added toModel
B*-Person with the lag covariate (y∗

(t−1)l j ir ). The estimates and standard errors for the covariates
of interest (i.e., experimental condition and trend effects) did not differ between Model 1 and
Model 2; thus, we chose Model 2 as a simpler model to test the focal effects. Further, the Cob
item covariate and the Ospan person covariate were added to Model 1 and Model 2, respectively.
Observations with missing covariate values (2.63% missingness for the Ospan person covariate
and 1.16% missingness for the observations at the first time point) were discarded before fitting
models using the glmer function. After comparison between Model 1 and Model 2 was made,
we fit the model with the AR effect only or the trend effect only to show consequences of ignoring
the AR effects or the trend effect on statistical inference for the experimental condition.

4.4. Results

The focal parameters were the experimental condition effects (the two contrasts), the trend
effect, and the effects of person and item covariates. TheCob item covariate and theOspan person
covariatewere not significantwhen theywere added toModel 1 andModel 2, respectively. The log-
likelihood value resulting from the three optimizers, nloptwrap, bobyqa, and NelderMead
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in glmer, was exactly the same. For Model 1 and Model 2, estimates and standard errors across
the three optimizers were different in the second or third decimal point and standard errors were
different in the third or fourth decimal point, indicating similar findings. In addition, there was no
singularity problem in the three models and the estimated variance–covariance matrix (�̂2 and
�̂3) was positive definite. Table 4 presents the estimates and the standard errors from Model 1
and Model 2 using the nloptwrap optimizer.

Standardized residuals for trial l, person j , and item i at time t were small. Somers’ rank
correlation was 0.985 for Model 1 and 0.984 for Model 2. Figure A.5 shows the model-data fit for
a trial and a person by node, and a trial and an item by node for Model 2 for illustrative purposes.
As shown in Figure A.5 (top), the average by-person proportion of binary responses y∗

tl j ir at each
node (Pt jr ) (i.e., data) is close to the average by-person predicted values at each node by Model
2 (η̄t jr = (

∑
l
∑

i η̃tl j ir )/L I ) over time. In Figure A.5 (bottom), the average item proportion of
binary responses y∗

tl j i at each node (Ptir ) is close to the average item predicted values at each
node byModel 2 (η̄tir = (

∑
l
∑

j η̃tl j ir )/L J ) over time. A pattern similar to that shown in Figure
A.5 was found for Model 1. Taken together, these findings indicate that Models 1 and 2 provide
an adequate description of the data.

As shown in Table 4, statistical inference regarding the experimental condition and trend
effects did not differ between Model 1 and Model 2. Below, we interpret the experimental condi-
tion, the trend, and the AR(1) effects in Model 2.

4.4.1. Experimental Condition Effects The first condition contrast (Contrast covariate) com-
pares the One-Contrast condition, in which the target can be immediately identified in the scene
given the adjective, e.g., “small”, compared to the two Two-Contrasts conditions, for which there
is some ambiguity. A significant effect of the first contrast covariate at Node 1 (EST = 0.050,
SE = 0.013, p value < 0.0002) is due to more looks to the Target and Competitor in the two
Two-Contrasts conditions, compared to the One-Contrast condition. The ambiguity in the two
Two-Contrasts conditions may have led to more fixations to those interest areas overall, com-
pared to the One-Contrast condition in which only one of the two response options is consistent
with the input. The first condition contrast was also significant at Node 2 (EST = −0.386, SE =
0.034, p value< 2e−16). This effect, now negative, was due to more target than competitor looks
in the One-Contrast condition, compared to the two Two-Contrasts conditions. This effect is likely
due to the fact that the context in the One-Contrast condition clearly identifies the Target, whereas
there is more ambiguity between target and competitor in the two Two-Contrasts conditions.

The second condition contrast (Privileged covariate) directly compares the Two Contrasts-
Shared condition with the Two Contrasts-Privileged condition and measures perspective-taking.
If the listener uses information about the speaker’s perspective, identification of the Target should
be easier in the Two Contrasts-Privileged conditions. The perspective effect was not expected to
differ from zero for Node 1 (Target and Competitor vs. Others) as the perspective effect should
not be predictive at this node; indeed, it was very small and it was not significant (EST = 0.005,
SE = 0.021, p value = 0.813). More surprising was the fact that the perspective effect was also
not significant at Node 2 (Target vs. Competitor). The effect was in the predicted direction (EST
= 0.071, SE = 0.046, p value = 0.123), due to more Target than Competitor looks in the Two
Contrasts-Privileged condition (in which perspective can be used to identify the target) compared
to the more ambiguous Two Contrasts-Shared condition. This is in contrast to other models of the
same data which do find a significant perspective effect (Cho et al., 2018; Ryskin et al., 2015). A
critical difference is that in those models, fixations to the Target vs. fixations to all other categories
were modeled so that the nodes (processes) could not be differentiated. It may be that a target
vs. else measure is more sensitive measure of perspective-taking than target vs. competitor in the
dynamic IRTree model. This question deserves further inquiry.
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4.4.2. Trend Effects There was a significant (linear) trend effect per unit time at Node 1 (EST
= 0.006, SE = 0.0002, p value < 2e− 16), reflecting increased looks to the target and competitor
(e.g., small elephant, small envelope) as the linguistic expression unfolds. The trend estimate of
0.006 means that per unit of time there is 0.0015 increase in probability with 0.50 as the reference
probability (= 1

1+exp(−[0.006]) − 1
1+exp(0) ) or 1.002 (= exp(0.0015)) increase in odds ratio for

target and competitor vs. other fixations (controlling for the other covariates). There was also a
significant trend effect per unit time at Node 2 (EST = 0.031, SE = 0.0008, p value < 2e − 16);
this larger magnitude effect reflects the fact that the preference to fixate the target (e.g., small
elephant) more than the competitor (e.g., small envelope) increases more over time. The trend
estimate of 0.031 indicates that per unit of time there is 0.008 increase in probability with 0.50
as the reference probability (= 1

1+exp(−[0.031]) − 1
1+exp(0) ) or 1.008 (= exp(0.008)) in odds ratio

for target vs. competitor fixations (controlling for the other covariates).4

4.4.3. AR(1) Effects The fixed AR(1) effects (as a controlling factor) were significant at Node
1 (EST = 4.181, SE = 0.013, p value < 2e−16) and at Node 2 (EST = 5.173, SE = 0.031, p value
< 2e − 16). With the deviation coding for a lag covariate (i.e., y∗

(t−1)l j ir = −1 vs. 1), the AR
estimates of 4.181 and 5.173 are 2.091 (= 4.181/2; exp(2.091) = 8.089 odds ratio) and 2.587
(= 5.173/2; exp(2.587) = 13.283 odds ratio), respectively, controlling for the other covariates.
These large effect sizes of the AR effects indicate that there are strong carryover effects: (a) Target
or Competitor at time point t − 1 → Target or Competitor at time point t and (b) Others at time
point t − 1 → Others at time point t at Node 1; (a) Target at time point t − 1 → Target at time
point t and (b) Competitor at time point t − 1 → Competitor at time point t at Node 2. There was
non-ignorable variability in the AR(1) effects across persons (SD = 0.115).

5. Simulation Study

5.1. Simulation Design and Analysis

A simulation studywas designed to answer the following questions when the same conditions
of the empirical studywere considered (i.e., 112 time points, 288 trials, 152 persons, and 96 items):
(a) can the parameters of the selected model (Model 2 in Table 4) be recovered at a satisfactory
level?; (b) what are the consequences of ignoring trend and AR, AR or trend on the experimental
condition effects in the presence of change processes?; (c) what are the consequences of modeling
change processes (trend and AR parameters) for the experimental condition effects when they
do not exist; (d) what are the consequences for ignoring a complex trend (quadratic trend) on
the experimental condition effects and linear trend effects in the presence of the complex trend?
Questions (b)–(d) investigate model misspecifications regarding the change processes. The same
true model (Model 2 in Table 4) was considered for questions (a) and (b), and a modified Model
2 was considered for questions (c) and (d), respectively.

To answer questions (a) and (b), estimates of Model 2 (reported in Table 4) were considered
true parameters. For question (a), Model 2 was fitted to the simulated data set. For question
(b), Model 2 without a fixed trend effect and without AR(1) fixed and random effects (called
Model 2-1), Model 2 without AR(1) fixed and random effects (called Model 2-2), and Model
2 without a fixed trend effect (called Model 2-3) were fitted to the same simulated data sets
generated based on Model 2. Regarding question (c), estimates of Model 2 (reported in Table 4)
without a fixed trend effect and without AR(1) fixed and random effects (called Model 3) are

4Across the entire 111 time points (controlling for the other covariates), the trend estimate of 0.006 at Node 1 means
that there is 1.174 (= exp(0.161)) increase in odds ratio for the target and competitor fixation and the trend estimate of
0.031 indicates that there is 1.598 (= exp(0.469)) in odds ratio for the target fixation at Node 2.
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considered the true parameters. To investigate the consequences of modeling change processes
when they do not exist, Model 2 was fitted to the simulated data. To answer question (d), Model
2 with an additional quadratic time effect was fitted to the empirical data of the current study
(Model 4), and estimates of Model 4 (reported in Table A.1 of the supplementary materials) were
considered the true parameters. As shown in Table A.2, there were significant quadratic trend
effects although the effects were small. To show the consequences of ignoring the quadratic time
effect on experimental conditions and the linear trend, Model 2 was fitted to the simulated data
set under Model 4.

Laplace approximation implemented in the glmer function is used for parameter estimation.
The nloptwrap optimizer in the glmer function was chosen, as used in the empirical study.
For each research question, two hundred replications for model fitting were considered. For
all questions (a)–(d), bias and root-mean-square error (RMSE) of estimates were calculated for
parameter recovery and the mean standard error estimates (M(SE)) across 200 replications were
compared with the standard deviations (SD) of the estimates for evaluation of standard error
accuracy. There were no convergence problems for any of the replications, although there were
the same warning messages observed in the empirical data set.

5.2. Results

Table 5 presents results for the questions (a) and (b). Bias for trend and experimental condition
effects in Model 2 was very close to 0. RMSE for Model 2 was comparable to those observed
in GLMM for binary responses in the case of a large number of persons and items (e.g., Cho et
al., 2018). RMSE tends to be larger at Node 2 than at Node 1, which may be due to the fact that
the number of observations is smaller at Node 2 than at Node 1. In addition, for fixed effects in
Model 2, the M(SE) across 200 replications approached the SD of the estimates, indicating that
the estimated standard errors are approximately correct. When trend and AR effects were ignored
as in Model 2-1 (misspecified model) and AR effects were ignored as in Model 2-2 (misspecified
model), bias and RMSE of Model 2-1 and Model 2-2 (misspecified models) were larger than
those of Model 2 (true model) and standard errors for the two experimental condition effects
were underestimated. The underestimated standard errors lead to an inflated Type I error rate and
to an overestimated power rate. Our simulation study results indicate that the inferential biases
for the fixed effects of interest are reduced by modeling change processes. When the fixed trend
effect is ignored in Model 2-3 (misspecified model), bias and RMSE of the two experimental
condition effects at Node 1 were the same as those at Node 1 under Model 2 (true model).
However, the estimates for the two experimental condition effects at Node 2 were more biased
under Model 2-3 compared to Model 2, although a noticeable underestimation was not found
for the standard errors of the effects. As presented in Table A.3 for question (c), bias, RMSE,
SD, and M(SE) of Model 3 (true model) and Model 2 (misspecified model) were comparable.
This result suggests that modeling change processes (trend and AR) did not distort results for
the experimental condition effects when there were no change processes. Based on the results
reported in Table A.4 for question (d), bias, RMSE, SD, and M(SE) were similar between Model
4 (true model) and Model 2 (misspecified model) for the experimental condition and linear trend
effects, although a larger bias and RMSE for the intercept and AR fixed effects were found in
Model 2. This result implies that ignoring the quadratic trend effect (small deviations from the
linear function as in our empirical study) did not affect results for the experimental condition and
the linear trend effects.

To sum up, the results of the simulation study for our empirical illustration demonstrate that
the model specified in the current study was found to accurately recover the parameters when the
specified model is the data generating model. Furthermore, the simulation study shows that in
order to accurately estimate the experimental condition effects, it is necessary to model change
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processes (trend and AR parameters or AR parameters) in the data when there is a small trend
effect and a large AR(1) effects as in our empirical study. However, modeling change processes
did not affect results for experimental condition effects when the processes did not exist in the
data. Lastly, ignoring a small quadratic trend effect did not affect the interpretations of results for
experimental condition and linear trend effects.

6. Summary, Discussion, and Conclusion

6.1. Summary

This study presents a dynamic IRTree model which can be used to model change processes
(trend and AR) and which facilitates the decomposition of data into various sources of hetero-
geneity (trial, person, and item effects). We illustrate how this model can be used to advance the
analysis of eye-tracking time-series data through the exploration of the cognitive processes that
guide selection among competing response options. By applying the dynamic IRTree model to
visual-world eye-tracking data, the researcher can now ask and answer central questions about
how multinomial processes guide real-time language understanding in a way that was not techni-
cally feasible before. These questions include issues related to how distinct cognitive processes
lead to different consideration of competing response options, and further, how these processes
take into account different sources of information, including disambiguation and semantic infor-
mation. In the present study, we model fixations to language-relevant (vs. irrelevant) items at
Node 1, and we model fixations to the target vs. competitor at Node 2. By focusing on differ-
ent processes at each node, this allows us to separately ask questions about covariates that are
assumed to affect linguistic processing in general (Node 1 effects), vs. questions about covari-
ates that are assumed to affect the ability to select the target over the competitor specifically
(Node 2 effects). This dramatically increases the precision of hypotheses that can be tested. It
undoes the confounding due to coding the responses just in terms of target fixations vs. non-target
fixations.

In the illustrative data set, change processeswere first exploredwith time-series plots, descrip-
tive statistics (i.e., autocorrelation and partial autocorrelation) and the linear growth AR(1)model
based on the empirical logit; then, the patterns of change processes from the exploratory analyses
were modeled in the dynamic IRTree model. We found that the model with trend and AR(1)
adequately described the data. In this model, the trend effect is small and the AR effects are large.
Due to the small trend effect, statistical inference on experimental condition effects (which is of
primary interest) did not change when the trend effects are ignored. While the trend effect is not
the empirical focus, a trend is expected given that the participant identifies the target over the
course of the time window.

In the simulation study, we show that misspecification of the trend and the AR(1) led
to biased estimates for the effects of interest (i.e., fixed experimental condition effects in our
application). Given the simulation conditions from the empirical study in which there was a
small trend effect and large AR(1) effects, ignoring the AR(1) resulted in more biased esti-
mates and underestimated standard errors than ignoring the trend effect. Given these find-
ings, we recommend researchers exploring change processes using the time-series plots and
descriptive statistics (i.e., autocorrelation and partial autocorrelation) (as illustrated in the empir-
ical study), prior to applying the dynamic IRTree model to other eye-tracking data sets. A
guideline for exploring the change processes is presented in Figure A.6 of the supplemen-
tary materials. In addition, after a dynamic IRTree model is selected for the change processes,
model evaluation is an important step to check whether the model describes the data ade-
quately, as we showed in the current study using residual analysis and Somers’ rank correla-
tion.
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6.2. Discussion

What did we learn from node differentiation using the dynamic IRTree model?
A crucial aspect of the tree approach is that it makes a distinction between processes occur-

ring at two nodes: one node for the processing of lexico-semantic information and another for
distinguishing the target referent from the competitor using cues such as ambiguity resolution.
These two processes are confounded without using a tree approach. Disentangling the processes
occurring at the two nodes allows for differentiation of these processes, affording novel and more
theoretically specific hypothesis tests compared to a non-tree approach. We illustrate this in the
following:

• The nodes correspond to two different dimensions (two different types of language pro-
cessing). One refers to the lexico-semantic process of interpreting the initial words in the
phrase, e.g., “the small e-...”, the other refers to the resolution of ambiguity between the
target and competitor. Model fit results and correlations between the two random person
intercepts confirm that each node (each process) comes with its own dimension.5 The
hypothesized distinction between initial lexical activation processes and those processes
which resolve competition among the lexical candidates is a property of several models of
language processing (e.g., Barr, 2008b; McMurray et al., 2010; 2019); here, we illustrate
a method for distinguishing between those processes in a single model.

• At Node 1 we observe that the Contrast effect was negative (−0.386), indicating that the
lexico-semantic processing of the unfolding expression, e.g., the “small e-”, activates the
target and competitor more in the two Two-Contrasts conditions than in the One-Contrast
condition. This results from the fact that while the target is always consistent with the
unfolding expression, the competitor object is consistent with it only in the two Two-
Contrasts conditions. The contrast effect was positive (0.050) at Node 2, which zeroed in
on the competition between target and competitor. Because the One-Contrast condition
most clearly picks out the target as the intended referent, there weremore target looks in the
One-Contrast condition compared to the two Two-Contrasts conditions. Thus, depending
on node, the direction of the Contrast effect flipped. This finding raises the novel possibility
that contexts with relatively little ambiguity (e.g.,One-Contrast condition) result in overall
less referential activation compared to contexts with more ambiguity (e.g., Two-Contrasts
conditions), despite facilitating target identification. If so, this observed trade-off between
referential activation and target identification makes novel predictions about how other
factors, such as sentence predictability and language production constraints (Altmann
& Kamide, 1999; MacDonald, 2013), would differentially affect lexical activation and
ambiguity resolution processes. This result reflects the kind of novel finding that would
not be possible without a tree-type approach.

• The trend effect differs depending on the node. The trend is clearly steeper for the ambiguity
resolution process than for lexico-semantic processing (0.031 vs. 0.006). The steeper trend
in ambiguity resolution likely relates to the fact that by the end of the time window, there
is a strong preference to fixate the target over the competitor. By contrast, a smaller trend
effect in the lexico-semantic processing is likely due to the fact that the preference to fixate
the target and competitor over the unrelated objects is weakened by the fact that there are
simplymany unrelated objects on screen, and together they attractmany fixations. Isolating
the trend effect by node allows the researcher to investigate novel questions about how the
distinct processes by node result in distinct activation profiles for the candidate referents.

5When Model 2 from Table 4 is estimated with just one random person intercept for both nodes, model fit is poorer
(AIC = 181,432, BIC = 181,627), compared to the full Model 2 in Table 2 which has two random person intercepts, one
per node (AIC = 180,262, BIC = 180,554). The correlation between the two random person intercepts is even smaller for
Model 1 than for Model 2 (.414 vs. .705).
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These three results show clearly that it is informative and important to undo the confounding
inherent to approaches which do not make use of a tree approach. The tree approach of decom-
posing response options into nodes is a general approach that can be used for all cases with more
than two response options (see De Boeck & Cho, 2019, for examples).
Methodological limitations and discussions

In the current study, we focus on model specification and illustration using an empirical
data set. Thus, the following methodological limitations remain. First, a dynamic IRTree model
was presented for intensive (many time points) time-series data (1,421,367 observations in our
empirical study) with various random effects; as a result, parameter estimation involves high-
dimensional integration. For these reasons, the amount of computing required was large. For
Model 2 in our empirical study, about 7 hours (user time in R) were required on a 2.81GHz
computer with 16.0 GB of RAM. Substantial computing resources or development of speedier
algorithms is required to improve the feasibility of implementation.

Second, it has been observed that results from the glmer function are shown with conver-
gence warning messages (not error messages) for large data sets (Bates et al., 2018, p. 15). To
demonstrate that parameter estimates and standard errors are reliable in the empirical study, we
checked that the three optimizers, nloptwrap, bobyqa, and NelderMead in the glmer,
provided the same results. Furthermore, to assure that results from the glmer function are reli-
able, we checked that estimates and statistical inference for fixed effects of interest are comparable
between Laplace approximation and Bayesian analysis implemented in Stan (Carpenter et al.,
2017). The detailed implementation of Bayesian analysis and comparability between the two esti-
mation methods (see Table A.5) were shown in the supplementary materials. Although we show
that results reported in the current case study are reliable, future work is needed to generalize our
findings to other data structures differing in the number of data modes (time, trial, person, and
item) and the magnitude of effects.

Third, selection of random effects (random slopes) is an important step for valid statistical
inferences on fixed effects in GLMM (e.g., Barr, Levy, Scheepers, & Tily, 2013). In this study,
marginal AIC and BIC were used to account for efficiency and consistency in the use of (approx-
imate) marginal maximum likelihood estimation. For the random slope models, AIC and BIC
did not provide perfectly consistent results. We chose the best-fitting model as the model having
the best combination of AIC and BIC. For the final model, we used to investigate the effects
of experimental conditions (the model with y∗

(t−1)l j ir ), BIC was the smallest and AIC was the
second smallest among candidate models having different random effect structures. Bringmann
et al. (2017) found that BIC outperformed the AIC for generalized additive models when there are
over 100 time points. However, it is unclear whether this finding can be generalized to GLMMs.

Fourth, we expected significant experimental condition contrast effects in the empirical study.
In an analysis of the same data with a binary time-series model for target vs. non-target fixations,
the two condition contrasts (One-Contrast vs. Two-Contrasts, Two-Contrasts-Privileged vs. Two-
Contrasts-Shared) both had a significant effect on target fixations. Using the dynamic IRTree
model with two nodes (target or competitor vs. unrelated object, target vs. competitor), only the
first of the two contrasts (One-Contrast vs. Two-Contrasts) had a significant effect, in favor of
target and competitor vs. other (Node 1) and in favor of the target vs competitor (Node 2).However,
the second condition contrast (Two-Contrasts-Privileged vs. Two-Contrasts-Shared) was neither
significant at Node 1 nor at Node 2. It is important to note that the standard error of the estimated
effect at Node 2 in the dynamic IRTree model (0.046) is much larger than for the corresponding
effect in the model of binary target fixations (0.010). A possible explanation of this discrepancy
is due to the correction for underestimated errors by accounting for a large number of random
effects in the dynamic IRTree approach.

Fifth, two kinds of errors have been discussed in using lag covariates (y∗
(t−1)l j ir , xT (t−1)l j ir ,

and xC(t−1)l j ir ) (Hamaker & Grasman, 2015). The first kind of error is the error in the sample
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mean estimates of the true mean when centering is considered for AR effects, called Nickell’s bias
(Nickell, 1981). The bias for the AR effect is not expected in the uncentered model we used. The
second kind of error is measurement error in the covariates. It has been found that the covariate
effects and their standard errors can be biased in the presence of measurement error in covariates
(e.g., Lüdtke et al., 2008). However, the lag covariates refer to previous responses; they are not
a measurement of external variables with a possibly imperfect reliability. It is an inherent AR
modeling feature of modeling direct dependencies between observed responses that the observed
responses themselves are modeled as a function of earlier observed responses.

6.3. Conclusion

Intensive polytomous time-series data can be fruitfully analyzed by taking into consideration
the multiple cognitive processes that are involved. Here we consider the case of eye-tracking data,
which provide a dense and rich source of information about multiple real-time cognitive processes
in a wide variety of content domains. Time-related analysis of eye gaze as in our empirical study
was popularized by the introduction of the visual-world eye-tracking technique, in which a partic-
ipant produces or interprets spoken or signed language while viewing an associated visual scene.
In the case of spoken language comprehension, the speech is an external stimulus that drives eye
fixations to language-relevant interest areas in the scene (Tanenhaus et al., 1995). The visual-world
paradigm has emerged as a dominant technique for the study of language processing, the original
article has been cited over 2500 times, and this elicited-gaze technique has been extended to mul-
tiple literatures including philosophy (Sedivy, 2007), child developmental disorders (McMurray
et al., 2010), cross-cultural psychology (Barrett et al., 2013), human–computer interaction (Qu
& Chai, 2007), human–robot interaction (Staudte & Crocker, 2011), and surgery and medical
education (Merali, Veeramootoo, & Singh, 2019). Despite the ubiquity and utility of eye-gaze
time-series data as a measure of cognitive processes, current data analytic practices ignore multi-
nomial processing. In spite of methodological limitations, to the best of our knowledge, this paper
is the first attempt in the literature to advance knowledge of multiple ongoing cognitive processes
in tasks where eye gaze provides a window into cognition. As we have shown, it is important to
differentiate between the distinct cognitive processes that drive consideration among the compet-
ing response options. Making use of a response tree is useful for such a differentiation. The new
method that we have introducedwill allow researchers to differentiate hypothesized cognitive pro-
cesses and test distinct predictions regarding the cognitive mechanisms underlying each process.
In sum, this new methodology for analyzing eye-tracking data will allow researchers—across a
variety of fields using variants of the visual-world paradigm—tomake better use of the rich source
of information that the eyes provide about cognition.
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