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Abstract— State-of-the-art lane detection methods use a va-
riety of deep learning techniques for lane feature extraction
and prediction, demonstrating better performance than conven-
tional lane detectors. However, deep learning approaches are
computationally demanding and often fail to meet real-time
requirements of autonomous vehicles. This paper proposes a
lane detection method using a light-weight convolutional neural
network model as a feature extractor exploiting the potential
of deep learning while meeting real-time needs. The developed
model is trained with a dataset containing small image patches
of dimension 16 × 64 pixels and a non-overlapping sliding
window approach is employed to achieve fast inference. Then,
the predictions are clustered and fitted with a polynomial to
model the lane boundaries. The proposed method was tested
on the KITTI and Caltech datasets and demonstrated an
acceptable performance. We also integrated the detector into
the localization and planning system of our autonomous vehicle
and runs at 28 fps in a CPU on image resolution of 768×1024

meeting real-time requirements needed for self-driving cars.

Index Terms— Lane Detection, Deep learning, Convolutional
Neural Network, Self-driving Cars, Autonomous Vehicles

I. INTRODUCTION

Vision-based lane detection systems often consist of three

main components: preprocessing, feature extraction, and

post-processing including curve fitting [1]. The feature ex-

traction stage is considered as a critical component of a

lane detector since features such as edges and color contain

information about the lane [1]–[4].

Lane detection systems based on conventional image

processing techniques usually use predetermined parameters

such as threshold values to extract edge and color features.

These categories of algorithms are vulnerable to various

challenging scenarios like illumination and road texture

changes which could result in low performance. Recognizing

the issues with fixed parameter values, works such as [5] and

[6] attempted to improve robustness by introducing adaptive

thresholding and steerable filters. Similarly, the method pro-

posed in [7] incorporates SVM classifier with HOG features

to verify whether an image patch has a valid lane marking

to improve the performance of the lane detector.Despite the

improvements reported on the performance of conventional

image processing techniques in the literature, lane detection

systems using manually-tuned feature extractors produce

unreliable results when tested in different settings such as
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in urban environments where lane markings may be covered

by shadows and other vehicles.

Recent developments on lane detection systems show

growing interest in deep learning based approaches such as

Convolutional Neural Networks (CNN). This is due to the

ability of the CNN methods to learn from example images

(training data) and automatically fine tune the parameters

required to extract lane features and perform classification

tasks. For instance, the method proposed in [8] predicts the

location of the vanishing point to enhance the lane detection

process to classify the lane boundary types and colors.

Similarly, in [9] a modified region based convolutional neural

network (RCNN) with the popular VGG16 back-end for

feature extraction is used to determine the presence of a lane

marking in a small image patch. At the post-processing stage

the predictions are analyzed to create the final lane boundary

result which can be very complex as indicated in [10]. Se-

mantic segmentation using an encoder-decoder architecture

is also used in [11] and [12] where each pixel in the input

image is grouped into lane marking or background. Semantic

segmentation approaches often require an extensive post-

processing effort by employing clustering methods to put the

lane marking pixels into their respective lane boundaries. In

an attempt to avoid or minimize the post-processing efforts,

end-to-end architectures have been proposed in [13]–[15].

Long short-term memory (LSTM) deep learning architecture

is also used in [16] and [17] to exploit temporal correlation

between consecutive image frames.

The main issue with most of the deep learning based

lane detectors is their slow speed due to the large number

of convolution operations in the CNN architecture which

often leads to delayed inference results. To address this

challenge, we propose a lane detection system that employs

a lightweight CNN model as a lane marking or feature ex-

tractor. We used a non-overlapping sliding window approach

with our CNN model predicting the presence of lane marking

for each image patch. The proposed method is implemented

in C++ using OpenCV API for image processing in an

Ubuntu-18 machine with Intel Xeon CPU (88 cores) and

32GB RAM resulting in inference speed of 28 frames

per second(fps), without GPU acceleration, at a reasonable

accuracy.

II. PROPOSED METHOD

Lane detection systems that are based on conventional

image processing techniques rely on manually-tuned pro-

cessing techniques which may not adapt to scene changes

(see e.g. [3], [18]). To minimize the effect of environmental

factors on the detector we developed a data driven approach
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