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ABSTRACT: Perylene diimide (PDI) represents a prototype material for organic
optoelectronic devices because of its strong optical absorbance, chemical stability,
efficient energy transfer, and optical and chemical tunability. Herein, we analyze in detail
the vibronic relaxation of its photoexcitation using nonadiabatic excited-state molecular
dynamics simulations. We find that after the absorption of a photon, which excites the
electron to the second excited state, S,, induced vibronic dynamics features persistent
modulations in the spatial localization of electronic and vibrational excitations. These
energy exchanges are dictated by strong vibronic couplings that overcome structural
disorders and thermal fluctuations. Specifically, the electronic wavefunction periodically
swaps between localizations on the right and left sides of the molecule. Within 1 ps of
such dynamics, a nonradiative transition to the lowest electronic state, S;, takes place,
resulting in a complete delocalization of the wavefunction. The observed vibronic

Coherent Swaps

dynamics emerges following the electronic energy deposition in the direction that excites a combination of two dominant vibrational
normal modes. This behavior is maintained even with a chemical substitution that breaks the symmetry of the molecule. We believe
that our findings elucidate the nature of the complex dynamics of the optically excited states and, therefore, contribute to the

development of tunable functionalities of PDIs and their derivatives.

1. INTRODUCTION

Organic solar cells are a lower-cost alternative to traditional
silicon-based technologies. The underpinning organic semi-
conducting materials can be prepared in numerous and flexible
ways in a cost-efficient manner, attaining full synthetic control
of their solubility and functionalization." To improve the
efficiency and lifetime of the materials under operating
conditions and design higher-performing devices, it is
necessary to understand the fundamental electronic and
vibrational (vibronic) dynamics.

Among the large number of conjugated polymers and
molecular chromophores serving as optical absorbers in the
visible range of solar radiation, perylene diimide (PDI) has
received widespread attention” > because of its distinct
physical and chemical properties, such as high physical and
chemical stability, straightforward synthesis, strong electronic
affinity, and adjustable photoelectric properties.” Additionally,
the functionalization of PDI, on various positions with a wide
number of organic chemical groups, opens the possibility to
fine-tune physical, optical, electronic, and aggregation proper-
ties. PDI-based materials have been applied to a wide variety of
applications like fluorescence detection,” * organic field-effect
transistors,” light-collection materials,'” light-emitting diodes'’
and solar cells,'”"® advanced oxidation technology for
environmental applications,"* among others. Moreover, recent
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advances in material design have enabled PDI-based solar cells
to reach PCE > 12%."

A cornerstone in the photophysics of organic conjugated
molecules such as PDI is the nonradiative relaxation of coupled
excited states, resulting from changes in the electronic
wavefunction localization modulated by the induced vibra-
tional dynamics interplaying with thermal structural distor-
tions. Modeling this behavior ultimately requires atomistic
nonadiabatic excited-state molecular dynamics approaches. A
variety of computational codes have been developed and
applied: NEWTON-X,'®™'® SHARC,'”™*' PYXAID,*>**
NWChem,”*** and nonadiabatic excited-state molecular
dynamics (NEXMD)**** have been developed to address
this task.

The process of energy relaxation is naturally accompanied by
intramolecular vibrational energy redistributions accepting an
excess of electronic energy. These energy redistributions
ultimately define relaxation pathways and frequently involve
only a few active vibrations.”” > The analysis of the vibronic
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dynamics and the identification of vibrations actively involved
in electronic energy transfer can contribute to the development
of models that treat these active modes in a quantum-
mechanical way. Generally, these insights can also guide the
development of new optical-electronic devices and materials in
which the efficiency of energy dissipation can be tuned. Finally,
the introduction of chemical substituents into the PDI
structure can help tune not only optoelectronic properties
but also vibronic dynamics toward controlling energy
dissipation and energy-transfer processes. Moreover, vibronic
coherence effects can also be modulated.” Stronger vibronic
couplings with pathways involving fewer vibrational normal
modes can better overcome the effects of temperature-
dependent static (structural defects) and dynamic (phonon
bath coupling) disorder.”**®

In the previous contribution,®® we have compared the
electronic energy relaxation after photoexcitation of the PDI
monomer and the dimer using the NEXMD package. Here, we
explicitly compute the vibrational modes that result in internal
energy conversion within the PDI monomer with and without
functionalization in order to understand the relationship
between vibrational modes and wavefunction localization.
The study is organized as follows: in Section 2, we present a
brief overview of the computational approach, and methods
used to analyze the vibronic dynamics and details of our
simulations. We discuss results in Section 3, and finally
conclude in Section 4.

2. COMPUTATIONAL METHODS

2.1. NEXMD Background. The NEXMD package has
been developed to perform nonadiabatic excited-state molec-
ular dynamics combining mixed quantum-classical algo-
rithms®”** with “on the fly” analytical calculations of excited-
state energies, gradients, and nonadiabatic coupling terms at
the configuration interaction singles (CIS) level with the
semiempirical Hamiltonian models. Here, a trajectory surface
hopping approach®”*® is used where nuclei are propagated
classically, and the electronic wave function y(t) = Za ca(t)qba

is propagated quantum-mechanically using the basis of
adiabatic electronic states with wavefunctions ¢,:

ihé,(t) = ¢, (t)E, — ih Z p(t)v-d,,
s (1)

with E, being the energy of the ath electronic excited state,
and d,; are the nonadiabatic derivative coupling vectors
(NACR) defined as d,4 = (¢, | V,¢p). Details of the NEXMD
approach, implementation, advantages, and testing parameters
can be found in our previous studies.”* **

2.2. Analyses of Transient Exciton Localization and
Migration. Exciton spatial localization can be monitored
throughout the NEXMD simulations by calculating the
evolution in time of transition density matrices expressed in
the atomic orbital (AO) basis: (p*); = (¢, | cjcj | o),”° with
¢, and ¢, being the wavefunctions corresponding to the
adiabatic ground and excited states, ¢/ and ¢; correspond the
respective creation and annihilation operators acting over AO i
and j. The diagonal element (p°*); represents the change in
the net charge of the electronic density on AO i during a
transition from the ground- to the excited-state a. Con-
sequently, the fraction of p localized on one side x of the
molecule is defined as follows:

T 0N
% (0" ©)

2.3. Representative NACR and Vibrational Energy
Analysis. Representative vectors of nonadiabatic derivative
couplings d), for the ensemble of NEXMD simulations are
analyzed using the singular value decomposition (SVD) of the
matrix A of dimension 3N X K. Here, N is the number of
nuclear degrees of freedom, and K is the number of NEXMD
simulations featuring an effective S, — S, transition (i.e., the
hop between the lowest two excited electronic states S; and
S,). An effective S, — S, transition is defined as the last S, —
S, transition without subsequent S; — S, back-hopping during
the rest of the simulation. Matrix A is built with columns
representing d,, at the moment of effective S, — S, transition
in each of the K NEXMD trajectories. Thereafter, the SVD is
performed as follows:

0a\2
k,= (") =

A =UWV (3)

where U is a 3N X K column-orthogonal matrix, and V and W
are the K X K diagonal and orthogonal matrices, respectively.
We denote d5y2 ' as the ith column of the matrix U with the
associated largest value of w;. The d}y" ¥ vector or vectors with
the largest w; can then be considered as representative of the
ensemble of d;, collected from the different NEXMD
simulations.

The diy>* vectors can be further projected onto the
equilibrium normal mode (ENM) basis set evaluated at the

optimal geometry of the ground state ({Q} (i = 1,..,3N — 6).
3N-6
ay™ =3 (k=1,2,.)
i=1 (4)
with ¢=d;, - Q.

The velocities associated to each Q; can be obtained from
the mass-weighted Cartesian displacements {qj} (j=1.3N—
6) as follows:

3N
Q=) La(i=1,.,3N -6
j=1 (8)

where [; are the elements of the linear transformation matrix L
that express the set of {Q;} on the basis of {q;}. Subsequently,
the vibrational kinetic energy K(t) associated with a given
ENM Q; is calculated as follows:

Ki(1) = (Q1) (6)

and the corresponding total vibrational energy is obtained from
the virial theorem, E,(t) = 2K/(t). More details on this
approach can be found elsewhere.”

2.4. Computational Details. The photoexcitation and
subsequent electronic and vibrational relaxation of the
symmetric pristine-PDI (s-PDI) and the asymmetric sub-
stituted-PDI (a-PDI) (see Figure la) have been simulated
using the NEXMD package using the semiempirical AMI1
Hamiltonian model.”* The NEXMD simulations were
performed at constant energy. Initial conditions were collected
from 1 ns-long equilibrated ground-state molecular dynamics
trajectory of s-PDI and a-PDI at ambient conditions (T = 300
K) with a Langevin thermostat and friction coefficient y = 20.0
ps~'. Three hundred (300) and six hundred (600) individual
NEXMD simulations were performed for s-PDI and a-PDI,
respectively. These excited state trajectories were initiated from
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Figure 1. Schematic representation of (a) symmetric (s-PDI) and (b)
asymmetric (a-PDI) structures of PDI: C (blue big), N (blue small),
O (red). Hydrogen atoms are omitted. (c) Simulated time-resolved
average populations of S, and S, electronic states obtained from the
fraction of the trajectory ensemble in each state during NEXMD
simulations.

174 the previously collected initial conditions by instantaneously
175 photoexciting the molecule to the second excited state S,. A
176 classical time step of 0.5 fs has been used for nuclei
177 propagation in the ground-state dynamics. For the NEXMD
178 simulations, a classical time step of 0.1 fs has been used for
179 nuclei propagation, and a quantum time step of 0.025 fs has
180 been used to propagate the electronic coeflicients. Specific
181 treatments of decoherence®' and trivial unavoided crossings*’
182 have been considered in these simulations as well.

183 2.5. Optical Spectra and Vibronic Effects. Ground-state
184 geometries of s-PDI and a-PDI are optimized with the AM1
185 Hamiltonian in the NEXMD code. The normal modes of
186 molecules are calculated using the AMI method, as
187 implemented in the Gaussian 16 software package.” Time-
188 dependent density functional theory (TDDFT) is utilized to
189 describe the excited-state properties of the molecules, with
190 vibronic effects included via the zero-temperature Franck—
191 Condon (EC) method.***

3. RESULTS AND DISCUSSION

NEXMD have been performed on symmetric s-PDI and 192
asymmetric a-PDI, shown in Figure la, b, respectively. After 193
their initial excitation to the S, state, both molecules have very 194
similar relaxation times (Figure 1c). That is, the disruption of 195
the s-PDI symmetry does not affect the nonradiative electronic 196
relaxation. At this point, it is important to mention that 197
electronic relaxation shown in this work differs slightly from 198
the previously reported one,*° because in the present work, we 199
have added the third excited state, S;, which is degenerate to 200
S,, to the NEXMD simulations. Supporting Information Figure 201
S1 shows transition density plots of S;, S, and S; states 202
reflecting electronic delocalization of their wavefunctions. S; is 203
fully delocalized states, whereas S, and S; are much more 204
localized transitions with two nodal planes in the middle of the 20s
molecule. These near-degenerate S, and S; states strongly 206
interact during dynamics with periodic localization on 207
molecular sides (Figure S1) before relaxing to the delocalized 20s
S, wavefunction, as we detail later. Therefore, during the initial 209
phase of our excited-state simulations, adiabatic S, and S; 210
states actively exchange their populations, and their adiabatic 211
identity is interchanged. This fast back-and-forth exchange 212
takes place in an incoherent way without leading to an effective 213
significant population of S;. This introduces a dephasing 214
behavior of the S, state that slows down its final relaxation to 215
S
As it has been described in Section 2.2, SVD has been 217
performed on the nonadiabatic derivative coupling between S, 218
and S,, d,,, collected from the different NEXMD simulations at 219
the moment of effective S, — S, transitions to obtain the 220
associated representative atomic motions. To confirm the 221
representability of diy™, we evaluate their overlap with the 22
original d,, ensemble. Figure 2a shows the distribution of the 223
overlap between s-d5\ ™' (i.e., the d}y™" of s-PDI) and the 224

30‘5 SVD, 1 206 b SVD, 1
= .2 - s-d3Y> = .| - a-dy
| < a—dsvo.2
Q0 12
Lo3 o 0.4
’ fus
a a3
o 0.2 (]
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0:00 = =EEE m00 ., lr'!'l 11‘ l
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Figure 2. (a) Histogram of the absolute value of the overlap between (a) s-d5y~"' with respect to the original d, obtained during the NEXMD

simulations for s-PDI and (b) the same as (a) but for a-dj5> " (i =

1, 2) with respect to the originals d,, obtained for a-PDL (c) Average

populations of S, and S, electronic states as a function of time, for a-PDI simulations for effective S, — S, transitions. Relaxation pathways

represented by a-d}y"" (a-dyP?) are indicated with solid (dashed) curves.
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originals d,,. The distribution presents an overlap average
value of 0.9. That is, all NEXMD simulations experience the
227 effective S, — S, transition through a common energy-transfer
228 pathway along the direction of s-diy™". In the case of a-PDI,
229 shown in Figure 2b, we observe that about half of the
230 simulations follow the energy transfer in the direction of the
231 corresponding a-djy ' and the other half in the direction of a-
232 d7y P with no situations involving a mixture between the two.
233 Here, a-d}y>' and a-d};™* hold the same overlap average
234 values of 0.9. Given two distinct pathways dictated by a-djy™"!
235 and a-d}y 2?2, we therefore split a-PDI simulations in those that
236 involve S, — S, effective transitions in these two directions.
237 Figure 2c shows that these two directions of vibronic coupling
238 lead to equivalent relaxation times. In order to clarify this
239 observation, Figure 3 depicts s-d}y>" and a-d}y ' (i = 1, 2).

[=HEN BN

=}

'S

SVD, 2
a—dy;

Figure 3. Representation of the different di5” ' associated with the

vibronic couplings for s-PDI and a-PDI nonadiabatic dynamics. The
vertical dashed line separates the molecules in the two segments that
have the same vibronic dynamics.

240 We observe that a-d5y™' involve equivalent motions but
241 involving different sides of the molecule, separated by a vertical
242 dashed line shown in Figure 3, which collapse only in a single
243 s-d53P! vector in the s-PDI case because of the molecular
244 symmetry.

245 Further insights into vibronic dynamics concomitant to the
246 electronic energy relaxation can be provided by inspecting the
247 localization of the electronic transition density (p**), where a
248 refers to the current state in the simulations. Figure 4a shows
249 histograms of the number of times p° localization changes
250 between the two halves of the molecule during dynamics. This
251 is traced by calculating the fraction of p®* localized on one side
252 of the molecules and denoted as k, (see eq 2). An average of
253 about 12 swaps during 1 ps after photoexcitation is observed,
254 either for s-PDI or a-PDI That is, far from being statically
255 localized in one side of the molecule, p°* constantly changes its
256 localization between both halves. The inspection of individual
257 simulations (see Figure 4b) reveals that these changes of
258 localization occur while the molecular system evolves on the S,
259 potential energy surface. These slashes stop once the energy is
260 transferred to the S, state. The same dynamics is observed for
261 both s-PDI and a-PDI. Analyses of the localization of
262 electronic transition densities of S; and S, demonstrates
263 (Supporting Information Figure S1) that S; is completely
264 delocalized across the molecule, while S, is localized on a few
265 specific sites, making it more susceptible to dynamic structural
266 distortions affecting different sides of the molecule. It is worth

_
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Figure 4. (a) Histogram of the number of times the localization of the
electronic transition density (p°*) changes between the two halves of
s-PDI and a-PDI during photoexcited dynamics; (b) fraction of p*
(k, ) localized on one of the sizes of s-PDI as a function of time for a
typical trajectory.

mentioning that these singlet relaxation timescales are 267
significantly faster than the previously reported intersystem 268
crossing lifetimes at the time scale of more than ~400 ps.***” 269

Thus, after the initial photoexcitation to the S, state, the 270
molecule experiences a force in the direction of d5y™'/? and 271
alternates the localization of p®* between the two sides, leading 272
to swaps throughout the simulations. The evolution of the 273
average fraction of p** (k,) on one side is shown in Figure Sa. 274fs

1.0 > 0.20
= Oa _ i

0.9/ a) ool 2 015 b) mm p localized
-3 p%% — delocalized

0.8 : o

& o7 L\/\“\/\J £0.10

0.7 0s $

0.6 35 70 105 E 0.05
(7} "

- v LY
039 200 400 600 800 1000 800 0.01 0.02 0.03 0.04
Time (fs) |d2s - R| (a.u)

Figure S. (a) Evolution in time of the average value of k, on the side
with the larger initial fraction k, (i.e., k, > 0.5 at t = 0 fs) for s-PDI;
(b) distribution of the absolute values of couplings v - d,;| for s-PDI
cases with p°* completely localized (i.e., k, ~ 1) on one side and
delocalized (ie, k, ~ 0.5) between both sides. The curve obtained
from the fit to eq 7 is shown by the red-dashed line. The
corresponding results obtained for a-PDI are shown in Supporting
Information Figure S2.

The selected side corresponds to the larger initial fraction of 275
p* (ie, k, > 0.5 at £ = 0 fs). The curves are then fitted to the 276
function 277

_ _ (a - b) e—t/r1 l cos ﬁ e—t/r2
ft)=a — { +2[1+ (T)] }

(7) 278
where T is the period of initial fast oscillations, 7, is the decay 279
time, and 7, is the vibronic decoherence time. Parameters 280
obtained from the fits are given in Table 1. We observe initial 28111
persistent recurrences in both systems, being slightly faster in 282
a-PDI (T = 279 fs) compared to s-PDI (T = 27.4 fs). In 283
addition, while both systems have differences in 7,, similar 284
values of 7, ~ 18 fs are obtained. The symmetry of s-PDI 285
requires the identification of the side with a larger initial 286
fraction k, of p"*. With such an assignment, we observe that 287
across the entire trajectory ensemble, PDI does not randomly 288
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Table 1. Parameters Obtained from the Fit of Transition
Density Dynamics to Eq 77

s-PDI a-PDI
a 0.53 0.52

b 0.90 1.0

T (f5) 27.43 + 0.04 27.93 + 0.04
7, (f) 234.8 + 2.1 185.8 + 1.6
7, (fs) 189 + 0.6 18.1 + 0.6

“T corresponds to the period of initial fast oscillations, and 7, and 7,
refer to the decay and the decoherence vibronic times, respectively.

289 change its p°® localization but does so coherently in an
290 oscillatory manner. Because of that, the excited vibrational
291 energy is not randomly distributed.

292 According to Figure 4b, the oscillations observed in Figure
203 Sa are due to molecular motions on the S, potential energy
204 surface. In order to gain insight into the origin of this behavior,
295 interactions of S, with its quasi-degenerate S; state have been
296 analyzed. Figure Sb shows the distribution of the absolute
297 values of couplings |v - dy3| (see eq 1) for the cases with p
208 being completely localized on one side of the molecule and
299 delocalized between both sides (i.e., k, ~ 0.5). We can observe
300 that the swaps of p°* are in between S, and S; states that are
301 localized at different sides of the molecule in the equilibrium
302 geometry (see Supporting Information Figure S3 and Movie
303 S1). In the course of nonadiabatic relaxations, distinct
304 vibrational dynamics on the sides of the molecule results in
305 their mixture and crossings, leading to the observed changes in
306 the localization of p, as shown in Figure 4.

307 It is interesting at this point to analyze diy "' in terms of the

=}

X

(=

O

—

K

308 projection of these vectors onto the normal mode basis. In
309 order to evaluate the number of normal modes that contribute
310 to dy> ', the participation number, PN, is calculated as
311 follows: "%
3IN-6 -1
4
PN = Z (Ci)
312 i=1 (8)

313 PN represents the effective number of ENMs that contribute
314 to d}y . Values of PN ~ 3N — 6 indicate the fully delocalized
315 d}y> ' case with equal contribution from every ENM, whereas
316 PN ~ 1 corresponds to d}y"' being identical to a unique
317 ENM. Values of ~4, 4, and 6 were obtained for s-d$y>’, a-
318 d}y 2!, and a-d7yP?, respectively. That is, all of these vectors are
319 spread among only a few normal modes, because only ~4, 4,
320 and 6 modes are required to describe each of these vectors on
321 the basis of normal modes. The respective sets of normal
322 modes are given in Table 2. Modes #104 and #106 (#113 and
323 #112) provide dominant contributions to s-d5y > (a-d}y™>" and
324 a-d}y>?). These vectors are depicted in Figure 6. In the case of
325 s-PDI, modes #104 and #106 correspond to delocalized
326 vibrations within the whole molecule with equally distributed
327 motions for each side (Figure 6a, b). Nevertheless, modes of a-
328 PDI are not symmetrically distributed, with 0.2 and 0.8 (0.8
329 and 0.2) fractions for #112 (for #113) at the half of the
330 molecule with and without the —CHj; group, respectively
331 (Figure 6¢,d). That is, each vibration is more localized on one
332 side or the other. The asymmetry introduced in the PDI
333 molecule by the methyl group disrupts the balance of motions
334 between the two sizes for the modes associated to the vibronic
335 dynamics. It is important to note that, in all cases, the selected

—_

=

@®

Table 2. Normal Modes with the Highest Overlap Values
with Respect to s-d5y°! and a-d$y>"/*"

s-dSyP!
mode # overlap

106 (1797) 0.36
104 (1795) 0.28
100 (1728) 0.09

a-d5y>!
mode # overlap
113 (1796) 047

109 (1774)  0.16
107 (1726)  0.08

a-d5y>?
mode # overlap
112 (1795) 032

109 (1774) 0.22
113 (1796) 0.13

81 (1421) 0.04 97 (1557) 0.03 88 (1391) 0.04
38 (621) 0.02 105 (1687) 0.02 108 (1760) 0.03
89 (1529) 0.02 92 (1462) 0.02 98 (1576) 0.03
78 (1373) 0.02 41 (616) 0.02 93 (1486) 0.02
115 (3198) 0.02 79 (1252) 0.02 41 (616) 0.02
74 (1273) 0.01 108 (1760) 0.01 77 (1230) 0.02
39 (633) 0.01 88 (1391) 0.01 43 (636) 0.02

“Frequencies (cm™) are given in parenthesis.

/ )
%

a)

Figure 6. Normal modes providing the main contributions to d5y"".
(a) Mode #104 and (b) #106 contributing to s-d53>"; (c and d)
modes #113 and #112 associated with a-d3)®' and a-d$yP?
respectively; (e) superpositions #104 + #106 (red) and #104 —
#106 (blue).

modes for s-PDI and a-PDI correspond to modes within the
range of 1770—1800 cm™".

We further note that in the s-PDI case, a linear superposition
of near-degenerate #104 and #106 modes leads to vibrations
completely localized on one or the other side of the molecule
(Figure 6¢). These localized combinations align better with the
direction of the s-di ™' vector, leading to a near-unity overlap
(0.98); compare Figures 3 and 6c. Consequently, the
projection of s-djy™' onto the normal mode basis in s-PDI,
modified including these combinations, reduces the corre-
sponding PN value from ~4 to ~2. That is, the linear
combination of these two quasi-degenerate modes coincides
with the most efficient pathway of energy dissipation. The
situation is different in the asymmetric a-PDI case, where the
combinations of modes #113 and #112 do not seem to have
the same impact.

Next, we identify which vibrational modes participate in
optical excitations initially using TDDFT with FC analysis and
whether these modes survive during photoexcitation dynamics.
The absorption spectra for s-PDI and a-PDI with the
contribution of major vibrational modes are shown in Figure
7. The first peaks (set to 0 cm™, as shown in Figure 7) for
both molecules contain mainly 0 = 0 transition.

https://doi.org/10.1021/acs.jpca.1c09484
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Figure 7. TDDFT-calculated absorption spectrum of (a) s-PDI and (b) a-PDI within the FC approximation. All spectra are normalized such that
the highest intensity is set to one. For each molecule, FC modes contributing to vibronic excitation with weight greater than 10% of the maximum

are shown.

The second peak at ~1700 cm™' has contributions from 0
— 1 transition of modes # 94, 95, and 106 for s-PDI and #101,
102, and 113 for a-PDI (Table 3). These modes are shown in

Table 3. Normal Modes with the Weight More than 10% of
the 0—0 Transition”

s-PDI a-PDI

mode # weight mode # weight
94 (1604) 0.14 101 (1605) 0.37
95 (1606) 0.44 102 (1611) 0.19
106 (1797) 02 113 (1797) 0.20

“Frequencies (ecm™) Are Given in Parenthesis.

Mode 95 (1606 cm")

Mode 94 (1604 cm"')

4

0t 1R

Mode 101 (1605 cm™)

Mode 102 (1611 cm'?)

Figure 8. FC modes providing the main contributions (shown as
sticks in Figure 7) to vibronic excitation for (a) s-PDI and (b) a-PDIL
The other FC modes, that is, mode #106 for s-PDI and #113 for a-
PDI are shown in Figure 6.

Figures 6b, d and 8a, b. Modes #94 and 95 for s-PDI and #101
and 102 for a-PDI are degenerate and do not participate in the
vibronic dynamics that takes place during the electronic
relaxation. As it has been described previously, vibrational
mode #106 for s-PDI and #113 for a-PDI actively participate in
energy transfer during dynamics.

Because the electronic transitions or hops for the S, — S,
energy transfer take place at different times across the
trajectory ensemble, the concomitant vibrational energy-
transfer process cannot be adequately analyzed in terms of
the effective simulation time.”” A more suitable analysis can be
achieved by monitoring the vibrational kinetic energy E;(7)
(see Section 2.2) as a function of the delay time 7 = t — throps
where t,,, is the time of effective nonadiabatic electronic
energy transfer from S, to S; potential energy surface. The
delay time 7 corresponds to the moment when the nuclear
motion activates because of the deposition of electronic energy

into vibrations in the direction of the nonadiabatic coupling
vector. This is shown in Figure S3, where the average
vibrational energy E,(7) is shown as a function of 7 for those
selected modes that significantly overlap with different d}y™

379
380
381
382

vectors, as listed in Table 1. Only those modes with values of 383

E,(7) significantly larger than kT = 26 meV are shown. The rest
of the modes are inactive and act as a bath of coupled
harmonic oscillators in which the excess of vibrational energy,
which remains after the electronic S, — S, energy transfer,
ultimately spreads at longer times. It is interesting to note that,
for s-PDI, the combination of modes #104 + #106 receives
nearly the entire amount of vibrational energy in contrast to
the combination of modes #104 — #106 and the modes
considered individually. That is, the swaps of p°, shown in

384

Figure 4, are the result of initially exciting combinations of 393

vibrational normal modes localized at both sizes of the
molecule that are responsible for the vibronic dynamics that
leads to the ultimate final relaxation to S;. Therefore, the
transient localization of p°* within each side is dictated by the
structural distortions introduced by these modes.

4. CONCLUSIONS

We have analyzed in detail the vibronic dynamics associated
with the nonradiative electronic energy relaxation of the
symmetric pristine-PDI (s-PDI) and its asymmetric version (a-
PDI) using NEXMD simulations. Both molecules feature
similar relaxation timescales and dynamic features. Never-
theless, subtle differences are observed between them. s-PDI
experiences the effective S, — S, transition through only two
generate energy-transfer pathways that involve electronic
wavefunctions and vibrational motions strongly localized at
the left or right halves of the molecule. In the case of a-PDI,
this degeneracy is lifted, and these pathways can be
distinguished, although they still account for the same
relaxation times. As expected, these two pathways of a-PDI
actually represent equivalent motions but involving different
sides of the molecule, that is, the size with and without the
—CH; group, respectively.

These specific vibrational dynamics are directly related to
the localization of the electronic transition density. We
observed that upon photoexcitation, the transition density is
not static. Instead, its localization periodically changes between
molecular halves, suggesting coherent intramolecular energy
migration persisting up to 1 ps. These swaps take place while
the system evolves on the potential energy surface formed due
to the coupling of degenerate (at the equilibrium geometry) S,
and S; states that are localized at different sides of the
molecule. These coherent swaps occur once the energy is
transferred to the S; state with a fully delocalized wavefunction.
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The analysis of the nuclear motions in terms of vibrational
normal modes shows that while for s-PDI the normal modes
that mainly contribute to the nonadiabatic coupling are
completely delocalized across the entire molecule, modes
that contribute to the vibronic dynamics of a-PDI are
preferentially localized on one or the other halves of the
molecule. In all cases, frequencies of these selected modes
coupled to the electronic system lie within the range of 1770—
1800 cm™'. A further inspection of the vibrational motions in
s-PDI reveals that linear superpositions of the two quasi-
degenerate principal vibrational modes fully define energy-
transfer pathways compared to the case when these modes are
considered individually. This behavior does not occur in a-PDI
because the degeneracy is lifted. Altogether, the electronic S,
— S, energy transfer in both s-PDI and a-PDI funnels mainly
through only two normal modes or their linear combinations.

We believe that the identified unique feature characterizing
the vibronic dynamics of PDI can be helpful for the future
design of functional molecular chromophores with improved
performance in organic optoelectronic devices. Given a large
variety of PDI-based materials, one can tailor the structure to
control transiently coherent electronic and vibrational
dynamics that increase the efficiency of intramolecular energy
transfer with respect to energy dissipation into heat. Thus,
computational modeling of photoinduced processes using a
NEXMD framework can contribute to the development of
better PDI-based materials and provide novel insights into the
rational design of their function, given specific structural
modifications.
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